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Preface

This volume of Lecture Notes on Artificial Intelligence (LNAI) includes the
accepted papers presented at the 9th International Conference on Hybrid Ar-
tificial Intelligence Systems (HAIS 2014) held in the beautiful and historic city
of Salamanca, Spain, in June 2014.

The International Conference on Hybrid Artificial Intelligence Systems has
become a unique, established, and broad interdisciplinary forum for researchers
and practitioners who are involved in developing and applying symbolic and
sub-symbolic techniques aimed at the construction of highly robust and reliable
problem-solving techniques and in bringing the most relevant achievements in
this field.

Hybridization of intelligent techniques, coming from different computational
intelligence areas, has become popular because of the growing awareness that
such combinations frequently perform better than the individual techniques such
as neurocomputing, fuzzy systems, rough sets, evolutionary algorithms, agents
and multiagent systems, etc.

Practical experience has indicated that hybrid intelligence techniques might
be helpful for solving some of the challenging real-world problems. In a hybrid
intelligence system, a synergistic combination of multiple techniques is used to
build an efficient solution to deal with a particular problem. This is, thus, the
setting of the HAIS conference series, and its increasing success is the proof of
the vitality of this exciting field.

HAIS 2014 received 199 technical submissions. After a rigorous peer-review
process, the international Program Committee selected 61 papers, which are
published in these conference proceedings.

The selection of papers was extremely rigorous in order to maintain the high
quality of the conference and we would like to thank the Program Committee
for their hard work in the reviewing process. This process is very important to
the creation of a conference of high standard and the HAIS conference would
not exist without their help.

The large number of submissions is certainly not only testimony to the vital-
ity and attractiveness of the field but an indicator of the interest in the HAIS
conferences themselves.

HAIS 2014 enjoyed outstanding keynote speeches by distinguished guest
speakers: Prof. Amparo Alonso Betanzos, University of Coruña (Spain) and
President Spanish Association for Artificial Intelligence (AEPIA), Prof. Sung-
Bae Cho, Yonsei University (Korea), and Prof. André de Carvalho, University
of Saõ Paulo (Brazil).

HAIS 2014 teamed up with the journals Neurocomputing (Elsevier) and the
Logic Journal of the IGPL (Oxford Journals) for a set of special issues including
selected papers from HAIS 2014.



VI Preface

Particular thanks go to the conference main Sponsors, IEEE-Sección España,
IEEE Systems, Man and Cybernetics–Caṕıtulo Español, AEPIA, Ayuntamiento
de Salamanca, University of Salamanca, MIR Labs, The International Federa-
tion for Computational Logic, and project ENGINE (7th Marco Program, FP7-
316097), who jointly contributed in an active and constructive manner to the
success of this initiative.

We would like to thank Alfred Hofmann and Anna Kramer from Springer for
their help and collaboration during this demanding publication project.

June 2014 Marios Polycarpou
André C.P.L.F. de Carvalho

Jeng-Shyang Pan
Micha�l Woźniak
Héctor Quintián
Emilio Corchado
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YASA: Yet Another Time Series Segmentation Algorithm for Anomaly
Detection in Big Data Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 697

Luis Mart́ı, Nayat Sanchez-Pi, José Manuel Molina, and
Ana Cristina Bicharra Garcia

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 709



Computer Aided Diagnosis of Schizophrenia
Based on Local-Activity Measures

of Resting-State fMRI

Alexandre Savio�, Darya Chyzhyk, and Manuel Graña

Computational Intelligence Group, University of the Basque Country (UPV/EHU),
San Sebastián, Spain

Abstract. Resting state functional Magnetic Resonance Imaging (rs-
fMRI) is increasingly used for the identification of image biomarkers of
brain diseases or psychiatric conditions, such as Schizophrenia. One ap-
proach is to perform classification experiments on the data, using feature
extraction methods that allow to localize the discriminant locations in
the brain, so that further studies may assess the clinical value of such lo-
cations. The classification accuracy results ensure that the located brain
regions have some relation to the disease. In this paper we explore the
discriminant value of brain local activity measures for the classification
of Schizophrenia patients. The extensive experimental work, carried out
on a publicly available database, provides evidence that local activity
measures such as Regional Homogeneity (ReHo) may be useful for such
purposes.

1 Introduction

There is a growing research effort devoted to the development of automated
diagnostic support tools that may help clinicians perform their work with greater
accuracy and efficiency. In medicine, diseases are often diagnosed with the aid
of biological markers, including laboratory tests and radiologic imaging. The
process of diagnosis difficult increases when dealing with psychiatric disorders,
in which diagnosis relies primarily on the patient’s self-report of symptoms, the
presence or absence of characteristic behavioral signs and clinical history. This
paper falls in the line of work that looks for image biomarkers, which are non-
invasive and may provide additional objective evidence to aid in the clinical
decision process.

Specifically, we are looking at resting-state fMRI (rs-fMRI) data, which is
functional brain MRI data acquired when a subject is not performing an explicit
task. Slow fluctuations in activity measured by the functional MRI signal of the
resting brain allows to find correlated activity between brain regions. Measures
on the correlation of these fluctuations provide functional connectivity maps

� This research has been partially funded by the Ministerio de Ciencia e Innovación of
the Spanish Government, and the Basque Government funds for the research group.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 1–12, 2014.
© Springer International Publishing Switzerland 2014



2 A. Savio, D. Chyzhyk, and M. Graña

that may serve as biomarkers or discriminant features for individual variations
or dysfunction.

The extremely high dimensionality of a fMRI volume is one of the main is-
sues for machine learning because it is considerably higher than the number of
volumes collected for one experiment, i.e., tens of thousands of voxels vs. tens
or hundreds of volumes. This difference forces the use of further preprocessing
and/or data dimensionality reduction methods losing the least amount of infor-
mation possible within a manageable computational cost [6]. Most resting-state
fMRI studies perform functional connectivity analysis looking for temporal cor-
relations between the time series of the fMRI signal in different brain regions.
Nonetheless, functional connectivity delivers little insight about local properties
of spontaneous brain activity observer in singular regions. Local measurements of
brain activity provide information which is complementary to functional connec-
tivity [14], so that they are being considered to find disease biomarkers. Here, we
explore their usefulness for classification purposes, because they provide scalar
maps that are different from other dimensionality reduction approaches.

Schizophrenia is a disabling psychiatric disorder characterized by hallucina-
tions, delusions, disordered thought/speech, disorganized behavior, emotional
withdrawal, and functional decline [2]. A large number of magnetic resonance
imaging (MRI) morphological studies have shown subtle brain abnormalities to
be present in schizophrenia. Since 1984, the works of Wernicke proposed that
schizophrenia might involve altered connectivity of distributed brain networks
that are diverse in function and that work in concert to support various cognitive
abilities and their constituent operations [23]. Consistent with this “disconnectiv-
ity hypothesis”, functional connectivity studies have found correlations between
prefrontal and temporal lobe volumes [24] and disruptions of functional connec-
tivity between frontal and temporal lobes in schizophrenia [15].

Experiments based on functional MRI data have been reported with small
datasets , e.g. [20] achieved a 93% of accuracy on 44 matched subjects. A novel
kernel approach (BDopt) to Support Vector Machines (SVM) and global network
measures of brain network complexity has been reported [8] to classify a 18
subjects schizophrenia vs. controls dataset with 100% accuracy. The diffusion
data from the same database have been previously tested and we also obtained
100% accuracy [18].

This paper studies the discrimination between Schizophrenia patients and
healthy controls on the basis of local activity measures computed on rs-fMRI
data. The aim is to find out if these measures can also contribute to the identifi-
cation of biomarkers for the Computer Aided Diagnosis of Schizophrenia. Feature
selection is performed on voxel saliency measures. The experimental work car-
ried out has explored all combinations of the experimental factors involving data
preprocessing, brain local activity measures, voxel saliency, and feature extrac-
tion parameters, as well as the classifiers applied. This kind of experiments are
useful to understand which pre-processing methods and extracted features can
be eligible for a hybrid classification system [3, 25].
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Section 2 describes the database used for the experiments, as well as the pre-
processing previous to feature extraction and classification. Section 3 describes
the feature extraction methods, including the description of the brain local activ-
ity measures. Section 4 reviews the classifier methods used for the experiments.
Section 5 reports the summary results of the computational experiments. Finally,
section 6 gives the conclusions of the paper.

2 Resting-State Data and Preprocessing

Subjects

The Center for Biomedical Research Excellence in Brain Function and Mental
Illness (COBRE) 1 is contributing raw anatomical and functional MR data from
72 patients with Schizophrenia and 74 healthy controls (ages ranging from 18
to 65 in each group) [5]. All subjects were screened and excluded if they had:
history of neurological disorder, history of mental retardation, history of severe
head trauma with more than 5 minutes loss of consciousness, history of sub-
stance abuse or dependence within the last 12 months. Diagnostic information
was collected using the Structured Clinical Interview used for DSM Disorders
(SCID). A multi-echo MPRAGE (MEMPR) sequence was used with the follow-
ing parameters: TR/TE/TI = 2530/[1.64, 3.5, 5.36, 7.22, 9.08]/900 ms, flip angle
= 7°, FOV = 256x256 mm, slab thickness = 176 mm, Matrix = 256x256x176,
voxel size = 1x1x1 mm, number of echoes = 5, pixel bandwidth =650 Hz, total
scan time = 6 min. With 5 echoes, the TR, TI and time to encode partitions
for the MEMPR are similar to that of a conventional MPRAGE, resulting in
similar GM/WM/CSF contrast. Resting state functional MRI (rs-fMRI) data
was collected with single-shot full k-space echo-planar imaging (EPI) with ramp
sampling correction using the intercomissural line (AC-PC) as a reference (TR:
2s, TE: 29ms, matrix size: 64x64, 32 slices, voxel size: 3x3x4mm).

Preprocessing

Preprocessing has been performed using the open source software pipeline Con-
figurable Pipeline for the Analysis of Connectomes (C-PAC) 2, built upon AFNI
[7], FSL (the FMRIB Software Library) [12] and FreeSurfer. Individual func-
tional and anatomical acquisitions have been spatially normalized using FSL
FNIRT [13] to match the MNI152 template [9] provided by the Montreal Neu-
rological Institute . In addition, AFNI SkullStrip and FSL FAST [28] have been
used for brain extraction and tissue segmentation. The first 6 fMRI volumes were
discarded for transient removal, leaving a sequence of 144 fMRI volumes. The
data preprocessing pipeline follows slice timing, head motion correction (Fris-
ton’s 24 parameters motion model [11, 21]) and nuisance corrections (principal
components regression and linear detrending). Pre-processing variations tested
1 http://cobre.mrn.org/
2 http://fcp-indi.github.io/

http://cobre.mrn.org/
http://fcp-indi.github.io/
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correspond to the four combinations of band-pass temporal filtering (TPF) be-
tween 0.01 and 0.1Hz [1] and global signal regression (GSR) [10], i.e. TPF-GSR
means that we have performed band-pass filtering and global signal regression.

3 Feature Extraction Methods

The general pipeline of our feature selection and extraction methods is shown
in Figure 1. The process starts from the computation of voxel-based measures
from the rs-fMRI signal, resulting in separate 3D scalar maps for each measure
per subject, that will be processed independently, i.e. we are not performing
any kind of fusion of these scalar maps. The 3D scalar maps are input to the
computation of a voxel site saliency measure relative to the actual subject class
labels (i.e. control vs. patient), resulting in a 3D saliency map for each measure.
Feature selection consists in the selection of the voxel sites with saliency above
some percentile of the empirical distribution of saliency values in the 3D map.
The values of the voxel-based scalar measures of fMRI signal for these voxel
sites are used to build the feature vector per subject. This schema produces as
many datasets for experimentation as possible combinations of scalar measures
of fMRI signal, voxel saliency measures, and percentile threshold selection.

Fig. 1. Feature selection and extraction computational pipeline

3.1 Local Activity Measures from rs-fMRI

It has been proposed that local measurements of brain activity from rs-fMRI
signal provide complementary information to functional connectivity analyses
[14]. Measures on the slow fluctuations in activity in the resting brain may serve
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as discriminant features for individual dysfunction, as they can vary between
brain regions and between subjects.

– Amplitude of Low Frequency Fluctuations (ALFF) [26] and fractional Am-
plitude of Low Frequency Fluctuations (fALFF) are measures of amplitude
for low frequency oscillations (LFOs) of the fMRI signal. ALFF is defined as
the total power within the frequency range between 0.01 and 0.1 Hz. fALFF
is the relative contribution of specific LFO to the power of whole frequency
range, defined as the power within the low-frequency range (0.01-0.1 Hz)
split by the total power in the entire detectable frequency range [29].

– Voxel-Mirrored Homotopic Connectivity (VMHC) quantifies functional ho-
motopy through a voxel-wise measure of connectivity between hemispheres,
assuming the synchronization of spontaneous activity between homotopic
(geometrically corresponding) regions at each hemisphere. The strength of
these homotopic patterns can vary between regions [19], providing a finger-
print of the brain functional connectivity. An estimation of this connectivity
is calculated between each voxel in one hemisphere and its mirrored counter-
part in the other, assuming morphology symmetry between them. To ensure
this property, a symmetric anatomical T1-weighted volume is created aver-
aging the anatomical volume with its mirrored version. The fMRI data is
registered to the symmetric anatomical volume.

– Regional Homogeneity (ReHo) is a voxel-based measure of brain activity
which estimates the similarity between the time series of a given voxel and
its nearest neighbors [27], requiring no a priori specification of ROIs. Sim-
ilarity between voxel fMRI signal is computed as the Kendall’s coefficient
of concordance (KCC). In this paper the cluster size has been set to 27
neighboring voxels. The KCC values are standardized and smoothed (4mm
FWHM) to build a voxel-based map for each subject.

3.2 Voxel Site Saliency Measures

Once we calculate the brain local activity measures, the following step is to
select the most discriminant voxels in order to reduce the dimensionality of the
data. We tackled this computing three distances between controls and patients,
forming three independent experiments. The used voxel-wise distances were: the
absolute value of the Pearson’s Correlation Coefficient (PC) to the subject class
labels, the univariate Gaussian Bhattacharyya distance (BD) and Welch’s t-test
(WT) between both groups [17].

4 Classification Algorithms

In this experiment we used Support Vector Machines [22] 3 and Random Forests
[4] as classifiers [16].

3 http://www.csie.ntu.edu.tw/~cjlin/libsvm/

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Support Vector Machines (SVM). The kernel function chosen results in different
kinds of SVM with different performance levels, and the choice of the appropri-
ate kernel for a specific application is a difficult task. In this study two different
kernels were tested: the linear and the radial basis function (RBF) kernel. The
linear kernel function is defined as K(xi,xj) = 1 + xT

i xj , this kernel shows
good performance for linearly separable data. The RBF kernel is defined as
K(xi,xj) = exp(− ||xi−xj||2

2σ2 ). This kernel is best suited to deal with data that
have a class-conditional probability distribution function approaching the Gaus-
sian distribution. The RBF kernel is largely used in the literature because it
corresponds to the mapping into an infinite dimension feature space, and it can
be tuned by its variance parameter σ.

Random Forests (RF) The critical parameters of the RF classifier for the ex-
periments reported below are set as follows. The number of trees in the forest
should be sufficiently large to ensure that each input class receives a number of
predictions: we set it to 100. The number of variables randomly sampled at each
split node is d̂ = 5.

Cross-Validation and Model Grid-Search. A 10-fold cross-validation was
carried out to test the classification performance, we stratified training and test
set in order to have proportional number of controls and patients in each random
disjoint set. Class weights were set proportionally to the number of subjects in
each group in the training set. In each validation fold, ten percent of the subjects
are kept out to perform a grid search for model selection of classifiers parame-
ters. We perform a 3-fold cross-validation on the training set using each possible
combination of parameter values. In the parameter value grid for the linear SVM
the only parameter to set is C, so that the grid search is performed in the set
{1e− 3, 1e− 2, 1e− 1, 1, 1e1, 1e2, 1e3}. For the RBF-SVM the parameters to
be set are C and γ. For Random Forest this search is on the the number of trees
in the set {3, 5, 10, 30, 50, 100}. Prior to analysis, each feature was normal-
ized across subjects in the training sample via a Fisher z-score transformation.
Normalization is required to avoid effects due to feature scale differences.

5 Results

The complete exposition of the experimental results would need more space than
it is available here. It covers all combinations of four pre-processing processes,
four local activity measures, three voxel saliency measures, six voxel selection
percentiles (0.80, 0.90, 0.95, 0.99, 0.995 and 0.999), and three classifiers. We
report only the mean and variance of the accuracy in the 10-fold cross-validation
experiment, and the sensitivity, specificity, precision, F1-score, and Area under
the Curve. First we present the summary of best classification results. Next,
we present some feature localizations in the brain for the best combinations of
experimental factors.
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Summary Classification Results

Figures 2, 3 and 4 show the cross-validation performance its variance across
all feature selection thresholds, for TPF-GSR and GSR ReHo data with Bhat-
tacharyya’s Distance and TPF-GSR ReHo with Pearson’s correlation. The high-
est value reported is 80% with a 0.02 variance using on the TPF-GSR
preprocessed ReHo data and Pearson’s Correlation Coefficient voxels saliency
for feature selection. In general terms, TPF-GSR preprocessing improves over
all other preprocessing pipelines, ReHo is the best local activity measure, and
the Pearson Correlation Coefficient is the best voxel saliency measure.

Fig. 2. Classification performance using TPF-GSR ReHo data and the Bhattacharyya’s
distance

Selected Features Localization

The extracted features sites can be seen as candidate to be discussed as biomark-
ers for the disease. Their localization on the Harvard-Oxford Cortical Structural
Atlas of selected voxel clusters and the brain regions show high overlap with
the Inferior Temporal Gyrus, anterior division of the Parahippocampal Gyrus,
Planum Polare, Temporal Fusiform Cortex, and Left and Right Thalamus.
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Fig. 3. Classification performance using GSR ReHo data and the Bhattacharyya’s
distance
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Fig. 4. Classification performance using TPF-GSR ReHo data and the Pearson’s cor-
relation
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6 Conclusions

In this paper we report results on a Computer Aided Diagnosis (CAD) sys-
tem based on features selected from brain local activity measures computed on
resting-state fMRI data. The purpose of this work was to explore the discrimi-
nant power of brain local activity measures, so we have designed a classification
experiment on a database of Schizophrenia patients and healthy controls, the
COBRE database recently made available to the public. We have studied four
local activity measures and three voxel saliency measures for feature selection.
Exhaustive computational experiments produce encouraging results, reaching up
to 80% average accuracy in some instances of 10-fold cross-validation. Localiza-
tion of the most discriminant voxel sites is also reported allowing to develop
further work towards the assessment of the clinical value of the findings. The
reported localizations are in agreement with what we found in the literature.
We need to emphasize the importance of the usage of a public database with
so many subjects, the two other similar papers we found either have very few
subjects [8] or a private database that cannot be checked, validated or replicated
[20], like many other cases in the field.

Acknowledgments. We thank the Center for Biomedical Research Excellence
in Brain Function and Mental Illness for making the COBRE Schizophrenia
MRI data available. This research has been partially funded by the Ministerio
de Ciencia e Innovación of the Spanish Government, and the Basque Government
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Abstract. Variable Neighborhood Search (VNS) is quite a recent meta-
heuristic used for solving optimization problems based on a systematic
change of the neighborhoods structures within the search in order to
avoid local optima. In this paper, we propose a VNS based heuristic for
solving the generalized vehicle routing problem (GVRP) that uses differ-
ent neighborhood structures which are adapted for the problem. Com-
putational results for an often used collection of benchmark instances
show that our proposed heuristic delivered competitive results compared
to the existing state-of-the-art algorithms for solving the GVRP.

1 Introduction

The generalized vehicle routing problem (GVRP) was introduced by Ghiani and
Improta [5] and belongs to the class of generalized network design problems,
known as well as generalized combinatorial optimization problems, we refer to
[10] for more details. Characteristic for this class of problems is the fact that
it generalizes in a natural way many network design problems by considering a
related problem on a clustered graph (i.e. graph where the nodes are replaced
by node sets), where the original problem’s feasibility constraints are expressed
in terms of the clusters instead of individual nodes. In the literature several gen-
eralized network design problems have been already considered: the generalized
minimum spanning tree problem, the generalized traveling salesman problem,
the generalized vehicle routing problem, the generalized fixed-charge network
design problem, the selective graph coloring problem, etc.

The GVRP consists of designing optimally delivery or collection routes, from
a given depot to a number of predefined, mutually exclusive and exhaustive
clusters (node sets) subject to capacity restrictions. The problem has several
applications: some extended naturally from the Vehicle Routing Problem (VRP)
or the generalized traveling salesman problem (GTSP) and others specific to
GVRP: the design of tandem configurations for automated guided vehicles, the
design of routes visiting a number of customers situated in some islands of an
archipelago, health-care logistics, urban waste collection problem, etc.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 13–24, 2014.
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Two variants of the GVRP have been considered: one in which at least one
node has to be selected from each cluster [1] and the clustered GVRP in which
all the nodes of each cluster must be visited consecutively [14].

Due to the complexity of the problem, efficient transformations of the GVRP
into classical combinatorial optimization problems, for which exist heuristics,
approximation algorithms or optimal solution methods, have been developed:
Ghiani and Improta [5] considered a transformation of the GVRP into Capac-
itated Arc Routing Problem (CARP), while Pop and Pop Sitar [13] considered
an efficient transformation of the GVRP into classical VRP.

Integer programming formulations have been developed by Pop et al. [14]: a
so called node formulation and a flow based formulation and by Bektas et al. [1]:
two based on multicommodity flow and the other two based on exponential sets
of inequalities. The latter authors have proposed as well some branch-and-cut
algorithms based on two of their models.

Due to its practical applications, the GVRP has generated a considerable
interest in the last period. The difficulty of obtaining optimum solutions for the
GVRP has led to the development of some metaheuristic approaches. The first
such algorithms were: an ant colony system based algorithm developed by Pop
et al. [11] and a genetic algorithm based heuristic [12]. Bektas et al. [2] proposed
an adaptive large neighborhood search, an incremental tabu search heuristic
was described by Moccia et al. [8] and a hybrid heuristic algorithm obtained by
combining a genetic algorithm (GA) with a local-global approach to the GVRP
and a powerful local search procedure was developed by Pop et al. [15].

The aim of this paper is to develop an efficient Variable Neighborhood Search
(VNS) approach for the GVRP. VNS is quite a recent metaheuristic used for
solving optimization problems based on a systematic change of the neighbor-
hoods structures within the search in order to avoid local optima and to head
for a global optimum. For more details on the VNS we refer to [6,7]. Our heuristic
is tested against state-of-the-art algorithms on a set of 20 benchmark instances
from the literature and as will be shown in the computational experiments sec-
tion, the proposed approach provides high quality solutions.

The remainder of this article is organized as follows. In Section 2, we give the
formal definition of the GVRP. Section 3 describes the components of our VNS
approach in detail, Section 4 describes the instances used in our computational
experiments and Section 5 presents the obtained computational results. Finally,
Section 6 concludes our work and provides some future work plans.

2 Definition of the Generalized Vehicle Routing Problem

In this section we give a formal definition of the GVRP as a graph theoretic
model. Let G = (V,A) be a directed graph with V = {0, 1, 2, ...., n} as the set of
vertices and the set of arcs A = {(i, j) | i, j ∈ V, i �= j}. The graph G must be
strongly connected and in general it is assumed to be complete.

Vertices i = 1, ..., n correspond to the customers and the vertex 0 corresponds
to the depot. The entire set of vertices is partitioned into k+1 mutually exclusive



A VNS Approach for Solving the GVRP 15

nonempty subsets, called clusters, V0, V1, ..., Vk (i.e. V = V0 ∪ V1 ∪ ... ∪ Vk and
Vl ∩ Vp = ∅ for all l, p ∈ {0, 1, ..., k} and l �= p). The cluster V0 has only one
vertex 0, which represents the depot, and remaining n vertices are belonging
to the remaining k clusters. A nonnegative cost cij is associated with each arc
(i, j) ∈ A and represents the travel cost spent to go from vertex i to vertex j.

Each customer i (i = 1, ..., n) is associated with a known nonnegative demand
di to be delivered and the depot has a fictitious demand d0 = 0. Given a cluster

Vp ⊂ V , let d(Vp) =
∑
i∈Vp

di the total demand of the cluster Vp, p = 1, ..., k and

we assume that each cluster can be satisfied via any of its nodes.
There exist m identical vehicles, each with a capacity Q and to ensure feasi-

bility we assume that di ≤ Q for each i = 1, ..., n. Each vehicle may perform at
most one route.

The generalized vehicle routing problem (GVRP) consists in finding a collec-
tion of simple circuits (each corresponding to a vehicle route) with minimum
cost, defined as the sum of the costs of the arcs belonging to the circuits and
such that the following constraints hold: each circuit visits the depot vertex,
each cluster should be visited exactly once by a circuit, the entering and leaving
nodes of each of the clusters should be the same and the sum of the demands of
the visited vertices by a circuit does not exceed the capacity of the vehicle, Q.

An illustrative scheme of the GVRP and a feasible tour is shown in the next
figure.

Fig. 1. An example of a feasible solution of the GVRP
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A feasible solution of the GVRP consists of a collection of routes, each visiting
the depot and exactly one node from each cluster. We will call such a route a
generalized route. The order of visiting the clusters is called global route.

The GVRP reduces to the classical Vehicle Routing Problem (VRP) when all
the clusters are singletons and to the Generalized Traveling Salesman Problem
(GTSP) when m = 1 and Q = ∞. The GVRP is NP -hard because it includes
GTSP as a special case when m = 1 and Q =∞.

3 Variable Neighborhood Search (VNS) for the GVRP

In this section, we describe our VNS approach in detail. First, we consider a
constructive heuristic based on the [3] heuristic for the classical VRP to produce
initial solutions. In Section 3.2, we describe the neighborhoods and the search
techniques applied to them and finally, Section 3.3 presents the VNS framework.

3.1 Creating Initial Solutions

Our strategy for determining an initial solution for the GVRP is inspired by
the Clarke-Wright savings algorithm for the classical vehicle routing problem
[3] and therefore is called the Adapted Clarke-Wright Heuristic (ACWH). Be-
fore describing the ACWH, we describe the local-global procedure that is going
to be used in our heuristic for creating initial solutions and as well in all our
neighborhoods as a subroutine.

The local-global approach is a natural technique to tackle the generalized net-
work design problems and it takes advantages between them and their classical
variants [10]. The approach aims at distinguishing between global connections
(connections between clusters) and local connections (connections between nodes
belonging to different clusters). In the case of the GVRP such an approach was
presented in [12] showing that the best (w.r.t. cost minimization) collection of
routes can be found by determining r shortest paths from 0 ∈ V0 to the corre-
sponding 0′ ∈ V0 with the property that visits exactly one node from each of the
clusters (Vk1 , ..., Vkp).

The Adapted Clarke-Wright Heuristic. In order to compute a feasible solu-
tion for the GVRP problem, we replace all the nodes of a cluster Vi, ∀i ∈ {1, ..., k}
by a node denoted V w

i and representing the weighted arithmetic mean of the
nodes belonging to Vi. The cluster V0 contains already one node.

In this way, we obtain a graph Gw = (V w, Aw) derived from G with the set of
nodes V w = {V0, V

w
1 , ..., V w

k } and the set of arcs Aw = {(i, j) | ∃(u, v) ∈ A∧u ∈
Vi ∧ v ∈ Vj}. We will call this graph Gw the weighted graph. Next we use the
Clarke-Wright heuristic in order to find a relatively good solution for the VRP
defined on the graph Gw . This algorithm uses the concept of savings to rank
merging operations between routes, where the savings is a measure of the cost
reduction obtained by combining two small routes into one larger route.
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The obtained feasible solution consists of a collection of routes on Gw that will
provide us the sequence in which the corresponding clusters on G are visited.

Finally, having the sequences in which the clusters are visited, we use the
local-global procedure in order to find the collection of best generalized routes,
i.e. an initial feasible solution of the GVRP.

3.2 Neighborhoods

Our VNS algorithm applies 8 types of neighborhoods, each of them focusing on
different aspects and properties of the solutions to the GVRP. We divided these
neighborhoods into two classes depending if they operate on a single route or if
they consider more than one route simultaneously. All the considered neighbor-
hoods are defined at the level of the global graph.

The neighborhoods from the first class are obtained by moving one or more
clusters from one position in the global route to another position in the same
route and are called intra-route neighborhoods. We considered in our VNS three
such neighborhoods: Two-opt neighborhood, Three-opt neighborhood and Or-opt
neighborhood. The moves defined within the intra-route neighborhoods are used
in order to reduce the overall distance.

The other class, called inter-route neighborhoods work with two global routes.
They are used in order to reduce the overall distance and in some cases they can
reduce as well the number of vehicles. We considered in our VNS five such neigh-
borhoods: 1-0 Exchange neighborhood, 1-1 Exchange neighborhood, 1-2 Exchange
neighborhood, Relocate neighborhood and Cross-exchange neighborhood.

For each candidate solution provided by any of the mentioned neighborhoods,
we apply the local-global procedure in order to find the best collection of routes
(w.r.t. cost minimization) visiting the clusters according to the given sequences.

Two-opt Neighborhood. In the case of the GVRP, in a Two-opt neighbor-
hood two global arcs corresponding to two arcs belonging to a single route are
replaced by two other global arcs in order to improve the total cost of the route.
Then using the local-global procedure, we find the best corresponding feasible
solution and check if the cost of the route was improved. The size of the Two-opt
neighborhood is quadratic (w.r.t. the number of clusters) and there is only one
proper move type. The following figure illustrates this process.

Fig. 2. Example showing a two-opt exchange move
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Three-opt Neighborhood. The Three-opt neighborhood extends the Two-opt
neighborhood and involves deleting three arcs in a route and reconnecting the
three remaining paths in all other possible ways, and then evaluating each of the
reconnecting methods in order to find the optimum one. The size of the Three-
opt neighborhood is cubic and there are three proper move types. The following
figure illustrates this process and an contains an example of a proper move.

Fig. 3. Example showing a three-opt exchange move

Or-opt Neighborhood. The Or-opt heuristic designed in the case of TSP, is
due to [9]. It attempts to improve the current tour by first moving a chain of
three consecutive vertices in a different location (and possibly reversing it) until
no further improvement can be obtained.

In the case of the GVRP, in a Or-opt neighborhood a sequence of consecutive
customers, usually one, two or three, are relocated within the route. The size of
the Or-opt neighborhood is quadratic with the condition that the length of the
sequence is bounded. The following figure illustrates this process and an contains
an example of a proper move.

Fig. 4. Example showing a Or-opt exchange move

1-0 Exchange Neighborhood. Given a pair of global routes corresponding to
a current solution of the GVRP, the 1-0 exchange neighborhood simply moves a
cluster from one global route to the other, by replacing three global arcs. Then
using the local-global procedure it is determined the corresponding best feasible
solution of the GVRP w.r.t. the new collection of global routes. The following
figure illustrates this process.
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Fig. 5. Example showing a 1-0 Exchange move

1-1 Exchange Neighborhood. Given a pair of global routes corresponding
to a current solution of the GVRP, the 1-1 exchange neighborhood swaps the
positions of a cluster pair belonging to two different global routes, by removing
four global arcs and creating four new ones. Then again using the local-global
procedure it is determined the corresponding best feasible solution of the GVRP
w.r.t. the new collection of global routes. The following figure illustrates this
process.

Fig. 6. Example showing a 1-1 Exchange move

1-2 Exchange Neighborhood. Given a pair of global routes corresponding
to a current solution of the GVRP, the 1-2 exchange neighborhood swaps the
positions of a cluster belonging to one global route with two consecutive clusters
from the other global route, by removing four global arcs and creating four new
ones. The following figure illustrates this process.

Fig. 7. Example showing a 1-2 Exchange move
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The aforementioned three local search operators, although involve the deletion
and change of more than two global arcs, have a complexity given by O(k2),
where k is the number of clusters. This is because only two global arcs have to
be determined to fully describe a given move.

Relocate Neighborhood.Given a pair of global routes corresponding to a cur-
rent solution of the GVRP, the relocate neighborhood simply moves a sequence
of 2,3 or 4 global arcs from one global route to another one. The following figure
illustrates this process.

Fig. 8. Example showing a 1-2 Exchange move

Cross-Exchange Neighborhood. The cross-exchange neighborhood consists
in swapping two paths belonging to two different routes. Given a pair of global
routes corresponding to a current solution of the GVRP, the cross-exchange
neighborhood involves the exchange between two sequences of arcs from the two
global routes. Each sequence must contain the same number of required arcs,
maximum three in our case. Then using the local-global procedure we determine
the corresponding best feasible solution of the GVRP and check if we get an
improvement of the solution. The following figure illustrates this process.

Fig. 9. Example showing a cross-exchange for k = 2

3.3 Variable Neighborhood Search Framework

The VNS, as described by Mladenovic and Hansen [6,7], provides a general frame-
work and many variants exists for specific requirements. Our implementation for
the GVRP is described in Algorithm 3.1.
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Given a directed graphG = (V,A) with n nodes partitioned into k+1 clusters,
each node i ∈ V having a nonnegative demand di, each arc (i, j) ∈ A having a
nonnegative cost cij and m vehicles of capacity Q, we want to find a collection
of routes each visiting the depot and exactly one node from each cluster with
minimum cost.

Variable Neighborhood Search Framework for GVRP
Initialization. Select a set of neighborhoods structures N={Nl | l = 1, ..., 8}; find an
initial solution x; choose a stopping criterion
Repeat the following sequence till the stopping criterion is met:
(1) Set l = 1;
(2) Repeat the following steps until l = 8:
Step 1 (Shaking): Generate x′ ∈ Nl at random;
Step 2 (Local Search): Apply a local search method starting with x′ as initial
solution and denote by x′′ the obtained local optimum ;
Step 3 (Move or not): If the local optimum x′′ is better than the incumbent x,
then move there (x ← x′′) and continue the search with N1

otherwise set l = l + 1 (or if l = 8 set (l = 1);
Go back to Step 1.

According to this basic scheme, we can observe that our VNS is a random
descent first improvement heuristic.

The algorithm starts from an initial feasible solution x generated by a heuris-
tic adapted from the Clarke-Wright heuristic and with with the set of the fol-
lowing 8 nested neighborhood structures: 1-0 Exchange neighborhood (N1), 1-1
Exchange neighborhood (N2), 1-2 Exchange neighborhood (N3), Relocate neigh-
borhood (N4), Two-opt neighborhood (N5), Three-opt neighborhood (N6), Or-
opt neighborhood (N7) and Cross-Exchange neighborhood (N8). They have the
property that their sizes are increasing. Then a point x′ at random (in order
to avoid cycling) is selected within the first neighborhood N1(x) of x and a de-
scent from x′ is done with the local search routine. This will lead to a new local
minimum x′′. At this point, there exists three possibilities:

1) x′′ = x, i.e. we are again at the bottom of the same valley and we continue
the search using the next neighborhood Nl(x) with l ≥ 2;

2) x′′ �= x and f(x′′) ≥ f(x), i.e. we found a new local optimum but which
is worse than the previous incumbent solution. Also in this case, we will
continue the search using the next neighborhood Nl(x) with l ≥ 2;

3) x′′ �= x and f(x′′) < f(x), i.e. we found a new local optimum but which
is better than the previous incumbent solution. In this case, the search is
re-centered around x′′ and begins with the first neighborhood.

If the last neighborhood has been reached without finding a better solution
than the incumbent, than the search begins again with the first neighborhood
N1(x) until a stopping criterion is satisfied. In our case, as stopping criterion we
have chosen a maximum number of iterations since the last improvement.
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4 Test Instances

In this section we present the test instances used in our computational experi-
ments. We conducted computational experiments on two sets of instances.

The first set of instances were considered used by Pop et al. [11,12] in their
computational experiments. These instances were generated in a similar manner
to that of Fischetti et al. [4] who have derived the generalized traveling salesman
problem (GTSP) instances from the existing TSP instances. These problems
were drawn from TSPLIB library test problems and contain between 51 and 101
customers (nodes), which are partitioned into a given number of clusters, and
in addition the depot. The second set of instances used in our computational
experiments were generated through an adaptation of the existing instances in
the CVRP-library available at http://branchandcut.org/VRP/data/.

Originally the set of nodes in these problems were not divided into clusters.
Fischetti et al. [4] proposed a procedure to partition the nodes of the graph
into clusters, called CLUSTERING. This procedure sets the number of clusters
s = [nθ ], identifies the s farthest nodes from each other and finally assigns each
remaining node to its nearest center. We considered for our instances as in [2,8]
a clustering procedure with θ = 3. However, the solution approach proposed in
this paper is able to handle any cluster structure.

5 Computational Results

This section presents the obtained computational results for solving the gen-
eralized vehicle routing problem with our proposed VNS heuristic. The testing
machine was an Intel Core 2 Quad Q6600 and 3.50 GB RAM with Windows 7
as operating system. The VNS algorithm has been developed in Microsoft .NET
Framework 4 using C #.

In the next table are shown the computational results obtained for solving
the GVRP using the proposed VNS based heuristic algorithm comparing with
the GA [12] and ACS algorithm [11] using the first set of instances existing in
the literature.

Table 1. Best values and computational times - ACS, GA and VNS algorithms for
GVRP

Problem ACS Time ACS GA Time GA VNS Time VNS

11eil51 418.85 212 237.00 7 233.910 0.656

16eil76A 668.78 18 583.80 18 309.299 1.545

16eil76B 625.83 64 540.87 95 291.205 0.321

16eil76C 553.21 215.00 336.45 50 237.876 0.197

16eil76D 508.81 177.00 295.55 12 232.296 0.651

In the first column of Table 1 we presented the name of the instance followed
by the best solutions obtained by using ACS algorithm [11], genetic algorithm
[12] and our VNS heuristic together with the corresponding computational times.
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Table 2. Computational results on small and medium instances with θ = 3

Instance LB ALNS ITS HA VNS

A-n32-k5-C11-V2 386 386 386 386 386

A-n33-k5-C11-V2 315 318 315 315 315

A-n34-k5-C12-V2 419 419 419 419 419

A-n45-k6-C15-V3 474 474 474 474 474

A-n55-k9-C19-V3 473 473 473 473 473

B-n31-k5-C11-V2 356 356 356 356 356

B-n34-k5-C12-V2 369 369 369 369 369

B-n35-k5-C12-V2 501 501 501 501 501

B-n39-k5-C13-V2 280 280 280 280 280

B-n50-k7-C17-V3 393 393 393 393 393

P-n16-k8-C6-V4 170 170 170 170 170

P-n20-k2-C7-V1 117 117 117 117 117

P-n22-k2-C8-V1 111 111 111 111 111

P-n23-k8-C8-V3 174 174 174 174 175

P-n50-k7-C17-V3 261 261 261 261 261

Analyzing the computational results, it results that the proposed VNS heuris-
tic outperforms the ant colony algorithm [11] and the GA [12] in terms of both
solution quality and computational times. As well, we can observe that our pro-
posed algorithm has short computational running times.

In Table 2, we summarize the results of our VNS algorithm in comparison to
the adaptive large neighborhood search [1], the incremental tabu search [8] and
the hybrid algorithm [12] on 15 small to medium instances with θ = 3.

The first column in the table give the name of the instances, the second column
provides the values of the best lower bounds in the branch-and-cut tree [1].
Next three columns contains the values of the best solutions obtained using the
adaptive large neighborhood search (ALNS), the incremental tabu search (ITS)
and the hybrid algorithm. Finally, the last column contains the corresponding
solutions provided by our proposed VNS based heuristic algorithm.

Analyzing the computational results reported in Table 2, we observe that our
VNS based heuristic algorithms provides high-quality solutions, similar to those
provided by the state-of-the-art algorithms for solving the GVRP.

6 Conclusions

In this paper we considered the generalized vehicle routing problem (GVRP) and
we developed an efficient VNS algorithm for solving the GVRP based on a system-
atic change of eight neighborhoods structures, each of them focusing on different
aspects and properties of the solutions to the GVRP. An important feature of our
proposed approach is that the systematic change of the neighborhoods is applied
to the associated global graph reducing considerable the size of the solutions space.

The preliminary computational results show that our VNS algorithm is robust
and compares favorably in comparison to the existing approaches for solving the
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GVRP providing high-quality solutions in reasonable computational running
times. This analysis proves again the ability of Variable Neighborhood Search
to deal with NP-hard combinatorial optimization problems.

In the future, we plan to introduce a diversificationprocedure in order to explore
other regions of the search space. In addition, we will need to asses the generality
and scalability of the proposed heuristic by testing it on larger instances.
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Applied Artificial Intelligence Group
Computer Science Department
Carlos III University of Madrid

Avda. de la Universidad, 30, 28911 - Leganés, Spain
{david.griol,josemanuel.molina}@uc3m.es

Abstract. Mobile devices programming has emerged as a new trend
in software development. The main developers of operating systems for
such devices have provided APIs for developers to implement their own
applications, including different solutions for developing voice control.
Android, the most popular alternative among developers, offers libraries
to build interfaces including different resources for graphical layouts as
well as speech recognition and text-to-speech synthesis. Despite the use-
fulness of such classes, there are no strategies defined for multimodal in-
terface development for Android systems, and developers create ad-hoc
solutions that make apps costly to implement and difficult to compare
and maintain. In this paper we propose a framework to facilitate the
software engineering life cycle for multimodal interfaces in Android. Our
proposal integrates the facilities of the Android API in a modular archi-
tecture that emphasizes interaction management and context-awareness
to build sophisticated, robust and maintainable applications.

Keywords: Dialog systems, Multimodal interaction, Android, Mobile
devices, User adaptation, Statistical methodologies.

1 Introduction

Continuous advances in the development of information technologies have cur-
rently led to the possibility of accessing information and services on the Internet
from anywhere, at anytime and almost instantaneously. In addition, these tech-
nological advances have made possible the creation of powerful mobile devices
capable of running network applications and accessing web services and infor-
mation through wireless connections. Smartphones and tablets are widely used
today to access the web, but mainly through web browsers or graphical user
interfaces.
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Different technologies have recently emerged to facilitate the accessibility of
these devices, which reduced size makes them difficult to operate in some situa-
tions and specially for some user groups. For example, multimodal dialog systems
[1] can be employed to build more natural interaction with mobile devices by
means of speech. They can be defined as computer programs designed to emulate
communication capabilities of a human being including several communication
modalities, such as speech, tactile and visual interaction.

In addition, these systems typically employ several output modalities to inter-
act with the user, which allows to stimulate several of his senses simultaneously,
and thus enhance the understanding of the messages generated by the system.
This is particularly useful for people with visual or motor disabilities, allow-
ing their integration and the elimination of barriers to Internet access [2]. For
this reason, multimodal conversational agents are becoming a strong alternative
to traditional graphical interfaces which might not be appropriate for all users
and/or applications [1].

In this paper, we propose a domain-independent framework to develop multi-
modal dialog systems for mobile devices. Currently the 75% of smartphones and
tablets operate with the Android OS [3]. Also, there is an active community of
developers who use the Android Open Source Project and have made possible to
have more than one million applications currently available at the official Play
Store, many of them completely free. For these reasons, our framework makes
use of different facilities integrated in Android-based devices.

The remainder of the paper is as follows. Section 2 briefly describes the mo-
tivation of our proposal and related work. Section 3 describes the proposed
framework to develop adaptive multimodal dialogs systems for mobile devices.
Section 4 presents the application of our proposal to developed an advanced
multimodal city street guide for Android-based mobile devices. This section also
presents the results of a preliminary evaluation of this system. Finally, Section
6 presents some conclusions and future research lines.

2 State of the Art

Although there are currently different approaches to make web contents available
using multimodal interaction, they present important limitations. Some of them
add a vocal interface to an existing web browser [4]. Others are focused on
specific tasks, as e-commerce [5], chat functionalities [6], database access [7],
etc. Finally, the solution could be restricted to access information of a limited
domain, like in [8], where the dialog system works for selected on-line resources.
Several traditional information retrieval systems have been also extended with
a vocal interface. However, these applications usually emphasize on the search
of documents and not on the interaction with the user.

Additionally, several studies have reported that providing applications with
multimodal interfaces is becoming a way to achieve more efficient, pleasant and
adapted interaction for mobile applications [9]. In human conversation, speakers
adapt their message and the way they convey it to their interlocutors and to the
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context in which the dialog takes place. This way, information related to the en-
vironment and users presence and location is essential to achieve this adaptation.
Recent portable devices (e.g. Android-based mobile devices) are equipped with
a diversity of input and output technologies and sensors (accelerometers, multi-
touch screens, compasses) and start using these to support some form of very
basic multimodal interaction. They can be employed to adapt the operation of
the multimodal system by taking into account both the context of the interaction
and user’s specific preferences and previous interactions with the system.

Our proposed framework allows an advance in this direction by considering
these valuable sources of contextual information for the development of adaptive
multimodal interfaces [10]. To do this, a statistical methodology is proposed to
flexible adapt the operation of the system taking into account both user’s specific
interactions and preferences and also environmental conditions.

3 Proposed Framework to Develop Adaptive Multimodal
Dialog Systems for Android-Based Mobile Devices

Figure 1 shows the proposed framework. A spoken dialog system integrates five
main tasks to deal with user’s spoken utterances: automatic speech recognition
(ASR), natural language understanding (NLU), dialog management (DM), nat-
ural language generation (NLG), and text-to-speech synthesis (TTS).

Speech recognition is the process of obtaining the text string corresponding to
an acoustic input. Our proposal integrates the Google Speech API to include the
speech recognition functionality in a multimodal dialog system. Speech recog-
nition services have been available on Android devices since Android 2.1 (API
level 7). The ASR functionality is available by means of a microphone icon
on the Android keyboard, which activates the Google speech recognition ser-
vice. Language-configurable messages can be predefined for specific events like
no speech detected, no suitable match for the user’s utterance, or no Internet
connection is available.

Using the Google Speech API (package android.speech), speech recognition
can be carried out by means on a RecognizerIntent, or by creating an instance
of SpeechRecognizer. The former starts the intent and process its results to com-
plete the recognition, providing feedback to the user to inform that the ASR is
ready or there were errors during the recognition process. The latter provides
developers with different notifications of recognition related events, thus allowing
a more fine-grained processing of the speech recognition process. In both cases,
the results are presented in the form of an N-best list with confidence scores.

Once the conversational agent has recognized what the user uttered, it is
necessary to understand what he said. Natural language processing generally
involves morphological, lexical, syntactical, semantic, discourse and pragmatical
knowledge. Lexical and morphological knowledge allow dividing the words in
their constituents distinguishing lexemes and morphemes. We propose the use
of grammars in order to carry the semantic interpretation of the user inputs.

As explained in the introduction section, a multimodal dialog system involves
user inputs through two or more combined modes, which usually complement
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Fig. 1. Proposed framework for the generation of multimodal dialog systems in
Android-based mobile devices

spoken interaction by also adding the possibility of textual and tactile inputs
provided using physical or virtual keyboards and the screen. In our contribution,
we want also to model the context of the interaction as an additional valuable
information source to be considered in the fusion process.

We propose the acquisition of external context by means of the use of sensors
currently supported by Android devices. Android allows applications to access
location services using the classes in the android.location package. The central
component of the location framework is the LocationManager system service,
also the Google Maps Android API permits to add maps to the application,
which are based on Google Maps data. This API automatically handles access
to Google Maps servers, data downloading, map display, and touch gestures on
the map. The API can also be used to add markers, polygons and overlays, and
to change the user’s view of a particular map area. To integrate this API into
an application, is it required to install the Google Play services libraries.

Most Android-powered devices have built-in sensors that measure motion,
orientation, and various environmental conditions. These sensors are capable of
providing raw data with high precision and accuracy, and are useful to monitor
three-dimensional device movement or positioning, or monitor changes in the
ambient environment near a device. The Android platform supports three main
categories of sensors. Motion sensors measure acceleration forces and rotational
forces along three axes. This category includes accelerometers, gravity sensors,
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gyroscopes, and rotational vector sensors. Environmental sensors measure var-
ious environmental parameters, such as ambient air temperature and pressure,
illumination, and humidity. This category includes barometers, photometers,
and thermometers. Finally, position sensors measure the physical position of a
device. This category includes orientation sensors and magnetometers.

The Android sensor framework (android.hardware package) allows to access
these sensors and acquire raw sensor data. Some of these sensors are hardware-
based and some are software-based. Hardware-based derive their data by directly
measuring specific environmental properties, such as acceleration, geomagnetic
field strength, or angular change. Software-based sensors derive their data from
one or more of the hardware-based sensors (e.g., linear acceleration and gravity
sensors).

Android also provides several sensors to monitor the motion of a device. Two
of these sensors are always hardware-based (the accelerometer and gyroscope),
and three of these sensors can be either hardware-based or software-based (the
gravity, linear acceleration, and rotation vector sensors). Motion sensors are
useful for monitoring device movement, such as tilt, shake, rotation, or swing.
All of the motion sensors return multi-dimensional arrays of sensor values for
each SensorEvent. Two additional sensors allow to determine the position of a
device: the geomagnetic field sensor and the orientation sensor. The Android
platform also provides a sensor to determine how close the face of a device is to
an object (known as the proximity sensor). The geomagnetic field sensor and the
proximity sensor are hardware-based. The orientation sensor is software-based
and derives its data from the accelerometer and the geomagnetic field sensor.

Finally, four sensors allow monitoring various environmental properties: rel-
ative ambient humidity, light, ambient pressure, and ambient temperature near
an Android-powered device. All four environment sensors are hardware-based
and are available only if a device manufacturer has built them into a device.
With the exception of the light sensor, which most device manufacturers use
to control screen brightness, environment sensors are not always available on
devices. Unlike most motion sensors and position sensors, environment sensors
return a single sensor value for each data event.

Regarding internal context, our proposal is based on the traditional view of the
dialog act theory, in which communicative acts are defined as intentions or goals.
Our technique is based on a statistical model to predict user’s intention during
the dialog, which is automatically learned from a dialog corpus. This model is
used by the system to anticipate the user’s needs by dynamically adopting their
goals and also providing them with unsolicited comments and suggestions, as well
as responding immediately to interruptions and provide clarification questions.
The model takes into account the complete history of the interaction and also
the information stored in user profiles.

The dialog manager of the system has to deal with different sources of informa-
tion such as the NLU results, database queries results, application domain knowl-
edge, and knowledge about the users and the previous dialog history to select the
next system action. We propose a statistical methodology that combines
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multimodal fusion and dialogmanagement functionalities. To do this, a data struc-
ture is introduced to store the information provided by the user’s inputs, the user’s
intention model, and the context of the interaction.

The modality fission module receives abstract, modality independent presen-
tation goals from the dialog manager. The multimodal output depends on several
constraints for the specific domain of the system, e.g., the current scenario, the
display size, and user preferences like the currently applicable modality mix. This
module applies presentation strategies that decompose the complex presentation
goal into presentation tasks. It also decides whether an object description is to be
uttered verbally or graphically. The result is a presentation script that is passed
to the the Visual Information and Natural Language generation modules.

The visual generation module creates the visual arrangement of the content
using dynamically created and filled graphical layout elements. Since many ob-
jects can be shown at the same time on the display, the manager re-arranges the
objects on the screen and removes objects, if necessary. The visual structure of
the user interface (UI) is defined in an Android-based multimodal application
by means of layouts. Layouts can be defined by declaring UI elements in XML
or instantiating layouts elements at runtime. Both alternatives can be combined
in order to declare the application’s default layouts in XML and add code that
would modify the state of the screen objects at run time. Declaring the UI allows
to better separate the presentation of the application from the code that controls
its behavior.

UI layouts can be quickly designed in the same way a web page is generated.
Android provides a wide variety of controls that can be incorporated to the UI,
such as buttons, text fields, checkboxes, radio buttons, toggle buttons, spinners,
and pickers. The View class provides the means to capture the events from the
specific control that the user interacts with. The user interactions with the UI
are captured by means of event listeners. The default event behaviors for the
different controls can also been extended using the class event handlers.

Natural language generation is the process of obtaining texts in natural lan-
guage from a non-linguistic representation. The simplest approach consists in
using predefined text messages (e.g., error messages and warnings). Finally, a
text-to-speech synthesizer is used to generate the voice signal that will be trans-
mitted to the user. We propose the use of the Google TTS API to include the
TTS functionality in an application.

The text-to-speech functionality has been available on Android devices since
Android 1.6 (API Level 4). To listen a sample of the included TTS speech syn-
thesizer, once located in the settings menu of the device, the option Settings of
Speech Synthesis must be selected in the menu Speech Input and Output. This
menu allows selecting the TTS engine, language, and speed used to read a text
(from very low to very fast).

The android.speech.tts package includes the classes and interfaces required
to integrate text-to-speech synthesis in an Android application. They allow the
initialization of the TTS engine, a callback to return speech data synthesized
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by a TTS engine, and control the events related to completing and starting the
synthesis of an utterance, among other functionalities.

3.1 Modeling User’s Intention

The statistical technique that we propose to model user’s intention is described
in [11]. The proposed technique carries out the functions of the ASR and SLU
modules, i.e., it estimates user’s intention providing the semantic interpretation
of the user utterance in the same format defined for the output of the SLU mod-
ule. A data structure, that we call User Register (UR), contains the information
provided by the user throughout the previous history of the dialog. For each
time i, the proposed model estimates user’s intention taking into account the
sequence of dialog states that precede time i, the system answer at time i, and
the objective of the dialog O. The selection of the most probable user answer Ui

is given by:

Ûi = arg max
Ui∈U

P (Ui|URi−1, Ai,O)

The information contained in URi is a summary of the information provided
by the user up to time i. That is, the semantic interpretation of the user utter-
ances during the dialog and the information that is contained in a user profile
(e.g., user’s name, gender, experience, skill level, most frequent objectives, ad-
ditional information from previous interactions, user’s neutral voice, and addi-
tional parameters that could be important for the specific domain of the system).
We propose to solve the previous equation by means of a classification process,
which takes the current state of the dialog (represented by means of the set
URi−1, Ai,O) as input and provides the probabilities of selecting the different
user dialog acts.

3.2 Fusion of Input Modalities and Dialog Management

The methodology that we propose for the multimodal data fusion and dialog
management processes considers the set of input information sources (spoken
interaction, visual interaction, external context, and user intention modeling) by
means of a machine-learning technique. As in our previous work on user modeling
and dialog management [11], we propose the definition of a data structure similar
to the User Register to store the values for the different concepts and attributes
provided by means of the different input modalities along the dialog history,
which we called Interaction Register (IR).

The information contained in the IR at each time i has been generated con-
sidering the values provided by the input modules of the system along the dialog
history. Each slot in the IR can be usually completed by means of more tan one
input modality. If just one value has been received for a specific dialog act, then
it is stored at the corresponding slot in the IR using the described codification.
Confidences scores provided by the modules processing each input modality are
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used in case of conflict among the values provided by several modalities for the
same slot. Thus, a single input is generated for the dialog manager to consider
the next system response.

As in our previous work on dialog management [12], we propose the use of
a classification process to determine the next system response given the single
input that is provided by the interaction register after the fusion of the input
modalities and also considering the previous system response. This way, the
current state of the dialog is represented by the term (IRi, Ai−1), where Ai−1

represents the last system response. The values of the output of the classifier
can be viewed as the a posteriori probability of selecting the different system
responses given the current situation of the dialog, as the following equation
shows:

Âi = arg max
Ai∈A

P (Ai|IRi, Ai−1)

4 Practical Application: An Advanced Multimodal City
Street Guide for Android-Based Mobile Devices

We have applied our proposed framework to develop a practical multimodal
system acting as an enhanced city street guide service for Android-base mobile
devices. The app can be operated either visually or orally and is able to locate
interesting sites near the current position of the user or a different starting
point indicated by the user. It is able to locate sites such as banks, libraries or
restaurants and to retrieve and display information about these sites, visualize
their position in different maps, show routes, visit their webpages or phone them.
The system is also able to initiate navigation to a selected spot considering
different means of transportation, and to track the position where the user has
parked and show a route to it if needed. This information is provided in Spanish.

To offer these functionalities the system uses Google Maps, Google Directions
and Google Places. Google Maps Android API makes it possible to show an
interactive map in response to a certain query. It is possible to add markers
or zoom to a particular area, also to include images such as icons, highlighted
areas and routes. Google Directions is a service that computes routes to reach a
certain spot walking, on public transport or bicycle, and it is possible to specify
the origin and destination as well as certain intermediate spots. Google Places
shows detailed information about sites corresponding to number of categories
currently including 80 million commerces and other interesting sites. Each of
them include information verified by the owners and moderated contributors.
The application also employs the android.speech and android.speech.tts libraries
described in the previous section.

When the application is started, it displays a map centered in the current
location of the user. The user can search for a place in three ways: spotting it
with a finger in the map, introducing the address in a text field, indicating it
orally. In any of the three cases, the user is indicating a destination, which will
be marked in the map by the system with a red sign. The system also shows the
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route to the destination from the current location. It can be shown visually or
orally, and it is possible to set the preferred transportation means.

The application offers the possibility to look for stores in a long list of options
around the user position or a position selected previously. The search can be
performed by touching the screen, using the graphical interface or orally. Once
the stores are retrieved, e.g. restaurants in an area of 1km around the campus
(Figure 2, left), the user can obtain further information about them. When a
store is selected, the view is centered on it and an information box appears
indicating the name of the store and its address (Figure 2, center). A new screen
contains an HTML block comprised of an image representing the type of store,
its name, geographic coordinates, complete address, punctuation in the Google+
social network, telephone, website, and its profile in Google+ (Figure 2, right).

Fig. 2. System functionality to look for specific places and show the corresponding
information

Finally, it is possible to store the location where the user parked his vehicle
in order to be able to track it. Initially, the user must register the location using
a drop-down menu with the visual option “I have parked here” or uttering this
sentence after touching the microphone button. This way, the application stores
the coordinates in which the user is at the moment and inserts a blue marker
in the map. When the user wants to go back to the vehicle, he can press the
option “Where is my car?” or utter the same sentence. Then, the application
centers the map in the location registered indicating how to get there as shown
in Figure 3.

The statistical models for the user’s intention recognizer and dialog manage-
ment modules were learned using a corpus acquired by means of an automatic
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Fig. 3. “Where is my car?” functionality and configuration options for the system

dialog generation technique previously developed [13]. The application also al-
lows users to complete a profile corresponding to their preferences on the location
of the initial maps, preferred travel facilities, preferred types of stores, and spe-
cific details for each one of them.

5 Preliminary Evaluation and Discussion

We have already completed a preliminary evaluation of the developed system
with recruited users and a set of scenarios covering the different functionalities
of the system. A total of 150 dialogs for each agent was recorded from the in-
teractions of 25 users. We asked the recruited users to complete a questionnaire
to assess their opinion about the interaction. The questionnaire had seven ques-
tions: i) Q1: How well did the system understand you? ; ii)Q2: How well did you
understand the system messages? ; iii) Q3:Was it easy for you to get the requested
information? ; iv) Q4:Was the interaction with the system quick enough? ; v) Q5:
If there were system errors, was it easy for you to correct them? ; vi) Q6: How did
the system adapt to your preferences? ; vi) Q7: In general, are you satisfied with
the performance of the system? The possible answers for each questions were the
same: Never/Not at all, Seldom/In some measure, Sometimes/Acceptably, Usu-
ally/Well, and Always/Very Well. All the answers were assigned a numeric value
between one and five (in the same order as they appear in the questionnaire).

Also, from the interactions of the users with the system we completed an
objective evaluation of the application considering the following interaction pa-
rameters: i) question success rate (SR), percentage of successfully completed
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questions: system asks - user answers - system provides appropriate feedback
about the answer; ii) confirmation rate (CR), computed as the ratio between
the number of explicit confirmations turns and the total of turns; iii) error cor-
rection rate (ECR), percentage of corrected errors.

Table 1 shows the average results of the subjective evaluation using the de-
scribed questionnaire. It can be observed that the users perceived that the system
understood them correctly. Moreover, they expressed a similar opinion regard-
ing the easiness to understand the system responses. In addition, they assessed
that it was easier to obtain the information specified for the different objectives,
and that the interaction with the system was adequate and adapted to their
preferences. An important point remarked by the users was that it was difficult
to correct the errors and misunderstandings generated by the ASR and NLU
processes in some scenarios. Finally, the satisfaction level also shows the correct
operation of the system.

The results of the objective evaluation for the described interactions show
that the developed system could interact correctly with the users in most cases,
achieving a success rate of 96.73%. The fact that the possible answers to the
user’s responses are restricted made it possible to have a very high success in
speech recognition. Additionally, the approaches for error correction by means
of confirming or re-asking for data were successful in 94.15% of the times when
the speech recognizer did not provide the correct input.

Table 1. Results of the preliminary evaluation with recruited users (For the mean
value M: 1=worst, 5=best evaluation)

Q1 M = 4.56, SD = 0.47

Q2 M = 4.67, SD = 0.35

Q3 M = 4.12, SD = 0.58

Q4 M = 3.74, SD = 0.39

Q5 M = 3.49, SD = 0.51

Q6 M = 3.97, SD = 0.55

Q7 M = 4.02, SD = 0.27

SR CR ECR

96.73% 11.00% 94.15%

6 Conclusions and Future Work

Multimodal interactive systems offer the user combinations of input and output
modalities for interacting with the systems, taking advantage of the naturalness
of speech. In particular, multimodal interfaces are a useful alternative to graphic
user interfaces for mobile devices, allowing the use of other communication as
an alternative to tapping through different menus. However, there are no guide-
lines for the development of multimodal interfaces for mobile devices. Different
vendors offer APIs for the development of applications that use speech as a pos-
sible input and output modality, but developers have to design ad-hoc solutions
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to implement the interaction management. In this paper we have presented a
general-purpose modular framework for the development of mobile speech ap-
plications in Android that integrates the libraries provided by the Android API.

Using our framework it is possible to develop multimodal interfaces that opti-
mize interaction management and integrate different sources of information that
make it possible for the application to adapt to the user and the context of
the interaction. To show the pertinence of our proposal, we have implemented
an evaluated an Android application that uses geographical context in order to
provide different location services to its users. The results show that the users
were satisfied with the interaction with the system, which achieved high perfor-
mance rates. We are currently using the framework to build applications in other
increasingly complex domains implying different web services and web services
mashups.
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Abstract. Wind energy is playing an important part for ecologically
friendly power supply. Important aspects for the integration of wind
power into the grid are sudden and large changes known as wind power
ramp events. In this work, we treat the wind power ramp event detection
problem as classification problem, which we solve with support vector
machines. Wind power features from neighbored turbines are employed
in a spatio-temporal classification approach. Recursive feature selection
illustrates how the number of neighbored turbines affects this approach.
The problem of imbalanced training and test sets w.r.t. the number of
no-ramp events is analyzed experimentally and the implications on prac-
tical ramp detection scenarios are discussed.

1 Introduction

Increasing natural energy resources, the reduction of emissions, climate change
and rising energy costs lead to a change from classic carbon or nuclear-based
power supply to a concentration on renewable energy resources. The movement
to a system with a growing amount of renewables is a multidisciplinary objec-
tive. It affords the development and optimization of technologies, but also their
integration and intelligent combination. Data mining and machine learning are
important technologies in such smart power grids. The growing infrastructure
of wind turbines and solar panels can also be seen as huge sensor system that
allows monitoring and prediction of the renewable resources.

In case of wind power, its volatileness renders the integration to a difficult
task. For the prediction of ramp events, there are many challenges from the
data mining perspective, e.g., modeling of spatio-temporal wind time series as
supervised learning problem and the necessity of real-time capabilities.

In this work, we concentrate on the challenge to predict the most critical
aspects when integrating wind, i.e., ramp events that are sudden changes of
wind power. Wind power ramp events can threaten the stability of the power
grid. Ramp-up events have to be detected in order to save expensive reserve
energy. As an example, at 2012/12/24 the feed-in of wind energy converters in
the German power grid increased from 4 GW to 19 GWwithin eight hours [2], the
difference is approximately 25% of the total average power demand of Germany.
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Ramp-down events are also very critical, if no reserve energy is available that
can compensate sudden drop outs. Prediction of ramps in the power supply from
wind energy converters becomes an import aspect for grid stability and hence
an important issue for operators in grid control centers [17].

In the past, we employed a spatio-temporal approach for the prediction of
wind power for short time ranges based on support vector regression (SVR) [10].
We extend this approach to classification of wind power ramp events with sup-
port vector machines (SVMs). SVMs are very successful classification methods
for non-linear data. Further, we extend the approach by preprocessing the high-
dimensional patterns with dimensionality reduction (DR) methods. The intro-
duced methods are part of WindML, a framework that connects wind energy
data bases to data mining and machine learning methods.

The paper is structured as follows. In Section 2, we introduce the framework
and data sets our analysis is based on. After an overview of related articles
on wind power ramp event prediction in Section 4, ramps are introduced and
defined in Section 5. We analyze the ramp prediction problem experimentally
in Section 6 with an emphasis on ramp separation, prediction, and a discussion
on imbalanced data sets. Further, we present hybrid approaches that combine
SVMs with DR methods for preprocessing. Conclusions are drawn in Section 7.

2 WindML

The wind power ramp prediction module is part of the wind and data mining
frameworkWindML that offers specialized techniques and easy-to-use data min-
ing and machine learning methods based on Python and scikit-learn [12].
Classification, regression, clustering, and DR methods allow solving various pre-
diction, planning, and optimization problems. We aim at minimizing the ob-
stacles for research in the wind power domain. Numerous steps like accessing
different data bases via interfaces, preprocessing, parameterizations of appro-
priate methods, and the statistical evaluation of the results can be automatized
with WindML. With a framework that bounds specialized mining algorithms to
data sets of a particular domain, frequent steps of the data mining process chain
can be re-used and simplified. Modules of WindML for power prediction, visu-
alization or statistical programs are illustrated with text and graphical output
on the WindML website1.

In our experimental study, we employ the NREL Western Wind data set that
consists of wind energy time-series data of 32,043 wind turbines, each holding
ten 3MW turbines over a timespan of three years in 10-minute resolution. The
data is based on a numerical weather prediction model, whose output has been
modified with statistical methods in such a way, that the ramping characteristics
are more comparable with those observed in reality [13]. WindML loads the
data for the requested turbines and time range. Once the data is downloaded,
the modules can re-use them and load them from the client’s cache. Patterns
are stored on the user’s hard drive in the Numpy [18] binary file format, which

1 http://www.windML.org/

http://www.windML.org/
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allows an efficient storage and fast reading. The data set interface allows the
encapsulation of different data sources, resulting in a flexible and enhanceable
framework.

3 Support Vector Machines

We treat the prediction of wind power ramp events as classification problem. The
classifiers we employ are SVMs [16] that belong to the state-of-the art techniques
in machine learning. SVMs are based on optimizing a linear discriminant function
based on a normal vector w with shift w0 in data space. Given pattern x ∈ R

d

from a d-dimensional data space and label information y ∈ {+1,−1}, an SVM
is seeking for the decision boundary that maximizes the distance to its closest
patterns. This distance is also known as margin. Let (x1, y1), . . . , (xN , yN) be the
set of pattern-label pairs the SVM has to learn. Slack variables ξi ≤ 0 store the
deviation from the margin. The SVM optimization problem with slack variables
becomes:

Lp =
1

2
‖w‖2 + C

N∑
i=1

ξi (1)

subject to the constraints

yi(w
Txi + w0) ≥ 1− ξi (2)

The optimization problem directly yields an error for the number of misclassifi-
cation, which is |{ξi > 0}|. The soft error is defined via

∑N
i=1 ξi. Equation (1)

can be transformed into the dual optimization problem employing the method
of Lagrange multipliers:

Ld =

N∑
i=1

αi −
1

2

N∑
i=1

N∑
j=1

αiαjyiyjx
T
i (3)

with
∑N

i=1 αiyi = 0 and 0 ≤ αi ≤ C, ∀i. The penalty factor C is regularization
parameter trading off complexity (L2 norm of w) and data misfit (number of
non separable patterns). Patterns on the correct side of the boundary vanish
with αi = 0, while support vectors have αi > 0 and define w. Those support
vectors with α < C are on the margin and can be used to compute w0.

4 Related Work

Although state-of-the-art techniques in machine learning have already been ap-
plied to the domain of wind energy forecasting, the results are often limited to
simplified case-studies. Mohandes et al. [11] compared an SVR approach for wind
speed prediction to a multi-layer perceptron. The prediction is based on mean
daily wind speed data from Saudi Arabia. Shi et al. [14] proposed an approach
that combines an evolutionary algorithm for parameter tuning with SVR-based
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prediction. The technique allows a six hour ahead prediction, and is experi-
mentally evaluated on wind data from North China. Recently, Zhao et al. [19]
compared SVR models to backpropagation for a ten minutes prediction of wind
speed. Kramer et al. [10] employed SVR-based prediction with a spatio-temporal
approach to the NREL data for the first time. Most related work in ramp event
prediction is based on numerical weather prediction (NWP) models [4,5]. Only
few approaches concentrate on forecasts based on data mining methods. An ex-
ample is the work of Zareipour et al. [9], who analyze the recognition of ramps
on the Albert wind power data set that consists of wind time-series data from a
park near the Rocky Mountains. The model takes into account univariate input
variables and neglects the problem of unbalanced data sets.

5 Wind Power Ramp Events

A critical aspect for power grid stability when integrating wind is the occurrence
of ramp events, i.e., sudden changes of wind power (up or down). In this section,
we give a definition of ramp events and introduce the ramp event prediction
problem as classification problem. In the experimental part of this work, we will
concentrate on three reference turbines, i.e., in Tehachapi (CA, ID 4155), in
Palm Springs (CA, ID 1175) and a turbine near Reno (NV, ID 11600).

In literature, ramps are not clearly defined [4,8] and may vary from turbine to
turbine depending on locations and sizes (for parks respectively). Let y(t) be the
wind power time-series of the target turbine, for which we determine the forecast.
A ramp event is defined as a wind energy change from time step t ∈ N to time
step t+ λ with λ ∈ N by ramp height θ ∈ (0, ymax], i.e., for a ramp-up event, it
holds y(t+ λ)− y(t) > θ, for a ramp-down event it holds y(t+ λ)− y(t) < −θ.
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Fig. 1. Plot of wind energy changes of reference turbine in Tehachapi for the three
time ranges λ = 1, 3, 6

Figure 1 visualizes the differences of time-series of a test wind turbine in
Tehachapi. The wind energy y(t) at time t is plotted against y(t + λ). If the
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wind does not change, dots are plotted on the main diagonal. Stable wind sit-
uations, i.e., dots near the main diagonal, occur more often than larger wind
changes. Ramp events with height θ larger than 15% of the maximum power are
comparably rare. The number of ramps increases with the time horizon λ, as a
ramp event may appear multiple times. This holds for short time horizons, as a
ramp-down may be followed by a ramp-up event over a longer horizon.

We define the ramp prediction problem as the task to predict, whether a ramp-
up or a ramp-down event starts at time t, i.e., an energy change from time t to
time t+ λ. This problem can be defined as classification problem, for which we
construct a pattern xi ∈ R

d from the wind power features of the target turbine
and the surrounding turbines like introduced for the regression approach in [10].
The ramp event serves as label (e.g., 0 for no-ramp, +1 for ramp-up, and −1
for ramp-down). Figure 2 shows the construction of a pattern xi based on the
radius r around the target turbine.

r

target turbine
turbine for pattern
not employed

Fig. 2. Illustration of feature construction based on d turbines in a radius r around
the target turbine resulting in a pattern xi ∈ R

d of wind power measurements

If we have observed a training set of such observations over a period of N
time steps, i.e., {(xi, yi)}Ni=1, we train a classifier and predict the ramp for an
unknown observation x′. In the experimental section, we will employ an SVM
as classifier. An alternative kind of way to predict ramps is to treat the problem
as regression problem by determining ramps of the continuous power prediction
of a target turbine.

Besides the classifier accuracy δ =
∑N

i=1 I(f(xi) = yi)/N , i.e., the rate of
correct classifications using indicator function I to compare model output and
label, we will employ two quality measures to evaluate the quality of a ramp
prediction method. We define the following quality parameters:

1. ft is the number of true ramp forecasts ([f(xi) = +1 ∧ yi = +1] ∨ [f(xi) =
−1 ∧ yi = −1])

2. ff is the number of false forecasts (f(xi) = ±1 ∧ yi = 0)
3. rm is the number of missed ramps (f(xi) = 0 ∧ yi = ±1)

Then, fa = ft/(ft + ff ) is the forecast accuracy, which is an indicator for the
ability of the model to be correct in case of predicting a ramp. Another useful
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measure is the ramp capture rc = ft/(ft + rm), which is an indicator for the
ability of the model to hit each ramp.

6 Ramp Prediction

In this section, we treat the prediction of wind power ramp events as classification
problem, which is solved with SVMs [16].

6.1 Ramp Separation

As first step, we learn a classifier that separates ramp-up from ramp-down events,
i.e., we consider a two-class classification problem. For our reference turbines,
ramp-up and ramp-down events of different heights, i.e., θ = 10, 15 [MW ] are
detected. The left part of Table 1 shows the number of ramp events (up, down,
no ramps) for each data set, i.e., wind turbines in Tehachapi, Palm Springs, and
Reno. Further, the table shows the achieved classifier accuracy δ achieved by the
SVM. We define a pattern as the wind energy of the neighbored turbines and
the reference turbines within a radius of r = 10 km at time t and t − 1. Pa-
rameter d is the input pattern dimensionality and corresponds to the number of
neighbored wind turbines that are taken into account for the prediction process.
The employed labels are +1 for ramp-up and −1 for ramp-down events.

Table 1. Left part: Ramp separation: ramp-up vs. ramp-down and classification accu-
racy, forecast horizon λ = 2, right part: ramp recognition: ramp-up vs. ramp-down vs.
no-ramps and classification accuracy, forecast horizon λ = 1

park separation recognition

location height d up down no δ up down no δ fa rc
Teha 10 132 139 93 0 0.93 40 28 75 0.76 0.81 0.77
Teha 15 132 50 42 0 0.96 13 13 28 0.74 0.82 0.88

Palm Sp. 10 84 140 90 0 0.92 38 18 54 0.75 0.86 0.64
Palm Sp. 15 84 48 20 0 0.95 13 3 14 0.73 0.90 0.63

Reno 10 120 158 168 0 0.90 50 55 78 0.65 0.82 0.58
Reno 15 120 48 56 0 0.98 10 13 32 0.73 0.87 0.62

The SVM is trained with grid search and 5-fold cross-validation (CV) on
half of the data set. A linear kernel with regularization parameter C and an
RBF kernel with C and kernel bandwidth σ are chosen from the set C, σ ∈
{10−20, . . . , 1020}. Search in the parameter space of C is reasonable for unbal-
anced data sets. The other half of the data is employed for evaluation. The ex-
perimental results are summarized in Table 1 showing the classification accuracy
δ. The results show that the classifiers are able to distinguish between ramp-up
and ramp-down events with a comparatively high accuracy. The parameter tun-
ing process chose an RBF-kernel in most of the trails. Ramp separation as first
step to approach the ramp prediction problem can be solved satisfactorily.
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6.2 Ramp Recognition

We enhance the classification problem to a three-class problem considering no-
ramp patterns. We employ the same settings like in the previous section, i.e.,
5-fold CV and the search in the parameter space specified above. The right part
of Table 1 shows the description of training and test set and the experimental
results. The classifier accuracy δ decreases to values between 0.65 and 0.76. But
the forecast accuracy fa is comparatively high with values over 0.8 and up to 0.9.
The results for ramp capture depend on the turbine location. For Tehachapi,
better ramp capture results are achieved than for Palm Springs and Reno.

The standard model employs all turbines in a specified radius to construct
a pattern. To answer the question, if the concentration on a subset of features
can improve the prediction, we employ the scikit-learn implementation of
recursive feature elimination (RFE) [6] for a linear SVM. RFE uses the weight
magnitude as criterion for the elimination of dimensions. Successively, SVMs are
trained and the features with the smallest ranking criterion based on the weight
magnitude are removed. A description of the algorithm can be found in [6].
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Fig. 3. RFE CV score for training of a linear SVM with 2-fold CV for (a) Tehachapi,
(b) Palm Springs, and (c) Reno for θ = 10, 15 and λ = 1, 2

Figure 3 shows the CV error (CV score) using RFE with a linear SVM and 2-
fold cross-validation for three turbines, i.e., (a) in Tehachapi, (b) in Palm Springs,
and (c) in Reno for two ramp heights and prediction horizons w.r.t. a varying
number of features, which have been recursively eliminated from the learning
setting. The plots show that the CV score is decreasing with increasing number
of features between one to ten features. In many situations, the smallest CV
score is achieved with a feature subset. On Tehachapi, there is a clear minimum
in case of ramp height θ = 15 and horizon λ = 1 (green line) at about ten
features. The CV score is remarkably increasing for a larger number of features.
The other training scenarios do not show such a clear minimum for a low number
of features. The model learned for ramp height θ = 15 and horizon λ = 2 achieves
good results as of about 30 features and does not deteriorate significantly with
a larger number. On Palm Springs, the model quality differs noticeably. The
best results have been achieved for θ = 15, λ = 2, where the error is minimal
as of about 40 features. Adding further features leads to slight deteriorations,
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i.e., there exists an optimal subset of features that is remarkably smaller than
the maximum number of considered wind turbines. Also on Reno, there is a
minimum for two of four models (λ = 2), while the CV error is again increasing
and later approximately constant for a larger number of features. For time critical
applications, the reduction of the number of relevant features is an important
aspect and can sufficiently be detected with RFE.

6.3 Imbalanced Training and Test Sets

The balance of labels in training and test sets significantly influences the learn-
ing and the evaluation result. For prediction of wind ramp events, this effect
has an important implication for the ramp event prediction problem. First, we
illustrate the imbalance problem for a classifier trained on a balanced training
set, predicting the labels on an imbalanced set. Figure 4 shows the corresponding
results for (a) Tehachapi, (b) Palm Springs, and (c) Reno. The ramp capture
result rc is independent of the number of no-ramp patterns, as no-ramp patterns
do not affect the number of true forecasts ft and the number of missed ramps
rm, when only increasing the number of no-ramps. The accuracy score of the
classifier increases, as the precision on the no-ramp events is relatively high, i.e.,
increasing from 0.91 to 0.98. But we can observe that the forecast accuracy drops
out significantly. The reason is that the number of false forecasts is dramatically
increasing.

(a) Tehachapi, θ = 15, λ = 1 (b) Palm Sp., θ = 15, λ = 1 (c) Reno, θ = 15, λ = 1

Fig. 4. SVM ramp prediction with balanced training set and test set with increasing
number of no-ramp patterns for references turbines in (a) Tehachapi, (b) Palm Springs,
and (c) Reno with θ = 15 and λ = 1

Figure 5 shows the result of SVM-based ramp event predictions w.r.t. a train-
ing set with increasing number of no-ramps. The plots show experiments for
the Tehachapi data set with θ = 10, 15 and λ = 2, and for Palm Springs with
θ = 15, λ = 2. We can observe that forecast accuracy fa and the ramp capture
rc decrease with an increasing amount of no-ramps, while the accuracy score is
even slightly increasing. But the forecast accuracy is still much better than in
case of the balanced training set and the increasing test set. The reason is that
the classifier better learns to distinguish ramp-events from each other and from
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(a) Tehachapi, θ = 10, λ = 2 (b) Tehachapi, θ = 15, λ = 2 (c) Palm Sp., θ = 15, λ = 2

Fig. 5. SVM ramp prediction with unbalanced training sets, i.e., increasing number
of no-ramp patterns in Tehachapi with (a) θ = 10, λ = 2 and (b) θ = 15, λ = 2, and
(c) Palm Springs with θ = 15, λ = 2

no-ramp events with more examples in the training set. But the cost that has
to be paid is the ramp capture rc, as the number of true forecasts ft decreases.

The imbalance of class labels has a dramatic implication on the ramp predic-
tion problem. Although SVMs turn out to be comparatively strong classifiers,
the achieved accuracy may not be high enough to avoid false alarms. The num-
ber of false positives is too large in case of a strongly unbalanced test data set.
In practical recognition scenarios, the number of no-ramps is significantly larger
(about 150 to 300 times assuming 10-minute time steps) than the number of
ramp events. Consequently, the accuracy of a classifier would have to exceed
about δ = 1 − 365/52560 ≈ 0.995 to allow at most one false alarm a day. The
spatio-temporal model based on the turbine infrastructure is not sufficient to
achieve such an accuracy rate, and more explaining features must be added.

6.4 Dimensionality Reduction Preprocessing

The hybridization of methods has shown to be very successful to overcome lim-
itation of individual techniques [3,1]. In this section, we analyze the prepro-
cessing with DR methods, which is a successful procedure in machine learning
to speed up SVM learning and to improve classification results. In the follow-
ing, we compare principal component analysis (PCA) [7] and isometric mapping
(ISOMAP) [15] as preprocessing methods. After the DR process, the patterns
x1, . . . ,xN ∈ R

d are reduced to low-dimensional representations x̂1, . . . , x̂N ∈ R
q

with target dimensionality q < d. Figure 6 shows the experimental results on
the data set Tehachapi with ramp height θ = 10 and prediction horizon λ = 2.
In comparison to the results without DR preprocessing, see Figure 5(a), PCA
with q = 25 and q = 50 achieves similar results. The accuracy δ stays high with
larger training sets, while the ramp capture rc deteriorates moderately. This sit-
uation changes for q = 5, where valuable information is lost that is important
for a high ramp capture accuracy. For ISOMAP, we choose the neighborhood
size K = 30. The ISOMAP results for all target dimensions q = 5, 25, 50 are
slightly worse than the PCA results and more fluctuating. In particular, the
ramp capture is not satisfying for larger dimensions q. As ISOMAP is usually
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(a) PCA, q = 50 (b) PCA, q = 25 (c) PCA, q = 5

(d) ISOMAP, q = 50 (e) ISOMAP, q = 25 (f) ISOMAP, q = 5

Fig. 6. SVM ramp prediction with PCA and ISOMAP preprocessing to three dimen-
sionalities (q = 5, 20, 50) for wind time series of Tehachapi, θ = 10, λ = 2

computationally more expensive, we recommend to employ the PCA-SVM hy-
brid for ramp prediction.

7 Conclusion

Objective of this paper is to show that soft margin SVMs are appropriate meth-
ods for learning wind power ramp events. The combination of PCA and SVMs
turned out to be the most promising hybridization in ramp prediction, which is
also comparatively robust w.r.t. ramp accuracy. Although a high precision has
been achieved in the classification process, the precision is not sufficient to reduce
the number of false ramp event forecasts in practical applications. The reason is
that ramp events are rare, which leads to an imbalanced data set. Ramp events
may accidentally be predicted in normal situations. The only solution to this
problem is a further increase of forecast accuracies, which – to our mind – can-
not be achieved with the data available in the Western Wind data set. Instead,
more data is necessary, e.g., with higher spatial and temporal resolutions. The
combination with physical simulations, i.e., numerical weather predictions may
also be a possibility to increase the classifier accuracy. With these attempts, it
may be possible to improve the classifiers in order to reduce the number of false
positive classifications to one a day, which seems to be tolerable for practical
applications.

Further prospective future work is the prediction of wind ramp events based
on regression. The spatio-temporal regression model for wind prediction [10] can
easily be used for prediction of ramps. An ensemble of the classification with the
regression approach might improve the prediction quality.
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Abstract. Lately, a focus has been given to the re-usability of workflow defini-
tions and to flexible and re-usable workflow components, culminating with  
approaches that harness the benefits of the enriched semantics provided by on-
tologies. Following this trend and the needs of multiple application domains, 
such as micro-task crowdsourcing and ambient assisted living, of incorporating 
cooperation between the efforts of human and machine entities, this paper pro-
poses an ontology and process for the definition, instantiation and execution of 
semantically enriched workflows. 

Keywords: Workflow, Task, Ontology, Domain Knowledge. 

1 Introduction 

Extensive work exists regarding workflow specification languages and formalisms 
[1–5], which focus on the workflow definition and instantiation. Workflows are typi-
cally used to represent business processes with languages such as YAWL [2], and 
commercial languages such as XPDL (XML Process Definition Language) and BPEL 
(Business Process Execution Language), which lack semantics and formal definitions 
[6]. The standardization efforts that led to the emergence of these languages date back 
to 1993 with the emergence of the WfMC (Workflow Management Coalition), a coa-
lition of several companies with the purpose of standardizing workflow model speci-
fication (or definitions) [5]. 

Lately, a focus has been given to the re-usability of workflow definitions and to 
giving some degree of adaptation and flexibility to workflow components, culminat-
ing with approaches that harness the benefits of the enriched semantics provided by 
ontologies [3, 5, 7]. Besides allowing re-usability, ontologies are conceptual models, 
closer to the human conceptual level, which provide structure and semantics unders-
tandable to machines [8, 9]. In this sense, ontologies are ideal for agile model devel-
opment focuses on domain knowledge [10]. 
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Particularly, in [5], OWL (Web Ontology Language) ontologies are used to capture 
the semantics of the workflow domain in order to provide inference and guide the 
workflow execution engine into the following steps of the workflow. 

OWL-S (Semantic Markup for Web Services) [7] is a format that introduces the 
semantics of OWL to web service specification and composition (service workflows). 
Although it is not a format for workflow definition, services are represented as 
processes or workflows of atomic operations with input and output parameters. Thus, 
the specification of services shares many similarities with workflow definition speci-
fication languages. 

Current workflow definition approaches lack or do not consider the semantics of 
the atomic operations performed throughout the workflow. They are usually limited to 
the specification of input and output parameters along with some identification of the 
type of operation. OWL-S, however, includes domain ontologies (with the inherent 
expressivity of Description Logic languages) in web service process definitions. Be-
sides providing benefits in domain workflow extensibility, such semantics would aid 
in the interoperability of workflow engines and execution agents. 

In this paper, a workflow specification ontology tailored for workflows of human-
machine computations is proposed. The approach absorbs ideas from other workflow 
definition languages and retains the benefits of OWL-S. 

Workflow definitions according to this approach inherit the benefits of Description 
Logic ontologies such as re-usability and extensibility. A focus on domain knowledge 
is given through domain concepts, which describe a specific task or work domain. 
These concepts can be re-used by multiple workflow definitions. 

The ultimate purpose of this architecture is to allow not only the specification of 
workflow definitions, but also to include all knowledge and semantics of atomic tasks 
(not only the input and output, but also the full description of the operation itself) in 
the definition through Description Logics [11]. Furthermore, the reasoning and con-
ceptualization capabilities given by ontologies are exploited in order to establish a 
human-machine environment for solving workflows of tasks. 

Typical applications of this work include micro-task crowdsourcing [12], which 
benefits from the structure and semantics given by ontologies, and Ambient Assisted 
Living (AAL) approaches [13], which benefit from the inherent scalability and re-
usability of the proposed solution. 

This paper is organized as follows. Section 2 presents the proposed CompFlow 
process, which is followed by its formal definition on section 3. Section 4 provides a 
use case of CompFlow in the AAL domain. Section 5 concludes this work with some 
remarks on future work. 

2 The CompFlow Process 

The CompFlow is a process for (1) workflow definition, (2) instantiation and (3) execution 
(see fig. 1). The workflow definition phase (1) results in a workflow-definition ontology 
that extends the CompFlow upper ontology. The workflow-definition ontology represents 
a workflow-definition for a specific domain, which can be instantiated multiple times in 
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the workflow instantiation phase (2). These instantiations are finally executed during the 
workflow execution phase (3). In this paper, a focus is given to the workflow definition 
phase. Phases 2 and 3 are considered in the context of an execution engine and are, thus, 
left outside the scope of this paper. 

In some situations, an abstract workflow-definition may result from the workflow 
definition phase (1). These definitions capture only the domain knowledge and cannot 
be instantiated. They can, however, be extended by concrete workflow-definitions. 

  

Fig. 1. The CompFlow workflow definition, instantiation and execution process 

The workflow meta-model (see fig. 2) is fixed and defines the constructs required 
for workflow-definitions at the model level. In practice, the meta-model is represented 
through the CompFlow upper ontology. 

A workflow is considered to be a set of tasks ordered according to a set of proce-
dural rules in order to deliver a specific result in a specific domain of application or 
knowledge. The model or specification of a workflow is a workflow-definition, which 
contains elements called activity-definitions. Activity-definitions have an associated 
priority value that can be used to establish an execution order. There are four types of 
activity-definitions: task-definitions, event-definitions, gateway-definitions and 
workflow-definitions. Analogously, instantiations of a workflow-definition, for dif-
ferent units of work, are called workflows.  

Task-definitions model tasks (the full atomic operations and their semantics) in a 
specific domain. Tasks (instances of a task-definition), inherently belonging to a 
workflow, perform atomic operations over data, which may have an associated (phys-
ical) effect on the state of the world. 

Each task is performed by workers which can represent machines and/or humans. 
Workers have access to a task through a specific interface. Interface-definitions estab-
lish the different types of interfaces through which a task can be delivered to a worker. 
For instance, tasks can be delivered to a worker through a visual interface, sound inter-
face, or simply through a web interface (the common case for crowdsourcing applica-
tions). The inclusion of an interface as an element within the ontology allows the  
customization of standard interfaces according to application scenarios. This customiza-
tion enables the creation of mixed or multimodal interfaces, capable of merging and 
coordinating multiple interfaces, commonly used on user-centric environments. 

Event-definitions specify events that may either (i) trigger the continuation of an 
existing workflow or (ii) trigger a new instantiation and execution of a workflow-
definition. Events are received and handled through event interfaces that follow a 
publish-subscribe pattern [14]. 
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Gateway-definitions establish flow control blocks in the workflow-definition. 
While input gateway-definitions establish different behaviors on the input of the ga-
teway, output gateway-definitions establish different behaviors on the output of the 
gateway. For instance, regarding input gateways, if a merge input gateway is found 
during execution, the engine must simply wait for the first input in order to continue. 
Instead, if a sync input gateway is present, the engine must wait for all inputs to ar-
rive. Regarding output gateways, if a decision output gateway is found, the gateway 
condition must be evaluated in order to decide which paths must be followed next. If 
a parallel output gateway is found, all paths are followed concurrently. 

 

Fig. 2. The CompFlow upper ontology (meta-model) 

3 CompFlow Formal Definition 

A CompFlow structure is a singleton ݓ݋݈ܨ݌݉݋ܥ ൌ ሺܼሻ, where ܼ is the set of enti-
ties pertaining to ݓ݋݈ܨ݌݉݋ܥ . A ݓ݋݈ܨ݌݉݋ܥ  represents a self-contained unit of 
structured information. Elements in a ݓ݋݈ܨ݌݉݋ܥ  are called workflow definition 
entities. 
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3.1 Workflow-Definition 

A CompFlow extension, which represents a workflow-definition, is a 11-tuple ܹܦܨሺݓ݋݈ܨ݌݉݋ܥሻ ൌ׷ ሺܣ, ܹ, ,ܨ ܲ, ,ܴܣ ,ܴܧ ܴܶ, ,ܥ ,ܰܫܥ ,ܷܱܶܥ Ωሻ where:  

ܣ • َ ܼ is a set of activity-definitions, where: 
ܧ ─ َ  ;is the set of executable-definitions ܣ
o ܶ َ  ;is the set of task-definitions ܧ
o ܸܧ َ  ;is the set of event-definitions ܧ

ܩ ─ َ  ;is the set of gateway-definitions ܣ
o ܩܱܦ َ ܩ  is the set of gateway-definitions corresponding to DecisionOut-

putGateways; 
o ܱܲܩ َ -is the set of gateway-definitions corresponding to ParallelOutput ܩ

Gateways; 
o ܩܫܯ َ ܩ  is the set of gateway-definitions corresponding to MergeInput-

Gateways; 
o ܵܩܫ َ -is the set of gateway-definitions corresponding to SyncInputGate ܩ

ways; 
ܣܵ ─ َ  ;is the set of activity-definitions that start the workflow-definition ܣ
o ܵܶ َ ܶ ِ  ;is the set of task-definitions that start the workflow-definition ܣܵ
o ܵܩ َ ܩ ِ ܣܵ  is the set of gateway-definitions that start the workflow-

definition; 
o ܸܵܧ َ ܸܧ ِ ܣܵ  is the set of event-definitions that start the workflow-

definition; 
• ܹ َ ܼ ר ܹ ؠ ܹܯ ّ  :is a set of worker-definitions (or roles), where ܹܪ
 ;is the set of machine worker-definitions ܹܯ ─
 ;is the set of human worker-definitions ܹܪ ─

ܨ • َ ܼ ר ܨ ؠ ܨܧ ّ  :is a set of interface-definitions, where ܨܶ
 ;is the set of event interface-definitions ܨܧ ─
 ;is the set of task interface-definitions ܨܶ ─

• ܲ َ ሺܼ, ൑ሻ is a totally ordered set of priority values; 
ܴܣ • ׷ ܣ → 2஺ ൈ ܲ  defines, for an activity-definition, (i) the following activity-

definition (transition restriction) and (ii) a priority value, where: 
ܴܲܣ ─ ׷ ܣ → ܲ is an injective function that defines the priority value for each ac-

tivity-definition; 
ܴܣܣ ─ َ ܣ ൈ  is relationship that defines a transition restriction between two ܣ

activity-definitions; 
ܴܧ • ׷ ܧ → -is a function that defines the interface-definition for each executable ܨ

definition; 
• ܴܶ ׷ ܶ → ܹ is a function that defines the worker-definition (or role) for each task-

definition; 
ܥ • َ ܼ  is the set of domain concepts that define the input and output of task-

definitions; 
ܰܫܥ • َ ܶ ൈ  ;is a relation that defines the input concept of the task-definition ܥ
ܷܱܶܥ • َ ܶ ൈ  ;is a relation that defines the output concept of the task-definition ܥ
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• Ω஑ َ ߙ ൈ ߙ  is a subsumption relationship between elements of the same set ߙ َ ܼ, which maps to the sub-class-of relationship in Description Logics. 

A workflow-definition consists in building a domain-specific workflow-definition 
ontology (model) that extends the CompFlow upper ontology (meta-model). 

An activity-definition ܽ is called abstract iff it doesn’t belong to any workflow-
definition, i.e., ܽ ב ܣܵ  and ݔ׊ א ܣ ֜ ܽ ב ,ାሺܴܽܣܣ ሻݔ ר ܽ ב ,ݔାሺܴܣܣ ܽሻ . Other-
wise, it is called concrete. 

For concrete workflow-definitions the following rules must be satisfied: 

• A priority value must be specified for each activity-definition: ܽ׊ ׷ ܽ א ܣ ֜ ݌׌ ݌׷ א ܲ ר ሺܽሻܴܲܣ ൌ  ;݌
• An input and output domain concept must be specified for each task-definition: ݐ׊ ׷ ݐ א ܶ ֜ ,1ܿ׌ ܿ2 ׷ ܿ1 א ܥ ר ܿ2 א ܥ ר ሺݐ, ܿ1ሻ א ܰܫܥ ר ሺݐ, ܿ2ሻ א  ;ܷܱܶܥ
• A worker-definition must be specified for each task-definition: ݐ׊ ׷ ݐ א ܶ ֜ ݓ׌ ݓ׷ א ܹ ר ܴܶሺݐሻ ൌ  ;ݓ
• An interface-definition must be specified for every executable-definition: ݁׊ ׷ ݁ ܧא ֜ ݂׌ ׷ ݂ א ܨ ר ሺ݁ሻܴܧ ൌ ݂. 

It is assumed that activity-definitions, interface-definitions and worker-definitions are 
concept descriptors according to Description Logic languages. This allows the speci-
fication of domain-specific abstract definitions, from which new subsumed definitions 
(through the Ω஑  relationship) can be created in order to build new workflow-
definition. The ܫܥ and ܱܥ relations can also be subsumed in order to represent spe-
cific domain relations between domain concepts. For instance, text constitutes the 
input and output of a translation task. However the input is referred to, specifically, as 
the originalText, and the output as the translatedText.  

In this paper, Description Logic knowledge bases and ontologies are considered. A 
Description Logic knowledge base contains a TBox (terminological box) and an 
ABox (assertion box) [15], where the TBox contains all the concepts and relationships 
that define a specific domain (workflow-definition), and the ABox contains the in-
stances or individuals defined according to the elements in the TBox (workflow in-
stantiation). 

3.2 Workflow-Definition Instantiation 

An instantiation of a workflow consists in creating and preparing an instance of the 
workflow definition for future execution. 

A CompFlow workflow-definition instantiation is a 10-tuple ܹܫܦܨሺݓ݋݈ܨ݌݉݋ܥሻ׷ൌ ሺܫ, ,ܣݐݏ݊݅ ,ܹݐݏ݊݅ ,ܨݐݏ݊݅ ܵ, ,ߑ ,݄݃ݑ݋ݎ݄ܶܿ݁ݔ݁ ,ݕܤ݂ݎ݁݌ ,ܥݐݏ݊݅ Φሻ where: 

ܫ • َ ܼ is a set of instances; 
ܣݐݏ݊݅ • ׷ ܣ → 2ூ  is a function that relates an activity-definition (task-definition, 

event-definition or gateway-definition) with a set of instances. Consequently, the 
set of all activity instantiations ܫܣ is defined as ܫܣ ൌ ڂ ஺א௫׊ሻݔሺܣݐݏ݊݅ . Instantia-
tions of the sub-sets of ܣ are defined as: 
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ܧݐݏ݊݅ ─ ׷ ܧ → 2ூ is a function that relates an executable-definition with a set of 
instances. Consequently, the set of all executable instantiations ܫܧ is defined as ܫܧ ൌ ڂ ாא௫׊ሻݔሺܧݐݏ݊݅ ; 
o ݅݊ܶݐݏ ׷ ܶ → 2ூ  is a function that relates a task-definition with a set of in-

stances (tasks). Consequently, the set of all tasks ܶܫ  is defined as ܶܫ ൌڂ ்א௫׊ሻݔሺܶݐݏ݊݅ ; 
o ܸ݅݊ܧݐݏ ׷ ܸܧ → 2ூ is a function that relates an event-definition with a set of 

instances (events); 
ܩݐݏ݊݅ ─ ׷ ܩ → 2ூ is a function that relates a gateway-definition with a set of in-

stances (gateways); 
ܣܵݐݏ݊݅ ─ ׷ ܣܵ → 2ூ is a function that relates an activity-definition that starts the 

workflow, with a set of activities that start the workflow; 
ܹݐݏ݊݅ • ׷ ܹ → 2ூ  is a function that relates a worker-definition with a set of in-

stances (workers). Consequently, the set of all workers ܹܫ is defined as ܹܫ ൌڂ ௐא௫׊ሻݔሺܹݐݏ݊݅ ; 
ܨݐݏ݊݅ • ׷ ܨ → 2ூ  is a function that relates an interface-definition with a set of in-

stances (interfaces). Consequently, the set of all interfaces ܫܨ  is defined as ܫܨ ൌ ڂ ிא௫׊ሻݔሺܨݐݏ݊݅ ; 
• ܵ َ ܼ ר ܵ ؠ ሼ݊݀݁ݐݎܽݐܵݐ݋, ,ݏݏ݁ݎ݃݋ݎܲ݊݅ ,ݎ݋ݎݎܧ݄ݐ݅ݓ ,݀݁ݏݑܽ݌  ;ሽ is the set of possible states that an activity can have݄݀݁ݏ݂݅݊݅,݈݀݁݁ܿ݊ܽܿ
ߑ • ׷ ܫܣ → 2஺ூ ൈ ܲ ൈ ܵ is a function that defines for every activity (i) the following 

activities, (ii) its priority and (iii) its current state, where: 
݋ܶ݊݋݅ݐ݅ݏ݊ܽݎݐ ─ ׷ ܫܣ ൈ ܫܣ  is a relation that defines the following activities for 

every activity; 
ݕݐ݅ݎ݋݅ݎܲݏ݄ܽ ─ ׷ ܫܣ → ܲ defines the priority value for every activity; 
݁ݐܽݐܵݏ݄ܽ ─ ׷ ܫܣ → ܵ defines the current state for every activity; 

݄݃ݑ݋ݎ݄ܶܿ݁ݔ݁ • ׷ ܫܧ → 2ிூ  is a function that defines, for every executable, the set 
of interfaces through which it was dispatched; 

ݕܤ݂ݎ݁݌ • ׷ ܫܶ → 2ௐூ  is a function that defines, for every task, the set of workers 
that participated in its execution; 

ܥݐݏ݊݅ • ׷ ܥ → 2ூ is a function that relates a domain concepts with a set of instances. 
Consequently, the set of all domain instances ܫܥ  is defined as ܫܥ ൌ ڂ ஼א௫׊ሻݔሺܫܥݐݏ݊݅ ; 

• Φ ׷ ܫܶ → 2஼ூ ൈ 2஼ூ  is a function that defines for every task (i) the input instances 
and (ii) the output instances, where: 
ݐݑ݌݊ܫݏ݄ܽ ─ ׷ ܫܶ ൈ  ;is a relation that defines the input instances for every task ܫܥ
ݐݑ݌ݐݑܱݏ݄ܽ ─ ׷ ܫܶ ൈ  is a relation that defines the output instances for every ܫܥ

task. 

3.3 Interpretation 

An interpretation of a CompFlow workflow-definition is a structure ॎ ൌሺΔॎ, ,ॎܣ ܹॎ, ,ॎܨ ܲॎ, ܵॎ, ,ॎܥ  :ॎሻ, whereܫ

• Δॎ is the domain set assumed to contain a single workflow;  
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ॎܣ • ׷ ܣ → 2୼ॎ
 is an activity-definition interpretation function that maps each activ-

ity-definition (task-definition, event-definition or gateway-definition) to a sub-set 
of the domain set. Accordingly, the following functions exist: 

ॎܧ ─ ׷ ܧ → 2Aॎ
 is an executable-definition interpretation function that maps each 

executable-definition to a sub-set of ܣॎ; 

o ܶॎ ׷ ܶ → 2Eॎ
 is a task-definition interpretation function that maps each task-

definition to a sub-set of ܧॎ; 

o ܸܧॎ ׷ ܸܧ → 2Eॎ
 is an event-definition interpretation function that maps 

each event-definition to a sub-set of ܧॎ; 

ॎܩ ─ ׷ ܩ → 2Aॎ
 is a gateway-definition interpretation function that maps each ga-

teway-definition to a sub-set of ܣॎ; 

• ܹॎ ׷ ܹ → 2୼ॎ
 is a worker-definition interpretation function that maps each 

worker-definition to a sub-set of the domain set; 

ॎܨ • ׷ ܨ → 2୼ॎ
 is an interface-definition interpretation function that maps each 

interface-definition to a sub-set of the domain set; 
• ܲॎ ׷ ܲ → Δॎ is an instance interpretation function that maps each priority value to 

a single element in the domain set; 
• ܵॎ ׷ ܵ → Δॎ is an instance interpretation function that maps each state to a single 

element in the domain set; 

ॎܥ • ׷ ܥ → 2୼ॎ
 is an instance interpretation function that maps each domain concept 

to a sub-set of the domain set; 
ॎܫ • ׷ ܫ → Δॎ is an instance interpretation function that maps each instance to a sin-

gle element in the domain set. 

An interpretation is a model of CompFlow if it satisfies the general set properties and 
instantiation properties. The general set properties are: 

,ܽ׊ • ݅ ׷ ܽ א ܣ ר ݅ א ሺܽሻܣݐݏ݊݅ ֜ ॎሺ݅ሻܫ א  :ॎሺܽሻ, which impliesܣ
,݁׊ ─ ݅ ׷ ݁ א ܧ ר ݅ א ሺ݁ሻܧݐݏ݊݅ ֜ ॎሺ݅ሻܫ א  ;ॎሺ݁ሻܧ
o ݐ׊, ݅ ׷ ݐ א ܶ ר ݅ א ሻݐሺܶݐݏ݊݅ ֜ ॎሺ݅ሻܫ א ܶॎሺݐሻ; 
o ݒ݁׊, ݅ ׷ ݒ݁ א ܸܧ ר ݅ א ሻݒሺܸ݁ܧݐݏ݊݅ ֜ ॎሺ݅ሻܫ א  ;ሻݒॎሺܸ݁ܧ

,݃׊ ─ ݅ ׷ ݃ א ܩ ר ݅ א ሺ݃ሻܩݐݏ݊݅ ֜ ॎሺ݅ሻܫ א  ;ॎሺ݃ሻܩ
,ݓ׊ • ݅ ׷ ݓ א ܹ ר ݅ א ሻݓሺܹݐݏ݊݅ ֜ ॎሺ݅ሻܫ א ܹॎሺݓሻ; 
,݂׊ • ݅ ׷ ݂ א ܨ ר ݅ א ሺ݂ሻܨݐݏ݊݅ ֜ ॎሺ݅ሻܫ א  ;ॎሺ݂ሻܨ
,ܿ׊ • ݅ ׷ ܿ א ܥ ר ݅ א ሺܿሻܥݐݏ݊݅ ֜ ॎሺ݅ሻܫ א  .ॎሺܿሻܥ

The instantiation properties define the rules for workflow definition instantiations. 
They are: 

,1ܽ׊ • ܽ2, ݅, ݆ ׷ ܽ1 א ܣ ר ܽ2 א ܣ ר ሺܽ1, ܽ2ሻ א ܴܣܣ ר ݅ א ሺܽ1ሻܣݐݏ݊݅ ר ݆ ሺܽ2ሻܣݐݏ݊݅א ֜ ,ॎሺ݅ሻܫቀ݋ܶ݊݋݅ݐ݅ݏ݊ܽݎݐ  ;ॎሺ݆ሻቁܫ

,ݐ׊ • ݅, ݆ ׷ ݐ א ܶ ר ݅ א ሻݐሺܶݐݏ݊݅ ר ,ॎሺ݅ሻܫቀݐݑ݌݊ܫݏ݄ܽ ॎሺ݆ሻቁܫ  ֜ ܿ׌ ׷ ݆ א ܿ ר ܿ א ܥ ,ݐሺר ܿሻ א  ;ܰܫܥ
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,ݐ׊ • ݅, ݆ ׷ ݐ א ܶ ר ݅ א ሻݐሺܶݐݏ݊݅ ר ,ॎሺ݅ሻܫቀݐݑ݌ݐݑܱݏ݄ܽ ॎሺ݆ሻቁܫ  ֜ ܿ׌ ׷ ݆ א ܿ ר ܿ א ܥ ,ݐሺר ܿሻ א  ;ܷܱܶܥ

,ݐ׊ • ݅, ݆ ׷ ݐ א ܶ ר ݅ א ሻݐሺܶݐݏ݊݅ ר ,ॎሺ݅ሻܫቀݕܤ݂ݎ݁݌ ॎሺ݆ሻቁܫ ֜ ݓ׌ ׷ ݆ א ݓ ר ݓ א ܹ ,ݐሺר ሻݓ א ܴܶ; 

,ܽ׊ • ݅, ݆ ׷ ܽ א ܣ ר ݅ א ሺܽሻܣݐݏ݊݅ ר ,ॎሺ݅ሻܫቀݕݐ݅ݎ݋݅ݎܲݏ݄ܽ ܲॎሺ݆ሻቁ ֜ ݆ א ܲ ሺܽሻܴܲܣר ൌ ݆; 

,݁׊ • ݅, ݆ ׷ ݁ א ܧ ר ݅ א ሺ݁ሻܧݐݏ݊݅ ר ,ॎሺ݅ሻܫቀ݄݃ݑ݋ݎ݄ܶܿ݁ݔ݁ ॎሺ݆ሻቁܫ ֜ ݂׌ ׷ ݆ א ݂ ר ݂ ܨא ר ሺ݁, ݂ሻ א  .ܴܧ

4 Applications of CompFlow 

The CompFlow upper ontology (as represented in the meta-model layer) establishes 
the building blocks for every workflow definition. With it, workflow-definition ontol-
ogies can be built by importing and extending the upper ontology to a specific domain 
while fully focusing on its specific logics. By extending tasks, events or interfaces, 
domain specific classes with different purposes can be created. 

CompFlow can be applied to a variety of domains with several use case scenarios 
(e.g., human-machine computation scenarios and business workflows). In the scope of 
this work, a proof of concept will be presented regarding AAL. AAL scenarios nor-
mally incorporate a wide number of passive and active interaction modalities, such as 
sensors or actuators, touch, gestures or speech interfaces, or even location-tracking or 
fall-detection services [13, 16]. Given the highly dynamic nature of AAL environ-
ments, CompFlow provides the flexibility required to incorporate and maintain the 
cooperation of all the necessary components. 

4.1 Scenario 

For the purpose of a demonstration, imagine a scenario in which researchers want to 
assess the relevance of a help option within a certain application. For that, they estab-
lish the need to ask a simple question whenever the user interacts with the help op-
tion, thus building the workflow in fig. 3.  

 

Fig. 3. AAL workflow for assessing the relevance of a help option in an application 
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Given the AAL paradigm, and to introduce some level of redundancy, interaction 
can be made via multiple interfaces such as speech and graphical interfaces. Further-
more, it is envisaged that similar additional workflows (placing questions to users) 
will be required as the AAL environment evolves. 

4.2 Workflow-Definition 

CompFlow allows a straightforward implementation of this scenario through ontologies. It 
establishes the building blocks for creating semantically enriched workflow-definitions, 
while leaving the specificities of the domain entirely up to the developer. A CompFlow 
execution engine is then used to instantiate and execute any concrete workflow-definition. 

Fig. 4 shows the implementation of the help option AAL scenario using CompFlow. 
The abstract workflow-definition establishes all domain constructs required to place 
questions to users. At this level, and upon the initialization of the execution engine, the 
code blocks that handle and know the domain must be associated with each task-
definition. Analogously, each interface-definition has an associated code block that 
handles the specificities of the interface. This not only allows the execution engine to 
scale through the inclusion of interface components, but also the re-usability of domain 
specific task-definitions that may be included in different concrete workflow-
definitions. Furthermore, it is possible to define composite interface-definitions, which 
allow multimodal interaction through the aggregation of multiple interface-definitions. 
This, in turn, makes it possible to achieve concurrency, redundancy and cooperation 
between multiple interface components. 

Concrete Workflow‐Definition Ontology

Abstract Workflow‐Definition Ontology

Feedback 
Decision

«Gateway»

Feedback Question
«Task»

Additional Feedback
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Fig. 4. CompFlow workflow-definitions for the help option AAL scenario 
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The execution flow starts by making the execution engine wait for a specified event. 
Since it is a trigger event, each manifestation of the event will result in a new instantia-
tion of the concrete workflow-definition. The event reaches the execution engine 
through its associated interface, typically following a publish-subscribe pattern. 

After the event is processed, a Feedback Question Task is triggered. At this stage, the 
task is delivered to workers (of the specified role or worker-definition) using one of two 
strategies: (i) the slave strategy or (ii) the agent strategy. If the engine follows the slave 
strategy (i), a worker is automatically selected from the set of available workers. Other-
wise, if the engine follows the agent strategy (ii), the task must be delivered to all avail-
able workers, which in turn will decide if they want to participate in the task. 

When an answer to the Feedback Question Task is received, the workflow contin-
ues onto the Feedback Decision Gateway. The Feedback Decision Gateway is a Deci-
sionOutputGateway, meaning that each output path will only be followed if a specific 
condition is met. The logics that decide this are introduced in an associated code 
block that evaluates the answer from the previous task. Depending on the answer, the 
workflow may end, or the Additional Feedback Question may be triggered. The later 
results in a process very similar to that of the Feedback Question Task, although it 
refers to a free text question instead of a multiple-choice question. 

5 Conclusions and Future Work 

The CompFlow process and upper ontology represents an approach to workflow-
definition, instantiation and execution that exploits the benefits of Description Logic 
ontologies and technologies. Its nature allows the straightforward definition of seman-
tically enriched workflows that are scalable and re-usable. The benefits of the 
CompFlow are relevant to multiple application domains and scenarios such as human-
machine computation in general and AAL, in particular.  

A formal definition of the meta-model (upper ontology) is given, which can be fol-
lowed for the implementation of CompFlow compatible workflow execution engines. 
The structure and semantics provided by the ontology definitions allow these execution 
engines to deliver tasks to both human and machine workers able to understand the 
domain of knowledge. An early implementation of the CompFlow execution engine 
proves the applicability of CompFlow in AAL environments through the given scenario. 

Given the minimalistic structure of the CompFlow upper ontology, new features 
will be added in the near future, which can be either considered as an application of 
CompFlow or, if generic enough, be assimilated into the proposed upper ontology and 
process. In the particular case of the later, a more thorough definition of gateway and 
task is envisaged in order to avoid the requirement of code blocks in gateway-
definitions and task-definitions. 
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Abstract. In this paper, we introduce a new fuzzy reinforcement learn-
ing method to quality of service (QoS) provisioning cognitive transmis-
sion in cognitive radio networks. The cognitive transmissions under QoS
constraints are treated here as the data sending at two different average
power levels depending on the activity of the primary (licensed) users,
which is determined by the secondary (unlicensed) users. For this trans-
mission, the model is defined a state-transition model. The maximum
throughput under these statistical QoS constraints is determined by us-
ing fuzzy QoS reinforcement learning techniques. The performance effec-
tiveness of the proposed method is obtained in situations and comparison
with the numerical method based on the effective capacity of the cogni-
tive radio channel under various QoS constraints. It is shown that the
hybrid AI method used outperforms comparable results obtained by the
classical numerical method, including various situations with different
QoS limitations.

1 Introduction

Hybrid artificial intelligence systems are defined as any combination of intelli-
gent technologies (e.g. neuro-fuzzy approaches, evolutionary optimised networks,
etc.), but particularly those that prove to have an obvious advantage in their
performance. Therefore, hybrid artificial intelligence systems have been used in
various application domains such as medical diagnoses from data images [14],
industrial and environmental applications [5], strategic human resource manage-
ment in high-technology companies [11], etc. Hybrid artificial intelligence can
then be considered as the ability to act appropriately in an uncertain environ-
ment using artificial intelligence techniques such as learning, reasoning, adapta-
tion, etc.

Cognitive radio (CR) [10], [7] deals with intelligent assignment and the use
of the radio spectrum and cognitive networking [2], which deals with the intel-
ligent routing of information through a network, and are new research fields for
hybrid artificial intelligence applications. A cognitive radio network is defined
by Thomas [13] as a computer network with a cognitive process that can detect
current network conditions, learn from previous and current network environ-

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 61–73, 2014.
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Fig. 1. An example of downlink/uplink cognitive radio

ments, and improve its network parameters. It can provide a better wireless net-
work service by improving its network parameters through this cognitive process.

The resource allocation problem in downlink (Cognitive Radio Base Sta-
tion/Core Station, CRBS/CS, to secondary users transmission) and uplink (se-
condary users to CRBS/CS) is depicted in Fig. 1. As shown in Fig. 1,
the cognitive radio network coexists with the primary (licensed) system in the
same geographical location. The cognitive radio network is able to opportunis-
tically access the available unused spectrum bands without causing interference
to the primary users. There is no synchronization between the primary system
and cognitive radio network.

Providing quality of service (QoS) guarantees over cognitive radio channels
has not been sufficiently studied yet. Multimedia services such as video and
audio transmission require bounded delays or guaranteed bandwidth. A hard
delay bound guarantee is infeasible due to the impact of the time varying fad-
ing cognitive channels. For example, over the Rayleigh fading channel, the only
lower-bound of the system bandwidth that can be deterministically guaranteed
is a bandwidth of zero.

Thus, we use an alternative solution by providing the statistical QoS con-
straints that guarantee a delay-bound with a small violation probability. More-
over, in cognitive radio channels in which access to the channel can be inter-
mittent, or transmission occurs at lower power levels depending on the activity
of the primary users (PUs). Furthermore, cognitive radios can suffer from er-
rors in channel sensing as false alarms. Hence, the performance of cognitive
radio systems under QoS constraints can be studied as a form of delay or buffer
constraints.
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It is our opinion that the QoS provisioning problem raising in cognitive radio
networks can be properly solved using techniques based on artificial intelligence
methods. In particular, we propose the application of fuzzy reinforcement learn-
ing methods to implement the decision making process in situations where inputs
are generally uncertain, imprecise or qualitatively interpreted. As a result, in this
paper, we propose a distributed algorithm that can be implemented in each of
the secondary user stations. It allows the implementation of the QoS provision-
ing transmissions for each of the secondary users with low complexity from both
hardware and software perspectives. Moreover, the proposed solutions can be
used in many real-time applications such as mobile TV, TV distribution (e.g.
Video on Demand over DTT), TV White Spaces, etc.

The main goal of this paper is as follows. We propose a novel fuzzy reinforce-
ment learning for QoS provisioning transmission in cognitive radio networks.
The suggested method includes the traditional fuzzy logic system with the de-
termined membership function, as well as the reinforcement learning algorithm.
Using simulation experiments, we have found the highest probability for QoS
provisioning transmission to secondary users (SUs) for defined parameters of
the CR network.

The remainder of the paper is organised as follows. Section 2 describes the
system model. Section 3 gives an overview of the fuzzy reinforcement learn-
ing method applied to the QoS provisioning system in CR networks. Section
4 outlines the results of simulation experiment. In Section 5, we present the
conclusion.

2 System Model

In this section, we present the model for QoS provisioning transmission in cog-
nitive radio networks. We also formulate the radio channel model and provide
the effective capacity term of the cognitive radio channel.

Consider a cognitive radio network with the secondary users and free radio
channels available for use by multiple secondary users. Each channel can be used
simultaneously by multiple secondary users. Moreover, a single secondary user
can use several channels at the same time to achieve their requirements.

2.1 Cognitive Channel Model

Cognitive radio channel model allows the sending of information by a secondary
transmitter to a secondary user, possibly in the presence of primary users. The
cognitive radio channel will be tested by secondary users. If the secondary trans-
mitter selects its transmission when the channel is busy, the average power is
P 1 and the rate is r1. When the channel is idle, the average power is P 2 and
the rate is r2. We assume that P 1 = 0 denotes the stoppage of the secondary
transmission in the presence of an active primary user. Both transmission rates,
r1 and r2, can be fixed or time-variant depending on whether the transmitter
has channel side information or not. In general, we assume that P 1 < P 2. In the
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Fig. 2. State transition model for the cognitive radio channel

above model, the discrete-time channel input-output relation in the absence in
the channel of the primary users is given by

y(i) = h(i)x(i) + n(i), i = 1, 2, . . . (1)

where h(i) is the channel coefficient, i is the symbol duration. If primary
users are present in the channel, the discrete-time channel input-output relation
is given by

y(i) = h(i)x(i) + sp(i) + n(i), i = 1, 2, . . . (2)

where sp(i) represents the sum of the active primary users’ faded signals
arriving at the secondary receiver n(i) is the additive thermal noise at the receiver
and is zero-mean, circularly symmetric, complex Gaussian random variable with
variance E{|n(i)|2} = σ2

n for all i.
We assume that the receiver knows the instantaneous lambda values {h(i)},

while the transmitter has no such knowledge. We construct a state-transition
model for cognitive transmission by considering the cases in which the fixed
transmission rates are lesser or greater than the instantaneous channel capacity
values. In particular, the ON state is achieved if the fixed rate is smaller than
the instantaneous channel capacity. Otherwise, the OFF state occurs.

We assume that the maximum throughput can be obtained in the state-
throughput model [1], which is given in Fig. 2. Four possible scenarios are asso-
ciated with the model, namely:

1) channel is busy, detected as busy (correct detection),
2) channel is busy, detected as idle (miss-detection),
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3) channel is idle, detected as busy (false alarm),
4) channel is idle, detected as idle (correct detection).

If the channel is detected as busy, the secondary transmitter sends with power
P 1. Otherwise, it transmits with a larger power, P 2. In the above four scenarios,
we have the instantaneous channel capacity, namely

C1 = B log2(1 + SNR1 · z(i)) channel is busy, detected as busy (3)

C2 = B log2(1 + SNR2 · z(i)) channel is busy, detected as idle (4)

C3 = B log2(1 + SNR3 · z(i)) channal is idle, detected as busy (5)

C4 = B log2(1 + SNR4 · z(i)) channel is idle, detected as idle (6)

where B is the bandwidth available in the system, z(i) = [h(i)]2, SNRi for i =
1, . . . , 4 denotes the average signal-to-noise ratio (SNR) values in each possible
scenario.

The cognitive transmission is associated with the ON state in scenarios 1
and 3, when the fixed rates are below the instantaneous capacity values (r1 <
C1 or r2 < C2). Otherwise, reliable communication is not obtained when the
transmission is in the OFF state in scenarios 2 and 4. Thus, the fixed rates
above are the instantaneous capacity values (r1 ≥ C1 or r2 ≥ C2). The above
channel model has 8 states and is depicted in Fig. 2. In states 1, 3, 5 and 7, the
transmission is in the ON state and is successfully realised. In the states 2, 4, 6
and 8 the transmission is in the OFF state and fails.

2.2 Effective Capacity

The statistical QoS constraints in cognitive radio networks can be identified
through effective capacity. Effective capacity was introduced by Wu and Negi
[16] as the maximum constant arrival rate that a given time-varying service
process can support while meeting the QoS requirements.

We assume that the maximum throughput can be obtained in the state-
transition model [1]. The effective capacity is expressed by:

Ec(θ) = −
1

θ
log(E[e−θR]) (7)

where R is the independent identical distributed (i.i.d.) service process and
E[y] is taking expectation over y. Specifically, if θ ≥ − log ε/Dmax, then:

sup
t

Pr{D(t) ≥ Dmax} ≤ ε (8)
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where Dmax is the maximum tolerable delay of the traffic rate and D(t) is the
delay at time t. The Eq. (8) indicating that the probability that the traffic rate
delay exceeds the maximum tolerable delay is below ε.

By using effective capacity Tang and Zhang [12] have determined that the opti-
mal power and rate adaptation techniques that maximise the system throughput
under QoS constraints. The effective capacity and resource allocation strategies
for Markov wireless channel models were studied by Liu et al. [9]. In this study,
the continuous Gilbert-Elliot channel model with ON and OFF states was used.
The energy efficiency under QoS constraints was analysed by Gursoy et al. [6] in
low power and wideband regions. Unfortunately, none of the above-mentioned
papers have been not considered in the application of artificial intelligence sys-
tems to solve the formulated problem.

3 Fuzzy Reinforcement Learning Methods for QoS
Provisioning Transmission in the Cognitive Radio
Network

We assume that each secondary user possesses three sensors: one to detect the
required SNR, the second to detect the primary user transmission and the third
to define channel quality. For a two-dimensional environment, all of this infor-
mation obtained by the j-th secondary user is given by Fig. 3.

The current SNR is defined by the membership function plotted in the Fig.
3(a) and 3(b). Fig. 3(c) and 3(d) show the membership function associated with
the required SNR. The levels of acceptance of transmission realized by primary
users are defined by the membership functions presented in Fig. 3(e) and Fig.
3(f). Fig. 3(g) and 3(h) show the membership function associated with channel
transmission rate defined by the current value of r.

A membership value defining the fuzzy state of the j-th SU with reference
to the k-th transmission channel in respect current SNR for a two-dimensional
environment is given by:

μ
(j)
state(current SNR(k)) = μ(j)

x (current SNR(k)) · μ(j)
y (current SNR(k)) (9)

A membership function defining the fuzzy state of thhe j-th SU with reference
to the k-th transmission channel in respect of the required SNR for a two-
dimensional environment is as follows:

μ
(j)
state(required SNR(k)) = μ(j)

x (required SNR(k)) · μ(j)
y (required SNR(k))

(10)
A membership function defining the fuzzy state of the j-th SU defining its

acceptance level of transmission realized by the l-th PU for a two-dimensional
environment is as follows:

μ
(j)
state(PU acceptance(l)) = μ(j)

x (PU acceptance(l)) · μ(j)
y (PU acceptance(l))

(11)
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Fig. 3. Fuzzy sets for two-dimensional environment defining membership functions
of current SNR (a, b), required SNR (c, d) with reference to the studied channel,
PU acceptance (e, f) with respect to the nearest PU; transmission rate with reference
to the studied channel

Similarly, the current transmission rate of j-th SU with reference to the k-th
channel which also defines the fuzzy state for a two-dimensional environment is
computed as:

μ
(j)
state(trans. rate

(m) = μ(j)
x (trans. rate(k)) · μ(j)

y (trans. rate(k)) (12)

The system model is described by the multidimensional membership function,
which can be treated as a multidimensional hypercube. The fuzzy state for the



68 J. Martyna

j-th SU can be defined by the fuzzy pair (sn, an) for the n-th fuzzy variable,
where s and a are the state and action respectively. Using the aggregation of the
fuzzy state, we can achieve:

Q
(j)
state(s, a)← Q

(j)
state(s, a) +

N∑
n=1

α(j)
n · μ(j)

state(sn, an) (13)

where N is the total number of fuzzy variables.
For the four exemplary fuzzy variables we have the Q-function for j-th SU,

namely

Q
(j)
state ← Q

(j)
state(s, a)

+

K∑
k=1

(α
(j)
k μ

(j)
state(current SNR(k)) + α

(j)
k μ

(j)
state(required SNR(k)))

+

L∑
l=1

(α
(j)
l μ

(l)
state(PU acceptance(l)) +

K∑
k=1

α
(j)
k μ

(k)
state(trans. rate

(k)) (14)

where α
(j)
n is the learning rate for SU j with respect to n-th fuzzy variable,

K is the total number of channels for j-th SU, L is the total number of PUs.
Let the radio transmitting range of the SU be equal to R. Thus, we can again

define the Q-function value as follows:

Q
(j)
state(st+1, at+1)←

⎧⎪⎨⎪⎩
0 if j /∈ {J}
Q

(j)
state(st, at) + α

(j)
state(st, at) if j ∈ {J0<τ≤0.5R}

Q
(j)
state(st, at) + β(j)Q

(j)
state(st, at) if j ∈ {J0.5R<τ≤R}

(15)
where {J} is the set of SUs and PUs in the range of the PU observation with

the radius equal to R, {J0<τ≤0.5·R} and {J0.5·R<τ≤R} are the sets of SUs and
PUs in the range of the SU observation with the radius equal to 0 < τ ≤ 0.5 · R
and 0.5 · R < τ ≤ R, respectively. β(j) are learning rate factors.

The state space in reinforcement learning can be treated as a stochastic prob-
lem. In the standard approach, we can generalise the Q-value across states using
the function approximation Q(s, a, f) for approximating Q(s, a), where f is the
set of all learned fuzzy logic mechanisms [3], [4]. To handle all the information,
we can use the data mining approach.

Fig. 4 presents the system architecture used for the data mining process of
a single SU station in the CR network. The data mining process referring to a
single SU is given by the following procedure:

Procedure 1

1) The SU by use its sensors fixes the current values of all the membership
functions. Further, it defines the actual value of state-action pair.
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Fig. 4. A block diagram for an agent system architecture in case of data mining

2) The SU computes the learning rate α, which for the j-th SU is given as
follows:

α(j) =
1∑N

n=1 μ
(n)
state

(16)

where N is the total number of fuzzy variables. Above equation shows that by
increase of the number of fuzzy variables the learning rate becomes smaller.
3) The SU computes the Q-function for each fuzzy parameter. We applied the

selection procedure based on Kóczy-Hirot method presented a.o. by Joó [8]. This
method computes a conclusion as a weighted sum of vague consequent values
bn, which is given by

C(bh) =

∑H
h=1 wh · dist(y0, bh)∑H

h=1wh

(17)

where wh is the weight inverse proportional to the vague distance of the
observation x from action a. For the h-th rule the weight is defined as

wh =
1

dist(x, a)
(18)

5) After the choice of the action by the SU the reward function rt(st, at) is
computed. Further, it upgrades the ΔQt and computes Qt(st, at).
6) The computation goes to step 1.

The function Q is computed by the Q-learning algorithm; this algorithm was
presented byWatkins andWatkins and Dayan [15]. We recall that the Q-function
is given by:

Qt(st, at) = (1 − α)Qt(st, at) + α(rt + γ max
at∈A

Qt(s
′
t, a

′
t)) (19)
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where A is the set of all the possible actions, α (0 ≤ α < 1) and γ (0 ≤ γ ≤ 1)
denote the learning rate and the discount parameter, Qt(s

′
t, a

′
t) is the value of

the Q function after the execution of action a′t. Fig. 5 shows the raw form of the

initialization t = 0, rT = (st, at) = 0;
begin
for ∀ st ∈ S and at ∈ A do

t := t+ 1; access the current state st;
at ← choose action(st, Qt);
perform action at;
compute: rt(st, at), st+1;

ΔQt ← (rt + γmaxat(Qt(st+1, at))−Qt(st, at);
Qt(st, at) ← (1− α)Qt(st, at) + αΔQt;

end;

Fig. 5. Q-learning algorithm estimates new state obtained by performing the chosen
action at each time step

Q-learning algorithm. It can be seen that the Q-learning algorithm is an incre-
mental reinforcement learning method. The choice of the action does not show
how to obtain it. Therefore, the Q-learning algorithm can use other strategies
that it learns, irrespective of the assumed strategy. This means that it does not
need actions that would maximise the reward function.

4 Simulation Results

In this section, we highlight the performance of the learning framework presented
in the previous sections.

We simulated the cognitive framework as an extension of wireless LANs with
cognitive radio capability. We used an arrangement of 12 secondary transmitters
and receivers randomly distributed on a quadrat equal to 200 m × 200 m. The
maximum power of each of the secondary users is equal to 20 dBm. A primary
unity with a maximum power equal to 30 dBm is located at the central point of
the simulated area.

In this illustrative simulation, we assume that the highlight of the impact
on the multimedia quality of all six pairs of secondary transmitters stream the
multimedia data to their receivers. The primary user randomly disturbs their
transmission.

For each pair of secondary users, we simulated 3000 samples of Rayleigh faded
received signals. Analogously, for the primary user, we generated 3000 randomly
distributed Rayleigh faded signal samples.

For the decision system, 12 rules with various heights have been used. For
rules considering the required SNR values, we have a weight equal to 3. All four
rules associated with the primary user have weights equal to 2. The weights
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Fig. 6. Effective capacity as a function of the detection threshold value for the sec-
ondary users

Fig. 7. Effective capacity versus QoS exponent θ for the secondary users

considering the current value of SNR have a value equal to 1. We assume that
the radio transmitting range for secondary users is equal to 50 m. The channel
bandwidth is equal to 100 kHz. The QoS exponent is equal to 0.001. The average
SNR values when the channels are correctly detected are SNR1 = 0 dBm and
SNR4 = 1 dBm for busy and idle channels respectively.

The results obtained by the simulation have been compared with the com-
putational results achieved using the effective capacity method applied to the
streaming multimedia data. Fig. 6 shows the effective capacity as a function of
the detection threshold value λ. As we see in Fig. 6 the effective capacity is
increasing with increasing the detection threshold value λ.
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Fig. 7 plots the effective capacity as a function of the QoS exponent obtained
for both classes of the secondary users under the assumption that the probability
of false alarm is equal to 0 and the probability of detection is equal to 1.

5 Conclusion

In this paper, we presented a method for fuzzy reinforcement learning in QoS
provisioning transmission in cognitive radio networks. We have also proposed a
new algorithm for the fuzzy reinforcement learning algorithm that can be used
by secondary users in CR networks. By using the proposed method, CR networks
can offer great potential for all multimedia applications. The effectiveness of our
technique is demonstrated in the simulation study. It was shown that presented
solution provides better results than the traditional approach to QoS provi-
sioning transmission in CR networks. Moreover, the proposed method could be
viewed as a starting point in the design of other techniques such as neuro-fuzzy
or type-2 fuzzy logic controllers.
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Abstract. The discovery of characteristic time series patterns is of fun-
damental importance in financial applications. Repetitive structures and
common type of segments can provide very useful information of pat-
terns in financial time series. In this paper, we introduce a time series
segmentation and characterisation methodology combining a maximal
likelihood optimisation procedure and a clustering technique to auto-
matically segment common patterns from financial time series and ad-
dress the problem of stock market prices trends. To do so, the obtained
segments are transformed into a five-dimensional space composed of five
typical statistical measures in order to group them according to their sta-
tistical properties. The experimental results show that it is possible to
exploit the behaviour of the stock market Ibex-35 Spanish index (closing
prices) to detect homogeneous segments of the time series.

Keywords: Clustering, Ibex-35 index, segmentation, stock market, time
series.

1 Introduction

Time series are an important type of temporal data objects that are collected
chronologically. Time series analysis is a challenging topic in the machine learn-
ing community because of the intrinsic characteristics of these data (e.g. the
natural temporal ordering of the data or the potential random fluctuations of
the underlying dynamics of the time series), which hampers their analysis. In
this context, the term time series data mining [1] refers to a wide range of tech-
niques which are used with the purpose of exploratory analysis, prediction and
forecasting, hidden pattern discovery, segmentation or visualisation, among oth-
ers. This paper is framed in the context of time series segmentation and pattern
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discovery. More specifically, the problem of segmenting a financial time series in
order to group the resultant segments into similar clusters is considered.

Based on the work of Cheong et al. [2], this paper introduces the concept of
maximal likelihood ratio (denoted as max-LR) for time series segmentation. This
likelihood ratio can be used for dividing the time series considered (or part of
it) until a predefined threshold is reached. As opposed to the original proposal,
we also consider the problem of characterising the segments obtained from the
previous segmentation step. To do so, firstly, five common statistical measures
are computed for each segment and a clustering technique is used thereafter
with the purpose of assigning a class label to each segment and automatically
cluster common patterns within the framework of financial time series. As said,
this two-fold technique is used for discovering stock market prices trends (see
[3], which attempts in a similar way to detect macroeconomic phases based on
the Dow Jones Industrial Average).

Concerning the analysis of stock prices, there are two main schools of thought,
two different methods of answering to the questions of what and when to buy or
sell that can be found in the financial literature: fundamental and technical anal-
ysis. Recently, a third approach, known as cyclical, has made rapid progress and
promises to contribute a great deal to our understanding of economic trends. In
this work, we move between the cyclical and the technical analysis1 approaches
as our analysis is based on charts and figures but we also search for charac-
teristic cycles in a long time series. More specifically, the characteristics of the
resultant segments from the segmentation algorithm (when considering the time
period 1992-2013) are investigated following the analysis of the behaviour of
’bear’, ’bull’ and ’sluggish’ markets, as defined by Pagan and Sossounov [5].
From this analysis, several patterns are identified as time periods2 of a gener-
alised upward trend (positive returns), periods of a generalised downward trend
(negative returns) and accumulative/distribution phases, respectively, based on
technical analysis. On both bases, we concentrate on aspects of the stock mar-
ket behaviour by relating the resultant segments to several well-known financial
patterns.

The research conducted in this paper corresponds to the first step of a two-
phase time series study. As said, this paper focuses on the identification of char-
acteristic temporal patterns associated to stock market time series (the Spanish
Ibex-35). The second future step would correspond to event prediction or fore-
casting using the temporal patterns identified in the previous phase (as opposed
to common prediction strategies in time series).

The rest of the paper is organized as follows. Section 2 presents a little state of
the art about segmentation, while Section 3 presents and discusses the clustering

1 Technical analysis is the science of recording, usually in graphic form, the actual
history of trading (price changes, volume of transactions, etc.) in a certain stock and
then deducing from that pictured history the probable future trend [4].

2 Trend analysis studies also include the well-known Elliott Wave Principle, Dow The-
ory and related vocabulary as primary trend.
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segmentation. In Section 4, some results are presented and analysed. The last
section depicts the conclusions and future lines of research.

2 Overview of the Segmentation Problem

In general, time series segmentation consists of two interdependent steps: de-
tecting nonstationarity and localising important or characteristic events in the
time series. Most of the segmentation techniques can be subdivided into methods
based on one distribution and methods based on two distributions.

The one-distribution or one-model method bases the segmentation on the pres-
ence of significant deviations of the residuals from its assumed behaviour (which
is given by the selected distribution), i.e., these methods analyse whether the
time series values follow the predefined distribution (where the choice of this
function is an important step of these techniques). Typical one-model segmenta-
tion algorithms includes the online versions of CUSUM (Cumulative Sum) and
GLR (Generalized Likelihood Ratio) tests [6], the sliding windows Algorithm,
and its extension, the Sliding-Windows-And-Bottom-up (SWAB) algorithm [7].

In contrast, the two-distribution approach assumes that there exist a cut point
in the time series where the distributions of the time values before and after this
cut point differ. This kind of segmentation methods bases the segmentation on
some convenient measures of differences between two distributions, which we de-
note as the reference distribution (hypothetical distribution before the cut point)
and test distribution (the distribution after the cut point). Two main questions
underlying the two-distribution segmentation arise: firstly, as in the case of one-
distribution methods, how to identify the reference and test distributions; and
secondly, how to measure the differences between the two distributions. Several
statistics have been suggested to measure this difference such as the maximal
generalised likelihood ratio (max-GLR) [2,8], the Chernoff’s distance [9] or the
maximal Vald statistic (max-W) [10]. The methodology used in this paper can
be framed under the category of two-distributions methods (the assumed distri-
bution is the Normal and it makes uses of the maximal likelihood ratio in order
to measure the previously mentioned difference).

On the other hand, other time series segmentation works consider the discreti-
sation of continuous time series (or segments) into meaningful labels/symbols
[11,12] (an approach known as the “numeric-to-symbolic” conversion). This is
usually done by considering the mean of each segment, but other statistical
properties can be considered as well (such as the ones considered in this paper,
where each segment is characterised using a clustering analysis process). This is
a useful approach (which is used after segmenting the time series) when trying
to detect similar patterns in the time series or for a prediction phase.

3 Time Series Segmentation and Clustering

The problem of time-series segmentation considered is the following: Given a
time series X = {xi | i = 1, . . . , N}, partition the set of values xi into m consec-
utive subsets/segments within which the behaviour of xi is homogeneous. The
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segmentation algorithm should provide a partition of the time index set into sub-
sets: S1 = {x1, . . . , xt1}, S2 = {xt1 , . . . , xt2}, . . . , Sm = {xtm−1 , . . . , xN}, where
t’s are the cut points and are subscripted in ascending order (t1 < t2 < tm−1).
Each subset Sl, l = 1, . . . ,m is a segment. The integer m and the cut points
ti, i = 1, . . . ,m− 1, have to be determined automatically by the algorithm. Fur-
thermore, in the approach considered in this paper, the segments are grouped
into k different classes (k < m), where k is a parameter defined by the user,
in such a way that each Sl segment will be associated to a class label: (S1, C1),
(S2, C2), . . ., (Sm, Cm), where Cl, l = 1, . . . ,m, is the class label of the l-th seg-
ment. The class label of each segment Cl has k possible values.

3.1 Likelihood-Based Segmentation

To find the m−1 unknown cut points tl (separating segment l and l+1, where m
is the number of segments) a recursive segmentation scheme could be considered
as done in previous works [2,13,14]. This method is based on the likelihood-
ratio test under an i.i.d. Gaussian distribution (assuming that each segment is
sampled from a Gaussian distribution with different mean and variance) and a
joint distribution consisting of two different Gaussian models for the complete
time series.

Suppose a segment ss with a number of elements ns (where ss = (xtl , . . . , xtl+1
)

and s = 1, . . . ,m) following a Gaussian distribution with parameters μs and σ2
s .

Then, let us denote a potential cut point for the observations ss as u, in such a
way that the observations on the left hand side are assumed to be sampled from
a Normal distribution N(μsL, σ

2
sL) and the ones on the right hand side from a

Normal distributionN(μsR, σ
2
sR) with different parameters. In this case, we define

the likelihood-ratio between L1 and L2(u) to contrast the null hypothesis that the
ns observations are sampled from the same Normal distribution (the alternative
hypothesis being that the ns observations are associated with two independent
Normal distributions). L1 and L2(u) can be defined as:

L1 =

tl+1∏
i=tl

f(xi;μs, σ
2
s ) and L2(u) =

tl+u∏
i=tl

f(xi;μsL, σ
2
sL)

tl+1∏
i=tl+u+1

f(xi;μsR, σ
2
sR)

The logarithmic likelihood-ratio between L1 and L2(u) (i.e., logL(u)) can be
defined in the form:

logL(u) = log
L2(u)

L1
= logL2(u)− logL1 =

=

tl+u∑
i=tl

f(xi;μsL, σ
2
sL) +

tl+1∑
i=tl+u+1

f(xi;μsR, σ
2
sR)−

tl+1∑
i=tl

f(xi;μs, σ
2
s ),
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where for the Normal distributions hypothesis it holds that:

logL(u) = ns log σs − u log σsL − (ns − u) logσsR,

where σs, σsL and σsR are approximated as the maximum likelihood estimators,
based on a sufficiently large value of ns, u and (ns − u) (in order to warranty
that these estimators have good properties, such as consistency, efficiency and
asymptotic normality). For this reason, the minimum size of the segments will
be analysed in the experimental study (this parameter will be denoted as z in
the subsequent paragraphs).

To find the optimal cut point u for a segment ss, the logarithmic likelihood-
ratio between L1 and L2(u) that has been defined previously can be used as an
indicator to separate the observations into two segments. More specifically, an
adequate way to separate the observations is to choose u so that logL(u) takes
the maximum value. In other words, an adequate segmentation should be done
at u∗ = argmaxu(logL(u)).

Note that, a predefined threshold p can be selected in order to restrict the
divisions to be done. That is, if max(logL(u)) is less than p, then the segment is
not divided. This is used as the stopping condition for the recursive segmentation
procedure. As the asymptotic distribution of 2 logL(u) is a χ2

2 distributed with
two degrees of freedom, then we can select p = −2 log(1 − α), where α is the
level of significance. Then, the decision rule to divide a segment ss is:

IF logL(u∗) > −2 log(1− α)
THEN the initial segment ss must be split at u∗. Continue to divide the

resultant left subsegment ssL provided that u > 2z and/or the resultant right
subsegment ssR if (ns − u) > 2z.

ELSE Stop the division procedure.
The defined segmentation procedure is a Top-Down technique, since the time

series is recursively partitioned until the stopping criterion is met. Other ap-
proaches in the literature are the Bottom-Up and the Sliding Windows [7].

For the sake of understanding, the main steps of the proposed algorithm are
summarized in Fig. 1. Note that, once that the segmentation step is finished,
the next steps (which are defined in the next subsections) are the mapping to a
five-dimensionality space and the clustering process.

Input: Time series, k, z, α
Output: Time series segments and labels.

1. Divide the time series according to the likelihood-based decision rule previously
defined (recursive process).

2. Map the segments to a five-dimensional space via a predefined set of statistical
functions.

3. Apply the k-means clustering algorithm.

Fig. 1. Pseudocode for the proposed methodology



Time Series Segmentation and Statistical Characterisation 79

3.2 Segment Characteristics for Clustering

As said, each segment provided by the segmentation algorithm is converted into a
five-dimensional space by the computation of five statistical metrics. The metrics
selected for the analysis are the following:

– Variance: it is a measure of variability of the values in the segment:

S2
s =

1

ns

tl+1∑
i=tl

(xi − μs)
2

– Skewness: it represents the asymmetry of the segment values distribution:

γ1s =
1
ns

∑tl+1

i=tl
(xi − μs)

3

S3
s

– Kurtosis: it measures the degree of concentration that the values present
around the mean:

γ2s =
1
ns

∑tl+1

i=tl
(xi − μs)

4

S4
s

− 3

– Slope of a linear regression over the points of the segment: A linear model is
constructed for every segment trying to obtain the best linear approximation
for the points. It is a measure of the general tendency of the segment:

βs =
1
ns

∑tl+1

i=tl
(i− ts)(xi − μs)

S2
s

,

where ts =
tl+tl+1

2 .
– Autocorrelation coefficient: it measures the degree of correlation between

the current values of the time-series and the values of the time-series in the
previous time stamp:

ACs =

∑tl+1

i=tl
(xi − μs)(xi+1 − μs)

S2
s

3.3 Clustering Phase

In this step of the methodology, the segments (which are represented as patterns
in the five-dimensional space) are grouped according to their similarity (consid-
ering their statistical properties) via a clustering algorithm. For the sake of sim-
plicity, the well-known k-means algorithm is selected for this purpose [15]. Note
that, before the clustering, the metrics have been normalised given the distance-
based nature of the k-means clustering. In order to minimise the randomness
of the results in the experiments (due to different centroids initialisations), we
performed a deterministic process to select these values based on the metrics
variability (similar to the one in [16]).
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4 Experimental Results and Discussion

The experiments performed and the results obtained are analysed in this section.

4.1 Spanish Stock Market Index Dataset

As said, we analysed one of the official indexes of the Madrid Stock Market: the
Ibex-35, an index composed of the 35 most liquid values listed in the Computer
Assisted Trading System. For our study we considered the daily closing prices
of the Spanish Ibex-35 stock index from 15 January 1992 to 29 October 2013,
presenting thus a total of 5504 observations. The complete time series used in
the experiments can be seen in Fig. 2a where the most relevant financial phases
have been included.

4.2 Clustering Evaluation Metrics

To evaluate the segmentation (and the different parameters of the segmentation
algorithm) several metrics [15] have been selected to measure the compactness
of the clusters:

– TheDavies-Bouldin index (DB):This indexattempts tomaximise thebetween-
cluster distance while minimising the distance between the cluster centroids to
the rest of points. It is obtained as:

DB =
1

k

k∑
i=1

max
i�=j

di + dj
d(ci, cj)

Where di is the average distance of all elements in cluster Ci to centroid ci,
and d(ci, cj) is the Euclidean distance between centroids ci and cj .

– The Dunn index (DU): This index attempts to identify clusters that are
compact and well-separated. In this case, the distance between two clusters
is defined as: d(Ci, Cj) = min d(x,y), ∀x ∈ Ci, ∀y ∈ Cj. Thus, the Dunn
index is constructed as:

DU = min
i=1,...,k

(
min

j=i+1,...,k

(
d(Ci, Cj)

maxl=1,...,k diam(Cl)

))
,

where

diam(Ci) =
1

nCi(nCi − 1)

∑
x,y∈Ci

d(x,y),

being nCi the number of patterns belonging to cluster Ci.
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4.3 Experimental Results

For the experiments, several configurations of the algorithm are tested (changing
the parameters k, z and α) in order to decide the optimal parameter combination.
The obtained results can be seen in Table 1 for the two selected clustering
evaluation metrics (DB and DU). Note that DB is intended to be minimised and
DU to be maximised. The range for the parameters has been determined in the
following manner: for α, values of 0.01 and 0.05 are considered, as they are the
most common levels of significance in hypothesis tests. z is dependent on the time
series analysed. In our case, values associated with 5, 6 and 7 workweeks (z =
25, 30, 35, respectively) have been considered. k is the most difficult parameter to
obtain, for this reason, its grid is greater (k = 4, 5, 6, 7). Analysing the results,
the best values for the DB and DU functions are achieved with the following
parameter configuration: α = 0.01, z = 30 and k = 5. The clustering obtained for
these parameters identifies compact and well-separated clusters that maximise
the between-cluster distances and minimise the intra-cluster distances.

Table 1. DB and DU values obtained for different parameter configurations

Davies-Bouldin index (DB) Dunn index (DU)
α = 0.01 z = 25 z = 30 z = 35 α = 0.01 z = 25 z = 30 z = 35
k = 4 0.9384 0.8886 0.9677 k = 4 0.2344 0.2653 0.4342
k = 5 0.8567 0.7828 0.9161 k = 5 0.2267 0.4615 0.3764
k = 6 1.0032 0.9142 0.9818 k = 6 0.2086 0.3683 0.4133
k = 7 1.0500 0.8083 0.9600 k = 7 0.1534 0.2690 0.4133

α = 0.05 z = 25 z = 30 z = 35 α = 0.05 z = 25 z = 30 z = 35
k = 4 0.9298 0.8685 0.9623 k = 4 0.2755 0.2653 0.4342
k = 5 0.8495 0.8139 0.9120 k = 5 0.2719 0.3280 0.3764
k = 6 1.0084 0.9055 0.9794 k = 6 0.2465 0.3683 0.4133
k = 7 1.0551 0.8034 0.9535 k = 7 0.1419 0.2690 0.4133

The characteristics of the centroids obtained by the clustering algorithm for
the best segmentation can be seen in Table 2. In the following subsection, these
clusters will be analysed, comparing some of them to some previous and well-
known financial patterns.

Table 2. Characteristics of the obtained centroids

Cluster Variance Asymmetry Kurtosis Slope Autocorrelation
C1 (red) 53141.70 0.6843 0.3547 0.0964 31.9930
C2 (green) 51103.79 -0.0112 -0.9191 6.4235 26.9927
C3 (dark blue) 312073.39 0.0950 -0.7967 -49.1215 26.6318
C4 (pink) 49860.80 0.0024 -0.6944 1.3271 51.3734
C5 (cyan) 60948.96 -0.5927 -0.0685 2.2222 29.7812
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(a) The original sequence of the dataset
used.

(b) Best segmentation and clustering ob-
tained.

Fig. 2. Original time series and the best segmentation
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4.4 Discussion

The best segmentation, with a total of 134 segments, can be seen in Fig. 2b. The
cut points obtained in the best segmentation are represented as vertical dashed
lines and each segment is coloured according to its assigned cluster in the cluster-
ing process. Note that, given the nature of the used statistics for the clustering
process, the shape of patterns belonging to the same cluster might differ (as
patterns presenting different shapes can present similar statistical properties),
instead, patterns in the same cluster will have similar trends and homogeneous
characteristics. According to the centroids in Table 2, each cluster can be defined
as follows:

– C1 (red colour) groups segments with high variance (values far from the
mean and with great differences between maximum and minimum values).
The distribution presents a clear asymmetry to the right; kurtosis is slightly
positive, which show that segments are little concentrated around the cen-
troid; the slope is nearly null, so the segments in this cluster do not present
a linear trend. As they have a high autocorrelation (although far from the
fourth cluster), this means that values in time t are positive correlated with
values in time t− 1. The shape is as deep saw tooth pattern, but with some
very low values. It corresponds to the broadening financial pattern (there
are 24 well-known financial patterns [17], and these are used to verify the
segmentation results).

– C2 (green colour) presents segments with a similar variance to the previous
cluster (values far from the mean and important differences between maxi-
mum and minimum values of the segments). The distribution is symmetric
and the kurtosis is highly negative (the segments are built with a high num-
ber of values of the time series, nor concentrated around the centroid, and
quite low). The slope is positive, which indicates the presence of an increas-
ing linear trend in the segments, with a low autocorrelation, or systematic
saw tooth patterns. This cluster is the most frequent in the time series and
mainly appears in the bullish phases of the market, being clearly identified
as the up-trend pattern.

– The segments with the greatest variance are included in C3 (dark blue colour),
where there can be appreciated the greatest differences between maximum
and minimum values of the segments, with a symmetric distribution; kur-
tosis value is slightly negative and the slope is highly negative, representing
a highly sloped decreasing linear trend, even with abrupt declines. The low
autocorrelation indicates systemic saw tooth pattern. The segments in this
cluster could easily be recognised as Downtrend financial pattern and it can
be highlighted that they are clearly found in the crash phases (see Fig. 2a
and 2b).

– C4 (pink colour) presents the lowest variance, with symmetric distribution,
and a slightly low kurtosis value. The segments in this cluster present a
moderate increasing linear trend (slightly positive slope). The autocorrela-
tion presents also increasing values for this cluster. These segments could
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represent moderate oscillations around the trend line, as a period of gener-
alised profit taking by investors.

– C5 (cyan colour) is composed of segments with very high variance (high
volatility of the market), with a clear left asymmetric distribution, that is,
there are more values lower than the centroid or mean; kurtosis is nearly
null (a number of values near to the centroid) which, considered along with
the high variance presented, indicates that there might be few patterns but
presenting very different values to the mean. As in the previous cluster, they
present a moderate increasing linear trend (slight positive slope) but also
a moderate autocorrelation (little saw tooth pattern or little oscillations as
wedges financial pattern).

To summarize, the proposed approach allows us to group segments with sim-
ilar statistical characteristics and trends. After the segments are analysed and
grouped in clusters according to their statistical characteristics, these clusters
are compared (or related) to the financial patterns defined in [17] and it can be
observed that contain at least four different financial patterns, namely Down-
trend (third cluster), Uptrend (second cluster), Broadening (first cluster) and
Wedges (fifth cluster). The segments in the fourth cluster can not be clearly
identified to a financial pattern, so one could state that belongs to some kind
of distribution phase, and it can be regarded as new for future analysis. It can
be observed that the segments obtained in each cluster generally mutate their
shape in some way since 1998 (crisis in Brazil), and from that date peaks and
troughs are more acute, being an additional obstacle for finding homogeneous
patterns in this type of time series.

As it is shown in Fig. 2a and 2b, the presence of the corresponding segments
in each phase agree well with the date of important market events, phases and
changes of primary trends.

5 Conclusions

This paper presents a likelihood-based time series segmentation methodology.
The segments obtained are used for a posterior clustering-based analysis (where
these segments are mapped to a five-dimensional space representing their statis-
tical properties and grouped according to their similarity). The characteristics
of the resultant clusters and their relation to other well-known financial patterns
is analysed in the discussion section of this paper. The segmentation obtained is
consistent with the key milestones in this Ibex-35 index and describe this time
series satisfactorily, which encourages us to further investigate in this hybrid
data mining methodology.

The next step of this work corresponds to the prediction of complete time
periods, using the temporal patterns identified in the segmentation/clustering
phase. This prediction will allow us to determine the shape of the next period,
which is especially useful in financial applications to identify future market be-
haviours (’bear’, ’bull’ and ’sluggish’ periods or any other financial patterns that
indicates a change of trend).
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dalućıa” (Spain). Manuel Cruz-Ramı́rez’s research has been subsidized by the
FPU Predoctoral Program (Spanish Ministry of Education and Science), grant
reference AP2009-0487.

References

1. Fu, T.C.: A review on time series data mining. Eng. Appl. Artif. Intell. 24(1),
164–181 (2011)

2. Cheong, S.A., Fornia, R.P., Lee, G.H.T., Kok, J.L., Yim, W.S., Xu, D.Y., Zhang,
Y.: The japanese economy in crises: A time series segmentation study. Economics:
The Open-Access. Open-Assessment E-Journal 6(2012-5) (2012)

3. Wong, J., Lian, H., Cheong, S.: Detecting macroeconomic phases in the dow jones
industrial average time series. Physica A 388(21), 4635–4645 (2009)

4. Edwards, R., Magee, J.: Technical analysis of stock trends. Magee, Spring-
field/Mass (2013)

5. Pagan, A.R., Sossounov, K.A.: A simple framework for analysing bull and bear
markets. Journal of Applied Econometrics 18(1), 23–46 (2003)

6. Basseville, M., Nikiforov, I.V.: Detection of Abrupt Changes: Theory and Appli-
cation. Prentice-Hall, Inc., Upper Saddle River (1993)

7. Keogh, E., Chu, S., Hart, D., Pazzani, M.: An online algorithm for segmenting
time series. In: Proceedings of the IEEE International Conference on Data Mining,
ICDM 2001, pp. 289–296 (2001)

8. Appel, U., Brandt, A.V.: Adaptive sequential segmentation of piecewise stationary
time series. Information Sciences 29(1), 27–56 (1983)

9. Basseville, M., Benveniste, A.: Sequential segmentation of nonstationary digital
signals using spectral analysis. Information Sciences 29(1), 57–73 (1983)

10. Hawkins, D.: A test for a change point in a parametric model based on a maximal
Wald-type statistic. Sankhya 49, 368–376 (1987)

11. Das, G., Lin, K.I., Mannila, H., Renganathan, G., Smyth, P.: Rule discovery from
time series, pp. 16–22. AAAI Press (1998)

12. Ou-Yang, K., Jia, W., Zhou, P., Meng, X.: A new approach to transforming
time series into symbolic sequences. In: 21st Annual Conference on Engineering
in Medicine and Biology and the 1999 Annual Fall Meetring of the Biomedical En-
gineering Society, Proceedings of the First Joint BMES/EMBS Conference, vol. 2,
p. 974 (October 1999)

13. Bernaola-Galván, P., Román-Roldán, R., Oliver, J.L.: Compositional segmentation
and long-range fractal correlations in dna sequences. Phys. Rev. E 53, 5181–5189
(1996)

14. Sato, A.H.: A comprehensive analysis of time series segmentation on japanese stock
prices. Procedia Computer Science 24, 307–314 (2013); 17th Asia Pacific Sympo-
sium on Intelligent and Evolutionary Systems, IES 2013

15. Xu, R., Wunsch, D.: Clustering. IEEE Press Series on Computational Intelligence.
Wiley (2008)

16. Cohen, S., Intrator, N.: Global optimization of rbf networks (2000)
17. Chung, F.L., Fu, T.C., Ng, V., Luk, R.W.: An evolutionary approach to pattern-

based time series segmentation. IEEE Transactions on Evolutionary Computa-
tion 8(5), 471–489 (2004)



M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 86–97, 2014. 
© Springer International Publishing Switzerland 2014 

An Approach of Steel Plates Fault Diagnosis  
in Multiple Classes Decision Making 

Dragan Simić1,*, Vasa Svirčević2, and Svetlana Simić3 

1 University of Novi Sad, Faculty of Technical Sciences, Trg Dositeja Obradovića 6,  
21000 Novi Sad, Serbia  
dsimic@eunet.rs  

2 Lames Ltd., Jarački put bb., 22000 Sremska Mitrovica, Serbia  
vasasv@hotmail.com 

3 University of Novi Sad, Faculty of Medicine, Hajduk Veljkova 1–9, 21000 Novi Sad, Serbia  
drdragansimic@gmail.com 

Abstract. In the steel industry, specifically alloy steel, creating different de-
fected product can impose a high cost for steel product manufacturer. This pa-
per is focused on an intelligent multiple classes fault diagnosis in steel plates  
to help operational decision makers to organise an effective and efficient manu-
facturing production. Treebagger random forest, machine learning ensemble 
method, and support vector machine are proposed as multiple classifiers. The 
experimental results are further on compared with results in previous  
researches. Experimental results encourage further research in application intel-
ligent fault diagnosis in steel plates decision support system. 

Keywords: Fault diagnosis in steel, pattern classification, treebagger, support 
vector machine. 

1 Introduction 

A fault might be defined as non-optimal operation or an off-specification product as 
reference to an omission or error of a product or its specification and requests that it 
now be added or corrected. A ”fault” or ”problem” does not have to be the result of a 
complete failure of a piece of equipment, or even involve specific hardware. In proc-
ess plants, faults can be categorized according to their sources, i.e. sensor faults af-
fecting process measurements, actuator faults leading to errors in the operation of the 
plant, faults arising from erroneous operating policies or procedures as well as system 
component faults arising from changes in process equipment or human error [1].  

In the alloy steel industry, creating different defected products imposes a high cost 
for steel product manufacturer. Pits & Blister defect is a common fault in producing 
low carbon steel grades. To remove this drawback, it is necessary to grind the surface 
of the steel product which represents waste of time and causes increased production 
cost. 

                                                           
* Corresponding author. 
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Fault detection and diagnosis is a key component of many operations management 
automation systems. A ”root cause” fault is a fundamental, underlying problem that 
may lead to other problems and observable symptoms. A root cause is also generally 
associated with procedures for repair.  

Intelligent fault diagnosis techniques can provide quick and correct systems that 
help to keep away from product quality problems and facilitates precautionary main-
tenance. These intelligent systems use different artificial intelligent and data mining 
models and they should be simple and efficient. Decision tree, support vector ma-
chine, fuzzy logic algorithm, neural network and statistical algorithms are alternative 
approaches that are commonly employed nowadays in the industrial context to detect 
the occurrence of failure or faults [2].   

This research is focused on an intelligent multiple classes fault diagnosis in steel 
plates. Treebagger random forest, machine learning ensemble method, and support 
vector machine are proposed as multiple classifiers. The basic purpose of implemen-
tation multiple classifiers at fault diagnosis in steel plates is to help operational deci-
sion makers to organise an effective and efficient manufacturing production. The steel 
plates fault dataset investigated in this research is taken from the University of Cali-
fornia at Irvine (UCI) machine learning repository [3]. The diagnosis performances of 
the proposed models are presented using statistical accuracy, specificity and sensitiv-
ity. The experimental results are further on discussed and compared with results in 
previous researches that use hybrid artificial intelligent techniques such as: decision 
tree with boosting, multi perception neural network with pruning and logistic regres-
sion with step forward [4]. Experimental results show that the statistical measures, 
classification accuracy and specificity, of proposed treebagger random forest model 
had the best success of all test samples classification. On the other side, statistical 
measure, sensitivity of treebagger random forest, SVM and decision tree with boost-
ing models have achieved nearly the same amount.  

The rest of the paper is organized in the following way: Section 2 provides better 
understanding for the relationship between hybrid intelligent systems approach and 
relationship with classifier models. Section 3 provides some approaches about me-
thods for fault diagnosis in steel plates and related work. Section 4 presents general 
pattern classification and implemented techniques support vector machine and tree-
bagger random forest. Section 5 introduces steel plates faults data set and examines 
three statistical measures: classification accuracy, sensitivity and specificity. Experi-
mental results are presented in Section 6. Finally, Section 7 provides concluding re-
marks.  

2 Hybrid Approaches and Multiple Classifier Systems  

Artificial intelligence techniques have demonstrated a capability to solve real-word 
problems in sciences, business, technology, and commerce. The integration of different 
artificial intelligent learning techniques and their adaptation, which overcomes individ-
ual constraints and achieves synergetic effects through hybridisation or fusion, has in 
recent years contributed to a large number of new intelligent system designs [5].  
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Hybrid approaches seek to exploit the strengths of the individual components, ob-
taining enhanced performance by their combination. The hybridization of intelligent 
techniques, draws from different areas of computational intelligence, and has become 
prevalent because of the growing awareness that they outperform individual computa-
tional intelligence techniques. In a hybrid intelligence system, a synergy combination 
of multiple techniques is used to build an efficient solution to deal with a particular 
problem [6].  

Multiple classifiers implementation in the intelligent decision process is subject to 
hybridization by various forms of combination [7]. A rough representation of the 
computational domains covered by the hybrid intelligent systems approach and rela-
tionship with classifier models is presented in Fig. 1 [8].  

 

Fig. 1. Domains of hybrid intelligent systems (Source [8], p. 4)  

To better understand relationship between hybrid intelligent systems approach and 
relationship with classifier models some important points will be determined [8]:  

─ Hybrid intelligent systems are free combinations of computational intelligence 
techniques for solving a given problem, covering all computational phases from 
data normalization up to final decision making. Specifically, they mix heterogene-
ous fundamental views blending them into one effective working system.  

─ Information fusion covers the ways to combine information sources in a view pro-
viding new properties that may allow better or more efficient solving of a proposed 
problem. Information sources can be the result of additional computational proc-
esses.  

─ Multi-Classifier Systems (MCS) focus on the combination of classifiers form   
heterogenous or homogeneous modelling backgrounds to give the final decision. 
MCS are therefore a subcategory of HIS.  

Intelligent data analysis deals with the visualization, pre-processing, pattern recogni-
tion and knowledge discovery tools and applications using various computational intel-
ligence techniques. Recent trends in intelligent data analysis are focused to, and engaged 
in developing and applying, advanced hybrid artificial intelligence system from a theo-
retical point of view and also for solving real-world problems [9]. One of real-world 
problems facing manufacturing industry is modelling classifier for fault diagnosis in 
steel plates.    
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3 Fault Diagnosis in Steel Plates and Related Work   

Globalization and increased competition put pressure on profit margins of companies. 
This has led to the development of quality control management methodologies and 
other management programs to assist organizations in addressing some of these chal-
lenges. Faults diagnosis problems are representing challenging and attracting applica-
tions for experts and researchers.  

The ”Steel Plates Faults data set” which is used in this research is from the Univer-
sity of California at Irvine (UCI) machine learning repository donated in October 
2010 [3]. The first used data set is in 2010 [10]. It presents the usage of artificial intel-
ligent models: (1) decision tree with boosting; (2) multi perception neural network 
with pruning; (3) logistic regression with step forward; to create classifier for fault 
diagnosing in steel plates. The same data set, also, used by the same authors in 2012 
[11]. The experimental results of this case are in part presented and in detail discussed 
in Section 6.           

The application of random forest model, the identification of defects in hot rolled 
steel plates on an industrial plant is considered in [12]. In this case, historic plant data 
are used to construct a model that contributes to defects in the steel plate, such as 
inclusions and delamination of the steel. A data set consisting of 26 operating vari-
ables and 3017 sample was used to calibrate an ensemble of boosted trees. Each sam-
ple represented a rolled steel plate that was inspected and identified as normal (i.e. no 
defects) or defective (containing a defect of one type or another). The random forest 
model could predict the quality of the steel plates with an overall accuracy of ap-
proximately 76.6%. Defect-free plates could be identified with an accuracy of 89.9 %, 
while defective plates could be identified in 51.7 % of the cases. Although not highly 
reliable, the performance of the random forest model is significant, given that 34.3 % 
of the samples in the data were defective.  

The application of fault diagnosis on steel structures using artificial neural net-
works in generally and particularly supervised feed-forward network with Levenberg-
Marquardt back-propagation algorithm is applied in [13]. The system is a three-layer 
net which has: 42 input neurons, one hidden level with 7 neurons, and only a 1 output 
neuron. The output neuron classifies the beams into damaged or not damaged. The net 
is trained to learn the weights (w1 = 1.2, w2 = 21.7, w3 = 7.1). After applying the train-
ing on a limited number of training data, the neural network is able to identify the 
damaged beams with considerable accuracy. The net converges to the final system in 
less than twenty epochs in average. But, in this paper is not given any numerical result 
of that research.  

In the next research, data set consists of 1080 steel structures achieved from the 
production line of the ”Mobarake Steel Manufacturing” [14]. The data set contributes 
680 defects which belong to four common defect types in steel industry: scratch, roll 
imprint, edge strain, and pit. The training set for each defect type was used to train 
support vector machine with different kernel type: linear, polynomial, Gaussian, and 
quadratic; based on one-against-one method. Experimental results for multiclass clas-
sification of the steel surface defects for statistical measure accuracy could be shown: 
Scratch: 92.94%, Roll Imprint:  96.47%, Edge Strain: 95.88%, Pit: 97.64%.  
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4 Pattern Classification 

In a typical statistical pattern recognition setting, a set of patterns S is given, also re-
ferred to as a training set. The labels of the patterns in S are known and the goal is to 
construct an algorithm in order to label new patterns. A classification algorithm is 
also known as an inducer and an instance of an inducer for a specific training set is 
called a classifier.  

The training set is described by a vector of feature values. Each vector belongs to a 
single class and is associated with the class label. The training set is stored in a table 
where each row consists of a different pattern. Let A and y denote the set of n fea-
tures: A = {a1, . . . , ai, . . . , an} and the class label, respectively. In a similar way, 
dom (y) = {c1, c2, . . . , ck} constitutes the set of labels. 

The dataset contains seven classes that correspond to seven types of steel plates 
fault: dom (y) = {Pastry, Z_Scratch, K_Scatch, Stains, Dirtiness, Bumps, 
Other_Faults}. Each pattern is characterized by twenty-seven numeric features: A = 
{X_Minimum, X_Maximum, Y_Minimum, ... Luminosity_Index,  Sigmoid_ofAreas,  
Steel_Plate_Thickness}. The instance space, the set of all possible examples is defined 
as a Cartesian product of all the input attributes domains: X = dom (a1) × dom(a2) × 
... × dom(an). The universal instance space U is defined as a Cartesian product of all 
input attribute domains and the target attribute domain, i.e.: U = X × dom(y). 

4.1 Support Vector Machine  

The concept of support vector machine (SVM) was presented in [15] and then ex-
tended in [16] [17], and finally which are formed a complete theory in [18]. Basically, 
SVMs consist of a set of related supervised learning methods for the purpose of two-
class classification tasks. The goal of SVM is to produce a model which predicts tar-
get value of data instances in the learning set. SVM works on the principle that it tries 
to form the hyperplane between the data points, which separates these data points into 
two sets by mapping these data points into the high-dimension space, using the fea-
ture vectors that are obtained by the attributes of the data [19].  

SVM map the input space into a high-dimensional feature space through a non-
linear mapping that is chosen a priori [20]. An optimal separating hyper-plane is then 
constructed in the new feature space. The method searches for a hyper-plane that is 
optimal according the VC–Dimension (Vapnik–Chervonenkis) dimension theory. De-
tail SVM description is presented in [19]      

4.2 TreeBagger Random Forest    

Random forests are an ensemble learning method for classification or regression that 
operate by constructing a multitude of decision trees at training time and outputting 
the class that is the mode of the classes output by individual trees [21]. The term came 
from ”random decision forests” and was first proposed in [22]. Random forests are a 
combination of tree predictors such that each tree depends on the values of a random 
vector sampled independently and with the same distribution for all trees in the forest. 
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Bagging - bootstrap aggregating, is a machine learning ensemble meta-algorithm, and 
is designed to improve the stability and accuracy of random forest learning algorithm. 
Bagging works by taking uniform random samples of a training set and using the 
ensemble average to form the final decision. It is also reduced variance and helps to 
avoid over-fitting. Although it is usually applied to decision tree methods, such as 
random forest, it can be combined with any type of other machine learning method.  

Treebagger random forests method implements both bagging and random forests 
[23]. A treebagger random forests method presents one of random forest ensembles 
models in parallel. Treebagger random forests classifier, in this research, works by 
using bootstrap aggregation to form a collection of decision trees. In this research, 
150 decision trees were used on a training set with the feature set as a predictors and 
the actual label as the response. Bagging only leads to minor improvements in error, 
in order to construct a collection of decision trees with controlled variance, as errors 
in the individual models are most likely highly correlated.   

5 Multiple Classes Steel Plates Fault Diagnosis      

The Steel Plates Faults data set which is used in this research is from the University of 
California at Irvine (UCI) machine learning repository [3], and the goal of Repository 
is to train machine learning for automatic pattern recognition. ”Steel Plates Faults” is 
one of the datasets in the Repository, which classifies steel plates’ faults into 7 differ-
ent types: Pastry, Z_Scratch, K_Scatch, Stains, Dirtiness, Bumps and Other_Faults. 
The dataset includes 1941 instances, which have been labelled by different fault 
types. Table 1 shows output class distribution and list of predictive attributes. Each 
instance of the dataset owns 27 independent variables and one fault type.  

The classification performance of each model is evaluated using three statistical 
measures: classification accuracy, sensitivity and specificity which are described in 
Eq. (1) (2) and (3). These measures are defined using the values of True Positive 
(TP), True Negative (TN), False Positive (FP) and False Negative (FN). A true posi-
tive decision occurs when the positive prediction of the classifier coincided with a 
positive prediction of the expert. A true negative (TN) decision occurs when both the 
classifier and the expert suggested the absence of a positive prediction. False positive 
(FP) occurs when the classifier labels a negative case as a positive one.  

Finally, false negative (FN) occurs when the system labels a positive case as nega-
tive one. Classification accuracy is defined as the ratio of the number of correctly 
classified cases and is equal to the sum of TP and TN divided by the total number of 
cases N:  

 NTNTPAccuracy /)( +=   (1) 

Sensitivity refers to the rate of correctly classified positive and is equal to TP di-
vided by the sum of TP and FN. Sensitivity may be referred as a True Positive Rate:  

 )(/ FNTPTPySensitivit +=   (2) 
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Specificity refers to the rate of correctly classified negative and is equal to the ratio 
of TN to the sum of TN and FP. False Positive Rate equals (100-specificity):  

 )(/ FPTNTNySpecificit +=   (3) 

Table 1. Steel plates dataset; class distribution and predictive attributes 

Output 
Class 

# of 
Cases 

Predictive attributes 

Pastry 158  Attrib. 1 X_Minimum Attrib. 14 Steel_Plate_Thickness  
Z_Scratch 190 Attrib. 2 X_Maximum  Attrib. 15 Edges_Index  

K_Scatch 391 Attrib. 3 Y_Minimum  Attrib. 16 Empty_Index  

Stains 72 Attrib. 4 Y_Maximum Attrib. 17 Square_Index  
Dirtiness 55 Attrib. 5 Pixels_Areas  Attrib. 18 Outside_X_Index  
Bumps 402 Attrib. 6 X_Perimeter  Attrib. 19 Edges_X_Index  

Other Faults 673 Attrib. 7 Y_Perimeter  Attrib. 20 Edges_Y_Index 

  Attrib. 8 Sum_of_Luminosity  Attrib. 21 Outside_Global_Index 

  Attrib. 9 Minimum_of_Luminosity Attrib. 22 Log_Of_Areas  

  Attrib. 10 Maximum_of_Luminosity Attrib. 23 Log_X_Index  

  Attrib. 11 Length_of_Conveyer  Attrib. 24 Orientation_Index 
  Attrib. 12 TypeOfSteel_A300  Attrib. 25 Luminosity_Index  
  Attrib. 13 TypeOfSteel_A400  Attrib. 26 Sigmoid_Of_Areas  
   Attrib. 27 Steel_Plate_Thickness  

 
Sensitivity in Eq. (2) measures the proportion of actual positives which are cor-

rectly identified as such while specificity in Eq. (3) measures the proportion of nega-
tives which are correctly identified. Finally, accuracy in Eq. (1) is the proportion of 
true results, either true positive or true negative, in a population. It measures the de-
gree of veracity of a diagnostic test on a condition. 

6 Experimental Results and Discussion    

The steel plate’s faults dataset is partitioned for training the models and test them by 
the ratio of 70:30% respectively, 1359 instances test set and 582 instances training 
sub. The training set will be used to calibrate/train the model parameters. The training 
set is used to estimate the model parameters, while the test set is used to assess, inde-
pendently, the individual model. The trained model is then used to make a prediction 
on the test set. These models are applied again to the entire dataset and to any new 
data. Cross validation is almost an inherent part of machine learning. Cross validation 
is used to compare the performance of different predictive modelling techniques, and 
holdout validation method is used. Predicted values will be compared with actual data 
to compute the confusion matrix (Table 2). 
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Table 2. Cross validation confusion matrix for training and test subset 

 Cross validation 

Class  Training Set Test Set 

 Value 0 1 0 1 

Pastry 
Count 1252 107   531     51 

% 92.13 7.87 91.24 8.76 

Z_Scratch 
Count 1223 136 528 54   

% 89.99 10.01 90.72 9.28 

K_Scratch 
Count 1082 277 468 114 

% 79.62 20.38 80.41 19.59 

Stains 
Count 1311    48    558    24   

% 96.47 3.53 95.88 4.12 

Dirtiness 
Count 1327   32 559   23     

% 97.65      2.35 96.05 3.95 

Bumps 
Count 1083   276    456     126     

% 79.69  20.31 78.35 21.65 

Other_Faults 
Count  876   483   392   190   

% 64.46   35.54 67.35 32.65 

Table 3. Confusion matrix of individual models and their ensemble for training and test subset 
(582 testing data samples)  

Class Support vector machine Treebagger 

 Count % Count % 

Pastry 
46 5 90.19 9.80 51 0 100.0 0 

1 530 0.18 99.81 4 527 0.75 99.24 

Z_Scratch 
49 5 90.74 9.25 54 0 100.0 0 

0 528 0 100.0 2 526 0.37 99.62 

K_Scratch 
90 24 78.94 21.05 114 0    100.0 0 
0 468 0 100.0 0 468 0 100.0 

Stains 
16 8 66.66 33.33 22 2 91.66 8.33 

0 558 0 100.0 9 549 1.61 98.38 

Dirtiness 
18 5 78.26 21.73 23 0 100.0 0 

1 558 0.17 99.82 1 558 0.17 99.82 

Bumps 
103 23 81.74 18.25 456 0 100.0 0 

9 447 1.97 98.02 0 126 0 100.0 

Other_ 
Faults 

135 55 71.05 28.9 190 0 100.0 0 

31 361 7.90 92.09 0 392 0 100.0 

 
The predictions of all models, support vector machine and treebager random forest, 

are compared to the original classes to identify the values of true positives, true nega-
tives, false positives and false negative. These values have been computed to con-
struct the confusion matrix as shown in Table 3.  
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The values of the statistical measures, sensitivity, specificity and total classifica-
tion accuracy, of the both models were computed and presented in Table 4. Sensi-
tivity and specificity approximate the probability of the positive and negative labels 
being true. They assess the usefulness of the algorithm on a single model. Using the 
results shown in Table 4, it can be seen that the sensitivity, specificity and classifi-
cation accuracy of treebagger model has achieved the best success of test samples 
classification.  

Table 4. Values of the statistical measures for test subset   

 Class Statistical measures  

Classifier   Accuracy Specificity Sensitivity 

SVM 

Pastry 98.96 90.19 99.81 
Z_Scratch 99.14 90.74 100.0 
K_Scratch 95.87 78.94 100.0 

Stains 98.62 66.66 100.0 
Dirtiness 98.96 78.26 99.82 
Bumps 94.50 81.74 98.02 

Other_Faults 85.22 71.05 92.09 
Average 95.89 79.65 98.53 

Treebagger 

Pastry 99.31 100.0 99.24 
Z_Scratch 99.65 100.0 99.62 
K_Scratch 100.0 100.0 100.0 

Stains 98.10 91.66 98.38 
Dirtiness 99.82 100.0 99.82 
Bumps 100.0 100.0 100.0 

Other_Faults 100.0 100.0 100.0 
Average 99.55 98.80 99.58 

 
The time required to build each model with the dataset is variable; ranging from 

few seconds, four seconds (elapsed time is 3.72 sec.) for support vector machine, up 
to four min (elapsed time is 222.00 sec.) for the treebagger random forest.  

The experimental results are further on compared with results in previous re-
searches that use hybrid artificial intelligent techniques: logistic regression with step 
forward (LR), multi perception neural network with pruning (MLPNN), decision tree 
with boosting (C5.0) [4]. The compared results for five systems are presented in Table 
5. The shown results, demonstrate that the classification accuracy and specificity of 
treebagger model has achieved the best success of test samples classification. On the 
other hand, statistical measure, sensitivity of SVM, treebagger random forest and 
decision tree with boosting models, have achieved nearly the same.  
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Table 5. Values of the statistical measures for test subset 

 Class Classifier 

  SVM Treebagger LR MLPNN C5.0 

A
ccuracy 

Pastry 98.96 99.31 91.78 93.68 99.50 
Z_Scratch 99.14 99.65 91.27 96.79 99.50 

K_Scratch 95.87 100.0 97.29 98.60 99.90 

Stains 98.62 98.10 97.29 99.60 99.90 

Dirtiness 98.96 99.82 95.79 98.50 99.80 

Bumps 94.50 100.0 83.05 87.56 99.20 

Other_Faults 85.22 100.0 73.42 60.18 98.40 

Specificity 

Pastry 90.19 100.0 94.21 98.36 96.34 

Z_Scratch 90.74 100.0 91.36 97.56 94.68 

K_Scratch 78.94 100.0 99.01 99.63 99.48 

Stains 66.66 91.66 93.16 100.00 100.00 

Dirtiness 78.26 100.0 96.10 99.18 95.65 

Bumps 81.74 100.0 90.98 91.11 96.67 

Other_Faults 71.05 100.0 91.36 86.11 99.43 

Sensitivity 

Pastry 99.81 99.24 64.63 41.46 99.78 

Z_Scratch 100.0 99.62 90.43 89.36 100.00 

K_Scratch 100.0 100.0 90.10 94.27 100.00 

Stains 100.0 98.38 97.87 91.49 99.89 

Dirtiness 99.82 99.82 82.61 69.57 99.90 

Bumps 98.02 100.0 53.33 74.29 99.87 

Other_Faults 92.09 100.0 40.11 12.03 97.84 

 
The time required to build each model with the dataset is variable; ranging from 

few seconds for LR and SVM (four seconds) up to two minutes for the neural network 
with pruning. In C5.0 decision tree model with boosting can significantly improve the 
classification accuracy and specificity compare with previous models, but it requires 
longer training, more then two minutes. Also, the time required for building the tree-
bagger random forest model which can significantly improve the classification accu-
racy, specificity and to have same sensitivity as previous discussed models is up to 
four minutes which is the model that is the most time consuming.                            

7 Conclusion and Future Work   

This paper presents an approach to steel plates fault diagnosis in multiple classes, two 
models for decision making,  pattern classification models in general and particularly 
support vector machine and treebagger random forest. The values of the statistical 
measures, sensitivity, specificity and total classification accuracy, of the both models 
were computed and presented. Treebagger classification model has been proven to 
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have significantly better statistical measures. On the other hand, there are significantly 
better results in computation and time cost with 4 sec. (support vector machine) as 
opposed to 222 sec (treebagger) model.  

The compared experimental results for five models: treebager random forest, sup-
port vector machine, logistic regression with step forward, multi perception neural 
network with pruning, decision tree with boosting have been shown, that the classifi-
cation accuracy and specificity of the proposed treebagger random forest model had 
the best success of all test sample classifications. On the other hand statistical meas-
ure, sensitivity of SVM, treebagger random forest, and decision tree with boosting 
models, have achieved nearly the same. But, the time required to build each model 
with the dataset is variable; ranging from few seconds for LR and SVM (four sec-
onds) up to two minutes for the neural network with pruning, decision tree model with 
boosting more than two minutes and treebagger random forest model up to four min-
utes which is a model that is the most time consuming. Although, the time required to 
build the proposed treebagger random forest is the model that is the most time con-
suming, the best experimental results encourage further research in application intelli-
gent fault diagnosis in steel plates decision support system.  
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Abstract. This paper presents a framework specially designed for the ex-
ecution and adaptation of Intelligent Virtual Environments. This frame-
work, called JACALIVE, facilitates the development of this kind of
environments managing in an efficient and realistic way the evolution of
parameters for the adaptation of the physical world. The framework in-
cludes a designmethod and a physical simulator which is in charge of giving
the Intelligent Virtual Environment the look of the real or physical world,
allowing to simulate physical phenomena such as gravity or collision detec-
tion. The paper also includes a case study which illustrates the use of the
proposed framework.

1 Introduction

Nowadays, having software solutions at one’s disposal that enforce autonomy,
robustness, flexibility and adaptability of the system to develop is completely
necessary. The dynamic agents organizations that auto-adjust themselves to ob-
tain advantages from their environment seems a more than suitable technology
to cope with the development of this type of systems. These organizations could
appear in emergent or dynamic agent societies, such as grid domains, peer-to-
peer networks or other contexts where agents dynamically group together to
offer compound services as in Intelligent Virtual Environments (IVE). An IVE
is a virtual environment simulating a physical (or real) world, inhabited by au-
tonomous intelligent entities[1].

Today, this kind of applications are between the most demanded ones, not
only as being the key for multi-user games such as World Of Warcraft1 (with
more than 7 million of users in 2013)2 but also for immersive social networks such
as Second Life3 (with 36 million accounts created in its 10 years of history)4. It is

1 http://eu.battle.net/wow
2 http://www.statista.com/statistics/276601/

number-of-world-of-warcraft-subscribers-by-quarter/
3 http://www.secondlife.com
4 http://massively.joystiq.com/2013/06/20/

second-life-readies-for-10th-anniversary-celebrates-a-million-a/

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 98–109, 2014.
c© Springer International Publishing Switzerland 2014
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in the development of these huge IVEs where the need of a quick and easy-to-use
modelling toolkit arises.

These kinds of IVEs are addressed to a huge number of simultaneous entities,
so they must be supported by highly scalable software. This software has also
to be able to adapt to changes, not only of the amount of entities but also of
their users needs. Technology currently used to develop this kind of products
lacks of elements facilitating the adaptation and management of the system.
Traditionally, this kind of applications use the client/server paradigm, but due to
their features, a distributed approach such as multi-agent systems (MAS) seems
to fit in the development of components that will evolve in an autonomous way
and coordinated with the own environment’s evolution.

This paper presents the JaCalIVE5 (Jason Cartago implemented Intelligent
Virtual Environment) framework. It provides a method to develop this kind of
IVEs along with a supporting platform to execute them. JaCalIVE is based on
the MAM5 meta-model [2] which describes a method to design IVEs.

MAM5 is based in the A & A meta-model [3] that describes environments
for MAS as populated not only by agents, but also for other entities that are
called artifacts. According to this, an IVE is composed of three important parts:
artifacts, agents and physical simulation. Artifacts are the elements in which
the environment is modelled. Agents are the IVE intelligent part. The physical
simulation is in charge of giving the IVE the look of the real or physical world,
allowing to simulate physical fenomenal such as gravity or collision detection.

The rest of the paper is organized as follows: Section 2 summarizes the most
important related work. Section 3 describes the JaCalIVE framework. Section
4 summarizes the development process of an IVE based on modular robotics
developed using JaCalIVE. Finally, Section 5 summarizes the main conclusions
of this work.

2 Related work

This section summarizes the most relevant techniques and technology that the
JACALIVE framework integrates in order to design and simulate IVEs. These
techniques allow JACALIVE to develop IVEs that are realistic, complex, adapt-
able, and with autonomous and rational entities. First, some concepts about
IVEs are presented, to continue commenting about Multi-Agent Systems con-
cepts, as platforms and methodologies relevant to the present work. Finally, this
section presents the MAM5 meta-model, as it is the starting point for the present
work to model IVEs in MAS terms.

2.1 IVE

Currently, there is an increasing interest in the application of IVEs in a wide
variety of domains. IVEs have been used to create advanced simulated environ-
ments [4,5,6] in so different domains as education [7], entertainment [8,9,10,11],
e-commerce[12], health [13,14] and use to VR-based simulations[15].

5 http://jacalive.gti-ia.dsic.upv.es/

http://jacalive.gti-ia.dsic.upv.es/
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One of the key features of any IVE is to offer a high level of user immer-
sion. In order to achieve that, it is necessary that the IVE has the ability of
simulating physical conditions of the real world such as gravity, friction and
collisions. Besides, in order to increase the graphical realism, the physical sim-
ulators should include dynamic and static objects that inhabitate the IVE in a
three-dimensional environment. Some of the most important developed physical
simulation tools are JBullet6 and Open Dynamic Engine (ODE)7.

Another important feature of any IVE is to offer a high level of graphical
realism. Currenly there are in the market some well-developed graphical simu-
lators like Unity 3D8, Unrealengine UDK 9 y Cryengine10. Although they were
initially designed for videogames, they can be applied to simulate IVEs.

2.2 Multi-Agent Systems

Until now, we have highlighted the importance of giving realism to IVEs, which
would enable the user to have the desired level of immersion. This realism is
provided by the physical simulation and 3D visualization, but this is only one
part of a virtual environment. To be an IVE, a virtual environment needs to give
entities with the intelligence to enhance the user’s immersion.

MAS is one of the most employed artificial intelligence technique for modeling
IVEs. This is mainly due to the characteristics that agents have, such as auton-
omy, proactivity, reactivity and sociability. But this does not mean that no other
AI techniques can be used within MAS for IVE development. An agent can in-
clude as a decision-making mechanism other algorithms that improve the deliber-
ative process such as reinforcement learning [16], genetic algorithms [17], markov
models [18], classification[19,20], neuronal networks [21] or use any method to
hybrid artificial intelligence systems[22] etc.

However, when modeling an environment it is necessary to take into account
that not all the entities are agents. The A&A meta-model [23,24] describes a
methodology for modeling environments using artifacts. Artifacts represent the
first level of abstraction when modeling environments. This is mainly due to
the clear differentiation of the entities which are in systems of this kind. This
differentiation can determine which items are objects (Artifacts) and which are
intelligent entities (Agents).

The BDI model (Belief - Desire - Intention)[25,26,27] is the most well-known
and used agent model when designing intelligent agents. This model is based on
logic and psychology, which creates symbolic representations of beliefs, desires
and intentions of the agents. The beliefs are the information the agent has about
the environment. This information can be updated at each time step or not. This
obsolescence of the used information forces the agent to perform deliberative

6 http://jbullet.advel.cz/
7 http://www.ode.org/
8 http://unity3d.com/unity
9 http://www.unrealengine.com/udk/

10 http://www.crytek.com/cryengine

http://jbullet.advel.cz/
http://www.ode.org/
http://unity3d.com/unity
http://www.unrealengine.com/udk/
http://www.crytek.com/cryengine
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processes. Desires are the possible actions that the agent could make. This does
not mean that every desire of an agent has to be performed. Finally, intentions
represent the actions that the agent has decided to perform. These actions may
be goals that have been delegated to the agent or may be the result of previous
deliberation processes.

Different approaches have been devised in order to develop MAS. One of the
first tools used for implementing agents is the JADE platform. JADE has been
used for the development of JGOMAS (Game Oriented Multi -Agent System
based on Jade ) [28,29,30]. JADE does not directly provide a BDI model but there
exist an extension called JADEX allowing developers to design BDI-oriented
MAs incorporating the representation of beliefs, desires and intentions. JADEX
has been used for modeling environments like the presented in [31]. Jason is
another development tool used for MAS programming which also integrates the
BDI model.

In our proposal we employ Jason as the programming toolkit for our BDI agents
[32].Themain reason to employ JASON is its full integrationwithCArtAgO (Com-
mon ARTifact infrastructure for AGents Open environments)[33]. CArtAgO is a
framework/infrastructure for modeling artifacts which can run virtual environ-
ments. This framework allows the implementation of open work-spaces, which fa-
cilitates the creation of distributed environments.

2.3 MAM5

MAM5[2] is a model to design IVEs based in the A&A meta-model. It is ad-
dressed to be used by an IVE designer, that wants to design an IVE based on a
multi-agent system. As it is intended to be distributed, the human interface part
of the system is decoupled from the intelligent part, being only this last one the
part designed by means of MAM5. To have this two parts distributed facilitates
the developing, gives more flexibility to the final applications (allowing different
interfaces to be connected and at the same time) and allows to scale the final
system (thinking on massive applications with a huge number of users and/or
agents).

This model classifies the entities in the design into two different sets (as seen
in Figure 1). The first one is related to all the entities that do not have any
physical representation in the IVE (Non Virtually Physical Situated), whilst the
second one is formed by all the entities having a representation inside the IVE
(Virtually Physical Situated). Inside the former set there are Agents, Artifacts,
and Workspaces following the A&A definition. In a similar way, inside the last
set there are IVE Artifacts and Inhabitant Agents that are situated in the virtual
environment (in fact, the Inhabitant Agent will have an IVE Artifact represent-
ing its body in the IVE), and IVE Workspaces, representing the virtual place,
and the laws defining and governing such places.

MAM5 meta-model not only allows to diferenciate between virtual represented
entities and not virtual represented, but it also incorporates the definition of the
physical restrictions and properties in the modelling of the environment and
of their inhabiting entities, respectively. That is, the designer may define the
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Fig. 1. Meta-modelo MAM5 de un IVE basado en A&A

different IVE Laws governing the different IVE Workspaces in the IVE (repre-
senting the physical laws of the real world) and, he may also define the different
physical properties of the entities populating such virtual environment (mass,
length, . . . ).

3 JaCalIVE (Jason Cartago Implemented Intelligent
Virtual Environment)

In the last years, there have been different approaches for using MAS as a
paradigm for modelling and engineering IVEs, but they have some open issues:
low generality and then reusability; weak support for handling full open and
dynamic environments where objects are dynamically created and destroyed.

As a way to tackle these open issues, and based on the MAM5 meta-model, we
have developed the JaCalIVE framework. It provides a method to develop this
kind of applications along with a supporting platform to execute them. Figure
2 shows the steps that should be followed in order to develop an IVE according
to the JaCalIVE framework.

1. Model: The first step is to design the IVE. JaCalIVE provides an XSD based
on MAM5 meta-model. According to it, an IVE can be composed of two
different types of workspaces depending on whether they specify the location
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Fig. 2. General Scheme, JaCalIVE

of its entities (IVE_Workspaces) or not (Workspaces). It also includes the
specification of agents, artifacts and the norms that regulate the physical
laws of the IVE Workspaces.

2. Translate: The second step is to automatically generate code templates from
design. One file template is generated for each agent and artifact. JaCalIVE
agents are rational agents based on JASON. The artifacts representing the
virtual environment are based on CArtAgO. The developer must complete
these templates and then the IVE is ready to be executed.

3. Simulate: Finally the IVE is simulated. As is shown in Figure 2, JaCalIVE
platform uses JASON, CArtAgO and JBullet. JASON offers support for BDI
agents that can reason about their beliefs, desires and intentions. CArtAgO
offers support for the creation and management of artifacts. JBullet offers
support for physical simulation. JaCalIVE platform also includes internal
agents (JASON based) to manage the virtual environment.

4 Case Study

In this section a case study based on modular robots is described to show the
versatility of JaCalIVE framework. Modular robots [34,35,36] are robots mainly
characterized by their ability to reconfigure their modules and changing its shape
[37,38]. Each module of a robot is an independent entity that can be joined to
other modules. This feature allows each robot to adapt its shape dynamically to
changes in the environment. Currently, a wide range of domains of application are
using modular robotics. For example, they are being used to search for missing
persons in earthquakes [39] and to space exploration [40]. These domains need
advanced virtual simulation environments like the ones MAM5 and JaCalIVE
allow to test their implementations. Moreover, simulations as the one presented
in this paper can be used as test beds for new adaptive algorithms, cooperative
algorithms, Swarm Robotics, and so on.

Our case study implements a modular robot simulation that is composed of
seven 3D modular robots models and one 3D camera model that that behave
autonomously and interact with the environment. The environment is composed
of a simple map without any wall. The map length and width is configured on
the modeling process, in our case is 500X500. Robots can interact among them
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in order to change its shape by joining other modules or environment objects. In
that sense, one simple modular robot can change its shape and create a complex
robot depending on the environment requirements. The case study also represent
some environment entities that cannot be attached with the robots and they only
represent a simple object that occupies a place in the IVE. Objects of this type
are represented by fuel bladders in the 3D render.

The main steps of the development process of this case study are summarized
below:

1. Model: The design of the IVE is described in terms of IVE Artifacts, In-
habitant Agents and IVE Workspaces using an XML as based on the Ja-
CalIVE XSD. The main parts of this XML are: (i) An IVE_Workspace called
apodoRobot_Workspaces as show in Figure 3.

Fig. 3. XML that configures the IVE Workspace

(ii) Nine IVE_Artifacts. One of the attributes of these artifacts is whether
they are linkable or not, that is, if they can be joined to other artifacts or
not. Three of these artifacts are linkable; two are unlinkable and the other
ten form the bodies of the inhabitant agents as show in Figure 4.

(iii) Five Inhabitant_Agent. Each one of them models one modular robot,
that initially is associated to two of the previously defined IVE artifacts as
show in Figure 5.

2. Translate: From the XML file that represents the design of the system, the
JaCalIVE framework automatically generates the following files: (i) Fifteen
java files representing the IVE artifacts (Ten files representing the agent
bodies, three files corresponding to linkable artifacts and two files corre-
spond to unlinkable artifacts). (ii) Six JASON files that correspond to the
agents. (iii) A file called jacalive.asl, where the developer programs the
communication between agents and artifacts.
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Fig. 4. XML that configures the IVE Artifacts

Fig. 5. XML that configures the Inhabitant Agents

3. Simulate: Entities that have been modeled and programmed in the previous
steps are simulated. Since JaCalIVE physical engine handles the IVE physics
simulation, any visualization engine can be used to view the simulation. In
this case study the render used is implemented with Unity 3D. Figure 6
shows an snapshot excerpt of the simulation.

Figure 7 shows an example of a construction sequence to show the adaptability
feature of such robots. In the sequence 1, the robot (the inhabitant agent) is
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Fig. 6. Excerpt of the case study simulation using Unity 3D

Fig. 7. Modular robotic sequence

displayed as a single module. This fact reduces its mobility, i.e., the robot will
advance slowly. In sequence 2, an IVE Artifact has been adhered to its body
changing its shape helping to improve its movement. During sequences 3, 4,
5, 6, and 7 the inhabitant agent adheres more IVE Artifacts in order to build
a complex body. The final shape of the final robot allows it to improve its
performance when its moving through the environment.

5 Conclusions

In this paper we present a framework for the design and simulation of IVEs. This
framework differs from other works in the sense that it integrates the concepts
of agents, artifacts and physical simulation. Besides, IVEs developed using the
JaCalIVE framework can be easily modified thanks to the XML modellation and
the automatic code generation.

Following the MAM5 perspective, the modules used to interact with the devel-
oped IVEs are uncoupled from the rest of the system. It allows to easily integrate
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different kinds of modules as needed. For example, it allows to adapt the visu-
alization render to the requirements of the specific IVE we want to simulate.

To show the possibilities of such approach, a case study based on modular
robotics is presented. These robots can adapt its shape to changing environment
conditions. In the developed scenario, there are different modules in the envi-
ronment that the agents can incorporate to their body, changing the way they
move.
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Abstract. In the context of multilabel classification, the learning from
imbalanced data is getting considerable attention recently. Several algo-
rithms to face this problem have been proposed in the late five years, as
well as various measures to assess the imbalance level. Some of the pro-
posed methods are based on resampling techniques, a very well-known
approach whose utility in traditional classification has been proven.

This paper aims to describe how a specific characteristic of multil-
abel datasets (MLDs), the level of concurrence among imbalanced labels,
could have a great impact in resampling algorithms behavior. Towards
this goal, a measure named SCUMBLE, designed to evaluate this con-
currence level, is proposed and its usefulness is experimentally tested.
As a result, a straightforward guideline on the effectiveness of multil-
abel resampling algorithms depending on MLDs characteristics can be
inferred.

Keywords: MultilabelClassification, ImbalancedLearning,Resampling,
Measures.

1 Introduction

Multilabel classification (MLC) [1] models are designed to predict the subset
of labels associated to each instance in an MLD, instead of only one class as
traditional classifiers do. It is a task useful in fields such as automated tag
suggestion [2], protein classification [3], and object recognition in images [4],
among others. Many different methods have been proposed lately to accomplish
this problem.

The number of instances in which each label appears is not homogeneous. In
fact, most MLDs show big differences in label frequencies. This peculiarity is
known as imbalance [5], and it has been profoundly studied in traditional classi-
fication. In the context of MLC, several proposals to deal with imbalanced MLDs
[6–12] have been made lately. Despite these efforts, there are still some aspects
regarding imbalanced learning in MLC that would need additional analysis.
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Resampling techniques are commonly used in non-MLDs [13], hence they are
an obvious choice to face the same problem with MLDs. Notwithstanding, the
nature of MLDs can be a challenge for resampling algorithms. In this paper we
will show how a specific characteristic of these datasets, the joint presence of
labels with different frequencies in the same instance, could prevent the goal of
these algorithms. We hypothesized that this symptom, the concurrence among
imbalanced labels, would influence the resampling algorithms behavior. A new
measure, named SCUMBLE (Score of ConcUrrence among iMBalanced LabEls)
and designed explicitly to assess this causality, will be proposed. Its effectiveness
will be experimentally demonstrated.

The SCUMBLE measure was conceived aiming to know how difficult would
be to work with a certain MLD for resampling algorithms. Its goal is to ap-
praise the concurrence among imbalanced labels, giving as result a score easily
interpretable. This score will be in the range [0,1]. A low score would denote an
MLD with not much concurrence among imbalanced labels, whereas a high one
would evidence the opposite case. Our hypothesis was that the lower the score
obtained, the better the resampling algorithms would work. In the future, some
recently published ideas, such as the modularity-based label grouping introduced
in [14], could be included in our framework as additional means to obtain label
concurrence data.

The rest of this paper is structured as follows. Section 2 offers a brief intro-
duction to MLC, as well as a description on how the learning from imbalanced
MLDs has been faced. In Section 3 the problem of concurrence among imbal-
anced level in MLDs will be defined, and how to assess this concurrence using
the proposed measured will be explained. Section 4 describes the experimental
framework used, as well as the obtained results from experimentation. Finally,
Section 5 will offer the conclusions.

2 Preliminaries

In this section a concise introduction to multilabel classification is offered, along
with a description on how the learning from imbalanced MLDs has been faced
until now.

2.1 Multilabel Classification

Currently, there are many domains [3, 4, 15–18] in which each instance is not
associated to an exclusive class, but to a group of them. In this context the
classes are named labels, and the set of labels that belongs to a data sample is
called labelset. Let D be an MLD, Di the i-th instance, and L the full set on
labels on D. The goal of a multilabel classifier is to predict a set Zi ⊆ L with
the labelset for Di.

Multilabel classification has been traditionally faced through two different ap-
proaches [1]. The first one, called data transformation, aims to produce binary or
multiclass datasets from an MLD, allowing the use of non-MLC algorithms. The
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second, known as algorithm adaptation, has the goal of adapting established
algorithms to work natively with MLDs. The two most common transforma-
tion methods are Binary Relevance (BR) [19] and Label Powerset (LP) [20].
The former produces several binary datasets from an MLD, one for each label.
The latter transforms the MLD in a multiclass dataset, taking each labelset as
class identifier. Regarding adapted algorithms, the number of proposals is quite
high. There are multilabel KNN classifiers such as ML-kNN [21], multilabel trees
based on C4.5 [22], and multilabel SVMs such as [17], as well as a profusion of
algorithms based on ensembles of BR and LP classifiers. A recent review on
multilabel classification algorithms can be found in [23].

Thus far, most proposed multilabel measures are focused in assessing the
number of labels and labelsets. The most common are the total number of labels
|L|, label cardinality (Card), which is the average number of labels per instance,
and label density, obtained as Card/|L|.

2.2 Learning from Imbalanced Data

Imbalanced learning is a well-known problem in traditional classification [5],
having been faced through three main approaches [24]. First, through algorithmic
adaptations [25] of existent classifiers, the imbalance is taken into account in the
classification process. Second, the preprocessing approach aims to balance class
distributions by way of data resampling, creating [26] (oversampling) or removing
[27] (undersampling) data samples. Third, cost sensitive classification [28] is a
combination of the two previous approaches. The data resampling approach
has the advantage of being classifier independent, and its effectiveness has been
proven in many scenarios.

In the MLC field, both the algorithmic adaptation and the data resampling
approaches have been applied. The former is present in [6–8], while the latter
appears in [10–12]. There are also proposals based on the use of ensemble of
classifiers, such as [9].

When it comes to assess the imbalance level in MLDs, the measures in Equa-
tion 1 and Equation 2 are proposed in [11]. Let D be an MLD, Y the full set of
labels in it, y the label being analyzed, and Yi the labelset of i-th instance in D.
IRLbl is a measure calculated individually for each label. The higher is the IRLbl
the larger would be the imbalance, allowing to know what labels are in minority
or majority. MeanIR is the average IRLbl for an MLD, useful to estimate the
global imbalance level.

IRLbl(y) =

Y|Y |

argmax

y′=Y1

(

|D|∑
i=1

h(y′, Yi))

|D|∑
i=1

h(y, Yi)

, h(y, Yi) =

{
1 y ∈ Yi

0 y /∈ Yi

. (1)

MeanIR =
1

|Y |

Y|Y |∑
y=Y1

(IRLbl(y)). (2)
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Even though the previously cited proposals for facing imbalanced learning in
MLC achieve some good results, their behavior is heavily influenced by MLDs
characteristics. In the following we will focus in this topic, specifically in regard
to data resampling solutions.

3 MLDs and Resampling Algorithms Behavior

Most traditional resampling methods do their job by removing instances with
the most frequent class, or creating new samples from instances associated to
the least frequent one. Since each instance can belong to one class only, these
actions would effectively balance the classes frequencies. However, this is not
necessarily the case when working with MLDs.

3.1 Concurrence among Imbalanced Labels in MLDs

The instances in a MLD are usually associated simultaneously to two or more
labels. It is entirely possible that one of those labels is the minority label, while
other is the majority one. In the most extreme situation, all the appearances of
the minority label could be jointly with the majority one, into the same instances.
In practice the scenario would be more complicated, as commonly there are more
than one minority/majority label in an MLD. Therefore, the potential existence
of instances associated to minority and majority labels at once is very high. This
fact is what we called concurrence among imbalanced labels.

A multilabel oversampling algorithm that clones minority instances, such as
the proposed in [11], or that generates new samples from existing ones preserving
the labelsets, as is the case in [12], could be also increasing the number of in-
stances associated to majority labels. Thus, the imbalance level would be hardly
reduced if there is a high level of concurrence among imbalanced labels. In the
same way, a multilabel undersampling algorithm designed to remove instances
from the majority labels, such as the proposed in [11], could inadvertently cause
also a loss of samples associated to the minority ones.

The ineffectiveness of these resampling methods, when they are used with
certain MLDs, would be noticed once the preprocessing is applied and the clas-
sification results are evaluated. This process will need computing power and
time. For that reason, it would be desirable to know in advance the level of con-
currence among imbalanced labels that each MLD suffers, saving these valuable
resources.

3.2 The SCUMBLE Measure

The concurrence of labels in an MLD can be visually explored in some cases, as
shown in Figure 1. Each arc represents a label, being the arc’s length proportional
to the number of instances in which this label is present. The top diagram
corresponds to the genbase dataset. At the position of twelve o’clock appears a
label called P750 which is clearly a minority label. All the samples associated to
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Fig. 1. Label concurrence in genbase (top) and yeast MLDs



Concurrence among Imbalanced Labels and Influence on Resampling 115

this label also contains P271, another minority label. The same situation can be
seen with label P154. By contrast, in the yeast MLD (bottom diagram) is easy to
see that the samples associated to minority labels, such as Class14 and Class9,
appear always together with one or more majority labels. At first sight, that
the concurrence between imbalanced labels is higher in yeast than in genbase
could be concluded. However, this visual exploratory technique is not useful with
MLDs having more than a few dozens labels.

The SCUMBLE measure aims to quantify the imbalance variance among
the labels present in each data sample. This measure (Equation 3) is based
on the Atkinson index [29] and the IRLbl measure (Equation 1) proposed in
[11]. The former is an econometric measure directed to assess social inequali-
ties among individuals in a population. The latter is the measure that lets us
know the imbalance ratio of each label in an MLD. The Atkinson index is used
to know the diversity among people’s earnings, while our objective is to assess
the extend to which labels with different imbalance levels appear jointly. Our
hypothesis is that the higher is the concurrence level the harder would be the
work for resampling algorithms, and therefore the worse they would perform.

The Atkinson index is calculated using incomes, we used the imbalance level
of each label instead, taking each instance Di in the MLDD as a population, and
the active labels in Di as the individuals. If the label l is present in the instance
i then IRLblil = IRLbl(l). On the contrary, IRLblil = 0. IRLbli stands for
the average imbalance level of the labels appearing in instance i. The scores for
every sample are averaged, obtaining the final SCUMBLE value.

SCUMBLE(D) =
1

|D|

|D|∑
i=1

[1− 1

IRLbli
(

|L|∏
l=1

IRLblil)
(1/|L|)] (3)

Whether our initial hypothesis was correct or wrong, and therefore this mea-
sure is able to predict the difficulty that an MLD implies for resampling algo-
rithms or not, is something to be proven experimentally.

4 Experimentation and Analysis

This section starts describing the experimental framework used to assess the
usefulness of the SCUMBLE measure, and follows giving all the details about
the obtained results and their analysis.

4.1 Experimental Framework

To determine the usefulness of the SCUMBLE measure the six MLDs shown in
Table 1 were used. The rightmost column indicates each dataset’s origin. All of
them are imbalanced, so theoretically they could benefit from the application
of a resampling algorithm. Aside from the SCUMBLE measure, the MaxIR and
MeanIR values are also shown. These will be taken as reference point to the
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Table 1. Measures about imbalance on datasets before preprocessing

Dataset SCUMBLE MaxIR MeanIR Ref.

corel5k 0.3932 896.0000 168.7806 [4]
cal500 0.3369 133.1917 21.2736 [15]
enron 0.3023 657.0500 72.7730 [16]
yeast 0.1044 53.6894 7.2180 [17]
medical 0.0465 212.8000 72.1674 [18]
genbase 0.0283 136.8000 32.4130 [3]

posterior analysis. All the measures are average values from training partitions1

using a 2x5 folds scheme. The datasets appear in Table 1 sorted by SCUMBLE
value, from higher to lower. According to this measure, corel5k and cal500 would
be the most difficult MLDs, since they have a high level of concurrence among
labels with different imbalance levels. On the other hand, medical and genbase
would be the most benefited from resampling.

Regarding the resampling algorithms, the two proposed in [11] were applied.
Both are based on the LP transformation. LP-ROS does oversampling by cloning
instances with minority labelsets, whereas LP-RUS performs undersampling re-
moving samples associated to majority labelsets. All the dataset partitions were
preprocessed, and the imbalance measures were calculated for each algorithm.

4.2 Results and Analysis

Once the LP-ROS and LP-RUS resampling algorithm were applied, the imbal-
ance levels on the preprocessed MLDs were reevaluated. Table 2 shows the new
MaxIR and MeanIR values for each dataset. Comparing these values with the
ones shown in Table 1, it can be verified that a general improvement in the imbal-
ance levels has been achieved. Although there are some exceptions, in most cases
both MaxIR and MeanIR are lower after applying the resampling algorithms.

Table 2. Imbalance levels after applying resampling algorithms

LP-ROS LP-RUS
Dataset MaxIR MeanIR MaxIR MeanIR

corel5k 969.4000 140.7429 817.1000 155.0324
cal500 179.35838 25.4685 620.0500 68.6716
enron 710.9667 53.2547 133.1917 21.2736
yeast 15.4180 2.6116 83.8000 19.8844
medical 39.9633 10.5558 46.5698 6.3706
genbase 13.7030 4.5004 150.8000 51.1567

1 The dataset partitions used in this experimentation, as well as color version of all
figures, are available to download at http://simidat.ujaen.es/SCUMBLE.

http://simidat.ujaen.es/SCUMBLE
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Fig. 2. SCUMBLE vs changes in imbalance level after applying LP-ROS

It would be interesting to know if the imbalance reduction is proportionally
coherent with the values obtained from the SCUMBLE measure. The graphs in
Figure 2 and Figure 3 are aimed to visually illustrate the connection between
SCUMBLE values and the relative variations in imbalance levels. For each MLD,
the SCUMBLE value from Table 1 is represented along with the percentage
change in MaxIR and MeanIR after applying the LP-ROS/LP-RUS resampling
methods. The tendency for the three values among all the MLDs is depicted by
three logarithmic lines. As can be seen, a clear parallelism exists between the
continuous line, which corresponds to SCUMBLE, and the dashed lines. This
affinity is specially remarkable with the LP-RUS algorithm (Figure 3).

Although the previous figures allow to infer that an important correlation
between the SCUMBLE measure and the success of the resampling algorithms
exists, this relationship must be formally analyzed. To this end, a Pearson cor-
relation test was applied over the SCUMBLE values and the relative changes in
imbalance levels for each resampling algorithm. The resulting correlation coeffi-
cients and p-values are shown in Table 3. It can be seen that all the coefficients
are above 80%, and all the p-values are under 0.05. Therefore, a statistical cor-
relation between the SCUMBLE measure and the behavior of the tested resam-
pling algorithms can be concluded.

Following this analysis, it seems reasonable to avoid resampling algorithms
when the SCUMBLE measure for an MLD is well above 0.1, such as is the
case with corel5k, cal500 and enron. In this situation the benefits obtained from
resampling, if any, are very small. The result can even be a worsening of the
imbalance level. In average, the MeanIR for the three MLDs with SCUMBLE
> 0.3 has been reduced only a 6%, while the MaxIR is actually increasing in the
same percentage. By contrast, the average MeanIR reduction for the other three
MLDs, with SCUMBLE � 0.1, reaches 52% and the MaxIR reduction 54%.
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Fig. 3. SCUMBLE vs changes in imbalance level after applying LP-RUS

Table 3. Results from the Pearson correlation tests

SCUMBLE vs ΔMaxIR SCUMBLE vs ΔMeanIR
Algorithm Cor p-value Cor p-value

LP-ROS 0.8120 0.0497 0.9189 0.0096
LP-RUS 0.8607 0.0278 0.8517 0.0314

Aiming to know how these changes in the imbalance levels would influence
classification results, and if a correlation with SCUMBLE values exists, the
HOMER [30] algorithm was used, following a 2x5 folds cross-validation scheme.
It must be highlighted that the interest here is not in the raw performance values,
but in how they change after a resampling algorithm has been applied and how
this change correlates with SCUMBLE values. Therefore, the HOMER algorithm
is used only as a tool to obtain classification results before and after applying the
resampling. Any other MLC algorithm could be used for this task. Additionally,
the proposed SCUMBLE measure is not used in the experimentation to influence
the behavior of LP-ROS, LP-RUS or HOMER by any means. The goal is to
theoretically explore the correlation between changes in classification results and
SCUMBLE values.

Table 4 shows these results assessed with the F-measure, the harmonic mean
of precision and recall measures. It can be seen that with the three MLDs which
show high SCUMBLE values, the preprocessing has produced a remarkable de-
terioration in classification results. Among the other three MLDs the resampling
has improved them in some cases, while producing a slight worsening (less than
1%) in others. Therefore, even though the MLC algorithm behavior would be also
affected by other dataset characteristics, that the SCUMBLE measure would of-
fer valuable information to determine the convenience of applying a resampling
method can be concluded.
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Table 4. F-Measure values obtained by HOMER MLC algorithm

Dataset Base LP-RUS LP-ROS ΔRUS ΔROS

corel5k 0.3857 0.2828 0.2920 -26.6788 -24.2935
cal500 0.3944 0.3127 0.3134 -20.7150 -20.5375
enron 0.5992 0.5761 0.5874 -3.8551 -1.9693
yeast 0.6071 0.6950 0.6966 14.4787 14.7422
medical 0.9238 0.9158 0.9162 -0.8660 -0.8227
genbase 0.9896 0.9818 0.9912 -0.7882 0.1617

5 Conclusions

Multilabel classification has many applications nowadays, but usually MLDs
are imbalanced. This is a fact that challenges most MLC algorithms, and several
approaches to face it have been proposed lately. Some of them rely on resampling
techniques, through adaptations of algorithms that have proven their usefulness
in traditional classification. However, the specific nature of MLDs has to be taken
into account, since some of their characteristics could influence these algorithms
behavior.

In this paper the concurrence among imbalanced labels has been explained
and SCUMBLE, a new measure designed to assess this characteristic, has been
proposed. The suitability of this measure has been experimentally demonstrated
against six MLDs and two resampling algorithms. The conducted correlation
analysis, summarized in Table 3, has shown that the SCUMBLE measure can
be used to know in advance if resampling would be positive for a certain MLD or
not. This assumption has been corroborated by classification results, shown in
Table 4, which experiment a remarkable worsening when used with MLDs with
the highest SCUMBLE values.

Given this reality, a further and deeper analysis should be directed, involving
additional MLDs and other resampling algorithms. Notwithstanding it could be
concluded that basic resampling algorithms, which clone the labelsets in new
instances or remove samples, are not a general solution in the multilabel field.
More sophisticated approaches, which take into account the concurrence among
imbalanced labels, would be needed.
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Abstract. Nowadays society confronts to a huge volume of information which
has to be transformed into knowledge. One of the most relevant aspect of the
knowledge extraction is the detection of outliers. Numerous algorithms have been
proposed with this purpose. However, not all of them are suitable to deal with very
large data sets. In this work, a new approach aimed to detect outliers in very large
data sets with a limited execution time is presented. This algorithm visualizes
the tuples as N-dimensional particles able to create a potential well around them.
Later, the potential created by all the particles is used to discriminate the outliers
from the objects composing clusters. Besides, the capacity to be parallelized has
been a key point in the design of this algorithm. In this proof-of-concept, the
algorithm is tested by using sequential and parallel implementations. The results
demonstrate that the algorithm is able to process large data sets with an affordable
execution time, so that it overcomes the curse of dimensionality.

Keywords: Outlier Detection, Parallel and Distributed Data Mining, Big Data,
Large-Scale Learning, Scalability.

1 Introduction

The modern society is tackling with a deluge of information. The challenge is to con-
vert this huge and increasing volume of information into useful knowledge. In order
to achieve this purpose, numerous techniques have been developed to extract pieces of
knowledge from large data sets. In the past, this area has been termed as knowledge
discover or data mining, and nowadays it is moving toward a blurry set of techniques
[1,2] which are termed big data.

One of the typical problems in data mining is to identify in a data set, the tuples
or objects that can be considered as special or anomalous elements. Usually these ele-
ments are labelled as outliers. Outlier detection is an important task in fraud detection,
intrusion detection or simply for cleaning noisy data.

Many techniques have been proposed to detect the tuples or objects which do not
belong to groups or clusters in a given data set. For example, there are techniques based
on the distance or the angle between the objects. However, these techniques suffer from
the curse of dimensionality. This means that for high-dimensional spaces, the objects
are by almost equally distant from other object. If the techniques are based on the angles
between the objects, then the angle between any two objects is close to 90 degree [3].

Therefore, the curse of dimensionality degrades the performance of certain algorithms
for outlier detection. For this reason, alternative strategies are mandatory to process large
data sets.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 122–132, 2014.
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For other algorithms, the difficulty arises from the computational complexity of the
method. Any method with computational complexity larger than linear one results into
infeasible for large data sets. In these cases, when incrementing the data size, very large
increments in the execution time are produced.

A second source of difficulties arises from the algorithms that analyse the informa-
tion monolithically. In these cases, the appearance of new tuples forces to perform a
new analysis of the complete volume of information. When a large volume of informa-
tion is involved, this severely impacts over the efficiency of the algorithm. In order to
overcome these difficulties, the proposed algorithm performs outlier detection based on
a well potential created by each particle in the feature space.

In this algorithm, each tuple is visualized as a particle in a space of N dimensions,
being N the number of attributes. Each particle is able to create a squared-well around its
position in this N-dimensional space. The well created by each particle is characterized
by two parameters: the radius and the depth. All the particles additively contribute to
create in the N-dimensional space a potential map. In the positions where more particles
concentrate, the potential map has a larger depth.

This model is inspired in the nuclear potential created by nucleons (protons and
neutrons) in the nucleus of the atoms. The nucleons in the nucleus create a well potential
which bound them together.

The parameters which govern the behaviour of the algorithm are briefly described in
the followings:

Radius of the well. This parameter indicates the distance of influence of the presence
of the particle. By increasing the radius, distant particles will belong to the same
cluster. On the contrary, if the radius is shortened, then more particles will be con-
sidered as outliers instead of forming a cluster. The radius gives an notion about the
neighbourhood size of a particle.

Depth of the well. This parameter marks the sensitiveness level of the algorithm. If
the well formed by a single particle is very depth, then few particles in the neigh-
bourhood of a position will be necessary to form a cluster. Oppositely, if the well
is shallow, then more particles in the neighbourhood will be necessary to form a
cluster.

Threshold outlier level. This parameter gives to the practitioners the capacity to se-
lect the threshold level for outlier-cluster discrimination. The threshold value is
subtracted to the final potential in all the feature space to determine which parti-
cles form clusters and which are outliers. By defining a low value for the threshold,
with the appropriate values for the two former parameters, few particles will be
necessary to form a cluster. On the contrary, if the threshold level has a high value,
many particles grouped in the neighbourhood of a position will be mandatory to be
considered as a cluster.

Although the depth of the well and the threshold outlier level seem to have a similar
function, they have been proposed for different purposes. The depth of the well is con-
ceived for the creation of the potential map in the feature space. By varying the radius
and the depth, different potential maps are generated. However, this task is considered
as computationally intensive. Therefore, for big data, the generation of the potential
map is a task which should be performed once.
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On the other hand, the threshold outlier level is a parameter that ought to be handled
by the practitioner for discriminating clusters and outliers. This task can be performed
many times, with different threshold outlier levels, over a previously generated potential
map; so that, it provides different sensitiveness in the outlier detection.

This approach provides diverse advantages and potential capacities to process the in-
formation in distributed computing infrastructures (grid and cloud computing), by pro-
cessing the information by parts and later by gathering the partial information pieces; or
to process in parallel platform such as clusters or accelerator cards (GPU or Xeon Phi).
Besides, this can be executed with horizontal data fragmentation, in subsets of tuples;
or with vertical data fragmentation, in subsets of attributes [4]. These advantages are
developed in the following points.

– Series of data sets can be compared against a potential map conceived as standard
or correct. This allows distinguishing changes in data.

– The potential maps can be compared among them. This comparison allows distin-
guishing if the clusters or the outliers locations evolve.

– In most of the problems, the data set is composed by a large number of objects
with multiple attributes. The approach allows processing the data set by taking
into consideration only a sub-set of the attributes, and when finishing the task to
continue with the remaining attributes. If some attributes are considered as more
important than others, the approach supports to tackle the analysis as a "feature
selection" mode. Firstly, the more important attributes are analysed, and the objects
marked as outliers based on this initial consideration. Thus, the practitioners can
start to extract conclusions from the subset of data analysed. In parallel, the second
order of importance attributes can generate their potential maps, and the remaining
outliers analysed against these new maps.

– Taking into account that the objective is to process large data sets, the practitioners
aim to execute the analysis in high-performance computing platforms (clusters or
accelerator cards) or in distributed computing infrastructures (grid or cloud com-
puting). The modularity of the approach allows easily adapting the algorithm to dis-
tributed computing infrastructures. Subsets divided by attributes can be processed
in different nodes. The execution of the work can be performed in an asynchronous
and elastic way (cloud or grid platforms). As far as the partial units are processed,
information about the outliers found in this partial processing can be presented as
partial conclusions. Moreover, the variation of the number of computational re-
sources available does not impede to process the data set, but it will accelerate or
slow down.

– If the main bulk of data but not the complete set is accessible by the practitioners
at determined time, the data can be analysed, and the remaining part be incorpo-
rated later when possible. This kind of disaggregate analysis is supported by the
approach. The potential maps are additive, so that when a set of data are available
its potential map can be created, and later be incorporated. The work done with the
initial part of the data is not wasted since the potential map does not need to be
completely regenerated, only the contribution of the new objects are processed.

The final aim for designing this algorithm is to process the log-files of the cluster Tier-
2 at CIEMAT. This infrastructure is devoted to analyse the data of the CMS detector.
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This cluster is composed of 1300 cores (roughly 8 cores per node) with 1 PB storage
capacity on disk. The analysis of these logs-files might provide clues about fails in the
systems, types of job rejected, errors in connections, etc, which currently are concealed
in the huge volume of data generated.

The rest of the paper is organized as follows: Section 2 summarizes the Related
Work and previous efforts done. An in-depth description of the implementation of the
algorithm is presented at Section 3. The Analysis is presented in Section 4, including
the asymptotic analysis of the algorithm proposed (Section 4.1) and the study of an
MPI implementation (Section 4.2). And finally, the Conclusions and Future Work are
presented in Section 5.

2 Related Work

In [3] a brief sub-section describing "depth-based methods" for outlier detection is pre-
sented. In this book, the authors express as follows for presenting this type of methods:
"The idea is that the points in the outer boundaries of the data lie at the corners of the
convex hull". These points in the outer boundaries are identified as likely to be out-
liers. Although the word "depth-based" is employed in this description of the convex
hull algorithm, it is not related at all with the approach presented in the present article.
Different meanings to the concept "depth" are given in both works.

Some other studies [5,6] underline that the main drawback of this convex hull-based
approach is the large execution time. So that, it makes impractical for processing large
data set, and therefore, in big data. Furthermore, by studying the pseudo-code of the al-
gorithm, it is not intuitive how it can be parallelized in order to accelerate the execution.

In [7] an excellent recap of the clustering strategies as well as a discussion about the
curse of dimensionality can be found. This is relevant because one of the main draw-
backs of outlier detection is the degradation of the performance when incrementing the
data size. Other classification of the clustering methods can be found in [8]. Further
comparison with the categories presented in these books will be done when describ-
ing in-depth the proposed algorithm. In the clustering algorithms, the outlier detection
depends on the efficiency of the clustering method, in such way that the outliers are
considered as a sub-product of the cluster structure.

Finally, the classifications presented in [4] have been used along this work to cate-
gorize both the algorithm and the data fragmentation.

3 Implementation

The schema of the algorithm (Algorithm 1) is as follows: from a zero-level potential
map, iteratively for each particle the depth is subtracted in the points inner to the radius
of influence of the particle. This process is executed for all feature-space and all parti-
cles. The visual result of this process for an one-dimensional example is presented at
Fig. 1(a) (continuous line).

At Fig. 1(a), a set of objects (points at horizontal axis) is drawn. Each object gen-
erates a squared-well potential of radius 10 and depth 0.1. The dotted horizontal line
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Algorithm 1. The outlier detection algorithm pseudocode
for Each object in the data set do

while The distance to the object is lower than the radius do
Subtract to the potential map, the value of the depth of the well;

end
end
Once the potential map has been created, add in all the feature space the threshold
outlier level;
for Each object in the data set do

if The object is below the zero level then
This object is member of a cluster;

end
else

This object is an outlier;

end
end

marks the threshold outlier level. This level discriminates the objects which are member
of a cluster from the outliers (marked with stripped vertical lines at Fig. 1(a)).

Visually it can be identified the effect over the analysis of the variation of the al-
gorithm parameters. If the absolute value of the threshold outlier level is incremented,
then the horizontal line will go down, and as a consequence more objects will be clas-
sified as outlier (Fig. 1(b)). As an example, the two points around the position 400 will
be classified as outliers if this threshold goes slightly down. In essence, the threshold
outlier level marks how many objects in a close area are necessary to be classified as
members of a cluster, or on the contrary, as outlier.

Both the threshold outlier level and the depth of the well are connected. If both pa-
rameters are modified in the same direction (both are incremented or both are reduced),
then no net effect will be produced. For this reason, it is useful to define the threshold
outlier level as a multiple of the depth of the well. Then, it can be visualized as the
minimum number of objects in a reduced neighbourhood area to conform a cluster. At
Fig. 1(c), the reduction of the radius produces an increment of the objects labelled as
outlier. This effect is specially significant in the outer border of the clusters.

Finally, the radius of the well created by an object can visually understood as the
size of the area to be considered as the neighbourhood of an object. By enlarging this
parameter, scatter objects might be considered as being member of a cluster. Oppositely,
by reducing the radius, the objects should be really close to be considered as a cluster.

If the problem is computationally intensive (large number of tuples and large number
of attributes), then the process can be performed iteratively for each feature. In this case,
for one feature and all particles, the one-dimensional potential map is created. Next,
all objects are checked against this one-dimensional potential map while retaining the
outliers list after the attribute analysed. Once again, iteratively for each feature and the
remaining list of outliers, coming from the previous steps, the mentioned procedure is
followed, so that, at the end of the process all the features have been checked.
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(a) The configuration is: radius = 20; depth =0.1; and threshold outlier level = -0.1.

(b) The configuration is: radius = 20; depth =0.1; and threshold outlier level = -0.3.

(c) The configuration is: radius = 10; depth =0.1; and threshold outlier level = -0.3.

Fig. 1. In this plot, the potential map for a set of points (points in x-axis), the threshold outlier
level (dotted horizontal line), and the outlier positions (dashed vertical lines) for one-dimensional
problem are presented
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The algorithm proposed for outlier detection can be roughly categorized as a density-
based method. The potential map can be assimilated to a density map in the feature
space. Besides, as the proposed algorithm allows searching in subsets of attributes, it
can be labelled as subspace clustering method [8]. This type of algorithm is suitable for
outlier detection independently of the shape of the cluster.

(a) Raw data. (b) Outliers detected.

Fig. 2. Example of application of the outliers detection algorithm to a two-dimensional data set
(600 objects). The configuration employed is: radius = 15; depth =0.2; and threshold outlier level
= 0.4.

At Fig. 2, an example of data processing for a two-dimensional data set is presented.
On the left figure (Fig. 2(a)), the original data set is plotted, whereas the tuples labelled
as outliers are plotted at Fig. 2(b). As be can appreciated, both compact and scatter
clusters, large and small clusters, spherical and linear are well detected. By varying the
configuration of the algorithm, a different number of objects will be marked as outlier.

4 Analysis

In this section, the proposed implementation is scrutinized in order to in-depth char-
acterize. The numerical experiments of this section have been performed in a cluster
composed by 144 nodes with two Quad-Core Xeon processors at 3.0 GHz with 8 GB.

4.1 Asymptotic Analysis

One of the main objectives of this approach is to propose the fastest possible algorithm.
This premise was considered in the initial design phase. For this reason, the implemen-
tation is tested against an incremental number of tuples (Fig. 3(a) for 2 attributes) and
an incremental number of attributes (Fig. 3(b) for 1 million objects, and Fig. 3(c) for
10 million objects). For each configuration, 20 executions are performed and the worst
execution time divided by the varying parameter (tuples or attributes) is plotted.
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(a) Asymptotic behaviour (worst execution time divided by the number of tuples) of the
algorithm when incrementing the number of tuples (two attributes).

(b) Asymptotic behaviour (execution time divided by the number of attributes) of the al-
gorithm when incrementing the number of attributes (1M objects).

(c) Asymptotic behaviour (worst execution time divided by the number of attributes) of
the algorithm when incrementing the number of attributes (10M objects).

Fig. 3. Asymptotic analyses of the proposed algorithm for outlier detection. The worst execu-
tion time of 20 runs is employed. The plots demonstrate that the computational complexity is
O(tuples× attributes).
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As can be appreciated at Fig. 3, the algorithm behaves linearly with the number of
the tuples and attributes in the range analysed. Therefore, it can be concluded that the
most adequate computational complexity for the proposed algorithm is O(tuples ×
attributes). This behaviour is very suitable for processing big data in an affordable
execution time.

Additionally to the plot presented at Fig. 3, the execution time of other large in-
put sizes was checked. From tiny data set with 1,000 objects and 2 attributes, to data
sets with 100 million of objects and 16 attributes (23 GB), the same number of objects
with 8 attributes (12 GB) or 4 attributes (5.6 GB); or 10 million of objects with 32
attributes (4.5 GB), the execution time is measured and divided by the number of ob-
jects and attributes. The aim of this calculation is to check the variations in the unitary
execution time per information piece (objects and attributes). The proposed algorithm
for outlier detection maintains a ratio Execution time

Objects×Atrributes in the range [0.15–0.18] for
the inputs processed. This stability in the unitary execution time is an excellent feature
when intending to process large data sets. As a consequence, the execution times1 keeps
affordable even for large input sizes: 74 hours for the 23 GB input size, 36.8 hours for
the 12 GB, 17.7 hours for the 5.6 GB, and 14.5 hours for the 4.5 GB input size.

4.2 Parallel Implementation

The two data fragmentation models produce two different parallel model. Firstly, the
objects can be distributed among all the nodes. Iteratively the nodes process the at-
tributes of the objects assigned. This model has been followed in the implementation
described in this section. A second implementation stems from the fragmentation of the
attributes. Each node processes one single attribute of all the objects.

In order to test the behaviour of the proposed algorithm when producing a parallel
implementation, an MPI implementation is coded, and the execution time tested for
diverse number of objects and attributes, and number of cores (Table 1). As can be
appreciated in this survey, the algorithm behaves differently in function of the problem
size, and number of nodes used to process it.

In general, the speedup obtained is close to the theoretical maximum speedup (num-
ber of nodes) provided that a large volume of data is supplied to each node. When
distributing the data among too much nodes or the input size is not large, the time of
the data transference becomes relevant compared with the processing time in the node,
and, as a consequence, the performance degrades. This degradation is clearly observed
when using 16 or more than 16 nodes for analysing the input with one million of objects
and up to 8 attributes.

Without considering the cases where the speedup degrades appreciably, the algo-
rithm is able to process efficiently files in the order of GB with a limited execution time
budget and by using a humble number of nodes. For example, the sample of 107 objects
and 16 attributes has a size of 2.3 GB, and it can be analysed in less than one hour in 8
cores.

1 The worst execution time after 20 runs is employed.
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Table 1. Mean execution times in seconds (20 executions) and speedup of the MPI implementa-
tion of the outlier detection algorithm for diverse input sizes: number of tuples from 106 to 107

and number of attributes from 2 to 16

Number
of Nodes

Number of Objects
106 107

Execution Time Speed-up Execution Time Speed-up

2A
1 319.17 3099.46
2 167.09 1.91 1560.92 1.99
4 90.56 3.52 791.85 3.91
8 53.13 6.01 408.75 7.58

16 34.76 9.18 218.66 14.17
32 25.96 12.30 136.20 22.76
64 23.55 13.55 88.42 35.05

4A
1 631.32 6220.18
2 326.40 1.93 3138.17 1.98
4 173.02 3.65 1598.82 3.89
8 94.82 6.66 805.38 7.72

16 57.03 11.07 421.27 14.77
32 37.57 16.81 234.24 26.56
64 30.46 20.73 142.44 43.67

8A
1 1285.33 12368.90
2 648.60 1.98 6206.87 1.99
4 333.40 3.86 3130.69 3.95
8 175.36 7.33 1592.99 7.76

16 99.15 12.96 830.10 14.90
32 50.81 25.30 457.38 27.04
64 42.29 30.39 274.92 44.99

16A
1 2530.92 25961.52
2 1313.64 3.71 12532.01 2.07
4 682.46 3.71 6500.17 3.99
8 342.07 7.40 3208.67 8.09

16 180.78 14.00 1602.08 16.20
32 108.00 23.44 895.33 29.00
64 71.29 35.50 522.27 49.71

5 Conclusions and Future Work

In this paper, a new approach to detect outliers based on squared-well has been pro-
posed. This approach has been designed to be able to deal with large data sets, at the
same time that it keeps an affordable execution time. Besides, in the design phase, it
has been taken into account to be suitable for diverse computational infrastructures.
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The proposed approach is fully additive. This allows disaggregating the calculation
by objects and by attributes. This property eases the adaptation of the algorithm to
distributed computational infrastructures, such as: cloud and grid; as well as to parallel
platforms, such as: cluster and GPU.

Furthermore, the approach has demonstrated that the sequential implementation be-
haves linearly with the number of objects and the number of attributes, O(objects ×
attributes), which is an excellent feature when intending to process large data sets. For
testing the approach, artificial very large data sets (in the order of GB input size) have
been successfully processed while maintaining a limited execution time budget.

Additionally to the sequential version, a parallel implementation (MPI) has been
created and tested. The speedup achieved for large data sets is close to theoretical max-
imum speedup. This demonstrates that the approach is able to deal with these large data
sets.

As future work, more comparative works are proposed. On the one hand, the ap-
proach will be tested for other computational platforms, preferentially cloud and GPU.
On the other hand, other data sets are considered for comparing with other algorithms
devoted to outlier detection. Finally, the aim of this approach is to process the log-files
of the cluster Tier-2 at CIEMAT for processing the data of CMS detector. So that, once
the approach has been successfully tested against artificial data sets, to analyse the data
sets generated by the CMS Tier-2 infrastructure.
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Abstract. New advanced safety systems like accident-adaptive restraint
systems have the potential to improve vehicle safety. However, these sys-
tems may require a function predicting the crash severity prior to a
collision. This means that only with accident parameters gathered by
precrash car sensors the severity of the upcoming collision has to be
predicted. In this work, we present the first known approach based on
symbolic regression that finds a solution for this challenging problem
automatically. For that, we process crash simulation data and apply Pri-
oritized Grammar Enumeration (PGE) for the first time in a real-world
application. In the evaluation, we show that the found model is fast,
compact and interpretable yet achieving a good prediction performance.
We conclude this paper with a discussion and research questions, which
may lead to an application of this approach for future, safer vehicles.

1 Introduction

Improving vehicle safety is a major challenge in the development of new cars.
New safety assessments as they are continuously established by governments and
customer organizations, e.g. Euro NCAP, should be fulfilled [17]. Additionally,
automobile manufacturers and suppliers develop more advanced safety systems
to address long-term ambitions like Vision Zero, which aims at having no killed
or seriously injured people on the road anymore [24]. Furthermore, also customer
demands influence the development of new and improved safety systems.

Future advanced safety systems like accident-adaptive restraint systems may
help to fulfill some of these upcoming requirements [20,21]. These systems adapt
their behavior on crash severity which, in some cases, must be predicted within a
few hundred milliseconds at maximum prior to a collision for a timely adaption.
This means that only with accident parameters gathered by precrash car sensors,
e.g. cameras, radar, etc., the severity of the upcoming collision has to be predicted.

In this work, we present a new algorithm, which finds a crash severity predic-
tion function that takes estimated accident parameters as inputs and predicts
the crash severity prior to a collision. We use Prioritized Grammar Enumeration
(PGE) for performing symbolic regression to find a fast, universal and inter-
pretable model achieving a good prediction performance. The major advantage
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of this data-driven approach is that the algorithm can find prediction models au-
tomatically without direct inclusion of expert knowledge, e.g. physical formulae
or a regression model. This is beneficial, because the physical modeling of vehi-
cle collisions with different angles, hit locations, velocities, etc. is very difficult
and we do not know any work that solves this problem at this complexity with
expert knowledge. To our knowledge, this is also the first real-world application
of PGE and also the first work on solving this problem with symbolic regression.

The paper is structured as follows. After explaining necessary background in
vehicle safety and symbolic regression, we describe our approach about finding
crash severity prediction models. Then, we evaluate PGE-based models in com-
parison with models obtained by another symbolic regression algorithm, discuss
the results and finish with a conclusion and future research questions.

2 Background

In this section, we give an overview of vehicle safety and symbolic regression that
helps to understand this work. Furthermore, we describe relevant literature.

2.1 Vehicle Safety

In vehicle safety, the ultimate goal is to protect persons in case of a car accident.
There are different types of crash severity, but we focus on the effect of the
collision on the vehicle [14].

Fig. 1. Acceleration and velocity sensor signals of a car crash

We want to output a universal crash severity measure which allows the adap-
tation of many different safety systems that protect persons within a vehicle.
In today’s vehicles, an electronic control unit (ECU) detects crashes with sensi-
tive accelerometers measuring accelerations of vehicle structures. In figure 1, we
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show such an acceleration signal for a 20 km/h head-on collision and its integral
called velocity curve, which describes the change in velocity of the vehicle. The
acceleration signal is very noisy and chaotic which is caused by the deceleration
of the vehicle superimposed by vibrations and tensions in the vehicle structure.
Instead, velocity curves are robust so that they can be used as universal indica-
tors for crash severity, because multiple crash severity measures can be extracted
[7,10]. Meier et al. describe the extraction of several crash severity measures in
more detail [12]. For instance, Δvmax describes the maximum change in velocity
and is calculated by identifying the largest difference between the initial collision
velocity and one velocity value. Also various acceleration-based measures like de-
celerations over sliding windows may be extracted by calculating the differential
of the curve. According to our knowledge, there is no ultimate severity measure,
which describes crash severity and can be used for all safety systems. Therefore,
we want to predict velocity curves prior to collisions as they should enable us to
extract the recommended crash severity measure for every safety systems.

In literature, there is only little work about predicting crash severity. Pawlus,
Robbersmyr and Karimi do not predict crash severities, but use a feedforward
neural network for reproducing acceleration, velocity and displacement signals
of a vehicle-pole crash test [16]. Sala and Wang as well as Cho, Choi and Lee
use accelerometers to predict a crash severity after the collision has started in
order to adapt the airbag [18,3]. Wallner, Eichberger and Hirschberg perform a
multi-body simulation with masses, dampers and non-linear springs to predict
acceleration signals prior to a collision [25]. However, the used springs are not
suitable for large angles or low overlaps, so that this approach is not able to han-
dle the accident severity prediction problem at our desired complexity. Overall,
most previous work addresses a specific safety system instead of providing a
universal prediction model for multiple safety systems. Furthermore, complex
regression models or artificial neural networks are difficult to interpret. In con-
trast, we present the first work on finding a universal crash severity prediction
model with symbolic regression.

2.2 Symbolic Regression

Symbolic regression seeks to find interpretable equations describing the rela-
tionship between input and output data. In contrast to parametrical regression,
there is no need to specify an underlying regression model. Instead, symbolic
regression algorithms combine input variables and functions (+ - * / log sin tan,
etc.) to more complex formulae. Schmidt and Lipson used symbolic regression
to determine the natural laws of different oscillators based on experimental data
[19]. Another more vehicle-related work was published by Otte who designed an
airbag control algorithm with symbolic regression [15].

Due to Koza’s work, symbolic regression is often connected with genetic pro-
gramming (GP) [8]. GP is a generalization of symbolic regression as it allows the
automatic creation of programs [9]. Programs are often modelled with parse trees,
but there are also other representations like stacks or a Cartesian grid [13,11]. In-
dependently of the chosen program representation, most GP algorithms rely on
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evolutionary algorithms with different genetic operators and fitness functions.
There also exist a lot of modifications and extensions to improve the expressive
power of GP like self-modifying code [6] or integrating memory [23]. In this work,
we use the new PGE algorithm proposed by Worm and Chiu [26] because it is
able to find the best solution deterministically yet avoiding a complete search in
the solution space.

3 System Approach

In this section, we describe our system approach shown in figure 2 including the
database, an approximation method for compressing velocity curves, the chosen
symbolic regression algorithm and the final building of the prediction model.

Approximation 
for velocity 

curve

Database 
with

simulation 
data

Symbolic 
regression on 
approximation 

parameters

Combinations 
of functions to 
final model

f1(x)=x1+3*x2+x3
2

f2(x)=x4-1,5*x2
...

Fig. 2. System approach for developing the crash severity prediction model

3.1 Database

Our approach uses symbolic regression to find a crash severity prediction model
which can be integrated into an ECU inside a vehicle later. In order to perform
this data-driven process, we use a database consisting of Finite element method
(FEM) simulation data.

The simulations cover head-on collisions of two vehicles, which can be a small
car, a compact car or an SUV each. Besides the vehicle pair, we varied collision
angles, impact points at the vehicle front as well as velocities. We choose these
accident parameters because they affect crash severity significantly [2,22]. For
each vehicle, we store the measured velocity curves in the database.

3.2 Similarity Function

For finding a prediction function, we need to determine how similar a predicted
velocity curve is compared to the original velocity curve which was obtained by
FEM simulation. Thus, a similarity function for velocity curves is required.

At first, we used the Minkowski metric, e.g. Manhattan and Euclidean dis-
tance, which did not perform well. Using the Minkowski metric, the learning
system tends to favor prediction models that estimate the long constant parts
at the end of a velocity curve well by losing much accuracy for the other parts.
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Similarity C

Corridor C1 Cross-correlation C2

Correlation C2a Area C2b Phase shift C2c

C = w1*C1 + w2*C2
C2 = w2a*C2a + w2b*C2b + w2c*C2c
1 = ∑wi

Fig. 3. Similarity function with its different ratings based on [12]

We use the similarity function presented in figure 3, which was proposed
by Meier et al. [12]. This function calculates the weighted average of multiple
ratings leading to a value C between 0 (no similarity) and 1 (perfect match).
At first, the function limits all calculations to relevant beginnings of velocity
curves thus ignoring long constant parts at the end. Then, it spans an inner
and outer corridor around the defined reference curve for the Corridor rating
and calculates, how well the test curve is located inside each corridor. The more
often the test curve is close to the inner corridor, the higher the Corridor rating
is. As for the Phase shift rating, the reference curve is shifted to the test curve
relatively to the position where the cross-correlation value of these two curves is
maximal. The smaller the shift is, the higher the Phase shift rating. Afterwards,
the Correlation rating is calculated from the maximal cross-correlation value,
which is at the phase shift position. The higher the cross-correlation value, the
higher the Correlation rating. As the last rating, the Area rating calculates the
integral of both curves and it scores a high value, if the ratio between the two
integrals is close to 1. In order to get the final similarity rating C, the Correlation
rating is weighted at C2a, the Area rating at C2b and the Phase shift at C2c which
leads to the Cross-correlation rating. The final Similarity rating C is obtained
by weighting the Corridor rating at C1 and the Cross-correlation rating at C2.
Since some ratings depend on the definition of a reference curve, we average the
similarity values of two similarity calculations in which the reference and test
curves have been interchanged. In that way, we guarantee the compliance with
the symmetry property of similarity functions. All in all, the major benefit of
this similarity function is that it also considers macroscopic curve properties.

3.3 B-Spline Curve as Approximation Method

Each velocity curve covers a crash duration of 300 ms sampled at 10 KHz so that
it consists of 3,000 data points. Since we need to process hundreds of curves,
performing a regression on this amount of data is computationally demanding.
However, velocity curves for head-on collisions always have a similar shape so
that we can utilize this property by using approximations, which describe each
curve with very few parameters. This helps to accelerate learning and to filter
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Fig. 4. Velocity curve and its B-Spline approximation

noisy data, so that we use B-Spline curves as approximations for velocity curves
as it was proposed by Meier et al. [12]. They also showed that despite this strong
compression of the curve, the B-Spline approximation still maintains nearly all
relevant crash severity measures derivable from a velocity curve.

In figure 4, we show a velocity curve and its B-Spline curve approximation.
The given curves express the change in velocity due to the head-on collision of
the vehicle, which always results in a deceleration and thus negative velocity
change. Each B-Spline curve is constructed by the control points P0, P1, P2

and P3, which define the shape of the curve. The curve segment after P3 is a
linear extrapolation over P2 and P3. P0 is always located at (0, 0) so that the
three remaining points with two parameters each describe the approximated
curve. We determine the control points P1, P2 and P3 for each velocity curve by
fitting the corresponding B-Spline curve with the help of the described similarity
function and Covariance Matrix Adaption Evolution Strategy (CMA-ES) [5,12].
Afterwards, the algorithm stores these parameters in the database so that this
fitting only needs to be performed once. The main advantage is the simplification
of the regression problem because we only need to find a model which outputs
the six B-Spline parameters instead of 3,000 data points per curve. Although the
additional CMA-ES calculation takes three to four minutes per curve, we speed
up the training process in comparison to training a model which predicts 3,000
data points per curve. The reason is that by reducing the number of points, we
reduce the number of time-consuming evaluations of the prediction model in the
same way. Subsampling the curve may also be an option, but even reducing the
number to 300 does not offer the same speed improvement and leads to a loss
in prediction performance. Therefore, we use such a hybrid artificial intelligence
system, which is often a suitable approach for solving difficult problems [1,4].
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3.4 Symbolic Regression

We want to find a fast and interpretable model which estimates the six B-
spline parameters from accident parameters for curve construction. Symbolic
regression is a suitable approach because it outputs an equation for each B-
Spline parameter. Equations are fast to execute, do not require much memory
and analyzing them helps us to identify limitations of a prediction model.

Symbolic regression requires us to define operands and functions working on
them. Besides self-determined constants, the algorithm can use the following
accident parameters of each of the two vehicles taking part in the collision:

– Vehicle mass m
– Velocity v at the beginning of the collision
– Normalized point of impact p at the vehicle front
– Sine, cosine and tangent of collision angle α

Since basic physical laws underline the importance of closing velocity vrelative,
we provide it directly as an operand to accelerate learning. This decision as well
as the usage of B-Spline curves can be regarded as some kind of expert knowl-
edge integrated into our prediction system. We do not provide any predefined
constants, because we have no knowledge about which constants might be bene-
ficial. Furthermore, the symbolic regression algorithm is able to determine useful
constants on its own. Besides the given operands, the symbolic regression may
use the following functions to connect these operands with each other:

– Basic operators : addition, negation, absolute value, multiplication, division
– Additional functions : exponential function exp, square root

As already mentioned, we use PGE as symbolic regression algorithm that was
proposed by Worm and Chiu [26]. This algorithm represents equations with n-
ary program trees in which operands and constants are stored in leafs whereas
inner nodes encode functions to perform on their child nodes. Due to space
limitations, we only describe it very brief, but focus on its special properties.

In contrast to classic, probabilistic GP-based symbolic regression, PGE ex-
plores the solution space deterministically. Grammar production rules create
program trees of increasing complexity iteratively instead of mutating or re-
combining trees. After evaluating the trees using a L1-norm, PGE modifies and
evaluates the trees again so that the solution space is explored.

In order to avoid evaluating all possible trees, PGE uses dynamic program-
ming with a Pareto priority queue storing the best tree for any possible tree size.
In that way, search is guided by performance and parsimony simultaneously. It
also uses a memory so that every tree is evaluated only once. Furthermore, it
transforms trees to a standard form so that isomorphic trees are eliminated. Last,
PGE determines values of constants with a Levenberg-Marquardt optimizer be-
fore a formula gets evaluated which separates the optimization of form from
the optimization of constants. Therefore, PGE will not perform an exhaustive
search because equivalent solutions are never evaluated. Furthermore, the depth
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of trees may be restricted so that the length of formulae is limited. However, if
the tree depth is set to infinity, PGE will find the best possible solution.

PGE offers significant advantages over classic, probabilistic GP-based sym-
bolic regression. Although PGE might seem slower due to its determinism, it
avoids multiple runs with different random seeds because there is no pseudo-
random number generator. It is also able to cover solution spaces fully to find
exact solutions. Last, PGE is simple to use since it is almost parameter-free.

3.5 Generating Final Prediction Model

The last step is to generate the final prediction model. As explained, PGE seeks
to find six formulae each connecting accident parameters with one B-Spline pa-
rameter. After learning, PGE outputs the best 32 formulae for each of the B-
Spline parameters ranked by L1-norm. Now, the final model can be built by
taking the best six formulae with the smallest error on L1-norm. However, this
combination does not necessarily maximize our similarity function. Thus, an-
other way may be to find the combination of six formulae that achieves the
highest value on the similarity function compared with original velocity curves.

4 Evaluation

In this section, we describe our evaluation methodology and compare two sym-
bolic regression algorithms for finding a crash severity prediction model.

4.1 Methodology

In order to evaluate symbolic regression algorithms, we use 190 FEM simula-
tions of our database comprising a compact car colliding with other vehicles and
varying accident parameters. As training set, we use 75% of these simulations
whereas the remaining 25% form the evaluation set. Each symbolic regression
algorithm learns a crash severity prediction model on the training set. After
learning, we evaluate each prediction model on the training and evaluation set
separately. We measure the performance by comparing predicted B-Spline ap-
proximation curves with original velocity curves using our similarity function of
section 3.2. The average similarity describes the performance of each model.

We compare four models obtained with PGE and Cartesian Genetic Pro-
gramming (CGP) [13]. CGP uses no trees but a Cartesian grid instead, which
represents programs as a graph in which every node can be connected with every
preceding node. We choose CGP for comparison because it can learn a model
that outputs all six B-Spline parameters simultaneously. Thus, CGP may be
able to find relationships between the B-Spline parameters as well, which may
lead to a higher performance. Additionally, we use CGP to learn an equation
for each B-Spline parameter. We create two models with PGE, but use different
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strategies to create the final prediction model. One model comprises the best
six equations for the B-Spline parameters output by PGE. The other model is
the combination of six equations achieving the best training performance on our
similarity function. For CGP, we use an own Java implementation whereas we
use the reference implementation of Worm and Chiu for PGE [26].

We configure the algorithms as follows. As for CGP, we found the configura-
tion with multiple test runs. We set the population size to 100 and the number
of generations to 500. Each individual has 500 nodes for program representa-
tion. We use a uniform crossover (probability = 0.5), a mutation operator which
resets arbitrary genes (probability = 0.2) and a tournament selection (size =
5). Furthermore, we use elitism of size 1 to achieve monotony. As for PGE, we
use the default configuration, which performs 400 iterations, allows a maximum
program size of 100 operands and operators and has a maximum depth of 8.

4.2 Results

In table 1, we show average performances and standard deviations for the train-
ing and evaluation set. The best CGP-based symbolic regression model achieves
an average evaluation performance of 0.606 and the best PGE-based symbolic re-
gression model scores 0.805. With the exception of the CGP solution comprising
six equations, the standard deviations do not differ notably.

Table 1. Average performance and standard deviations of learned prediction models

Algorithm Training performance Evaluation performance

CGP (six equations) 0.469 ± 0.219 0.487 ± 0.253
CGP (one equation) 0.607 ± 0.117 0.606 ± 0.118
PGE (best equation) 0.794 ± 0.126 0.788 ± 0.126

PGE (best combination) 0.800 ± 0.118 0.805 ± 0.123

x1 = 0.00225+
0.003684 ∗ |p2|

vrelative
+ 0.0006 ∗ √m2

y1 = −2.985431 ∗ exp(0.376616 ∗ cosα1 ∗ |p2 + 9.034628 ∗ | sinα1||)

x2 = 0.000092 ∗ (646.555477+ m2 + 57.285781 ∗ |p2|
vrelative

)

y2 = −1.960664+ 0.023319 ∗ |p1|+ 0.012447 ∗ cosα2 ∗ vrelative ∗
√
m2

x3 = 0.000082 ∗ (1102.860176+ m1 + 88.096884 ∗ |p1|
vrelative

)

y3 = −2.179486+ 0.025837 ∗ |p1|+ 0.012183 ∗ cosα1 ∗ vrelative ∗
√
m2

(1)
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In equation 1, we show the best crash severity prediction model for the com-
pact car found by PGE. Each equation outputs a component for the B-Spline
control point P1, P2 or P3 for the approximation. Accident parameters with
index 1 belong to the compact car, parameters with index 2 to the other vehicle.

4.3 Discussion

The evaluation results indicate that symbolic regression is able to solve this
prediction problem. Models found by PGE outperform CGP-based models with
a good, average training and evaluation performance of 0.800 or 80 %. In or-
der to explain this difference in performance, we have some assumptions. First,
our CGP implementation should be correct, because it finds solutions for many
standard symbolic regression problems. Maybe the parameterization of genetic
operators was not optimal although we performed multiple runs to find the best
parameter set. We believe that this difference is caused by a rugged fitness land-
scape with many local optima spanned by our similarity function. Probabilistic
approaches like CGP are sensitive to initialization and may not overcome these
optima. Instead, PGE seems to overcome these issues due to its determinism.

Our approach to find a prediction model takes very long. Calculating approxi-
mations to obtain B-Spline parameters for all 190 velocity curves takes about 11
hours on a 12-core workstation. Finding prediction models with PGE takes about
6 hours. However, better parallelization may accelerate training significantly.

The model in equation 1 is simple, compact and achieves a good prediction
performance so that it could be integrated into an ECU in a vehicle. It is also
very fast as it takes less than 2 ms on average to predict crash severity on
a single core. The model also seems to follow basic physical laws because the
closing velocity, which influences crash severity significantly, is often represented
in the formulae. Although the model does not use typical physical expressions
due to its constants which look like “magic numbers”, we believe that it encodes
physical relationships. We assume that these constants average other accident
parameters which are not given as inputs. However, we think that due to its
simplicity, the model should be interpretable so that limitations can be found
easily. For instance, we are able to identify discontinuities for each parameter
mathematically which allows us to limit the usage of this model to the safe parts
of accident parameter domains. We are also able to analyze how sensitive the
precrash sensors must be for estimating the accident parameters at the required
accuracy. This interpretation of the formulae will be a future research question.

Although the presented evaluation sounds rather theoretical like the usual
symbolic regression benchmark problems [8], it is indeed a real-world application.
The simulation data was obtained with sophisticated FEM models, which are
also used for the development of vehicle safety systems. Furthermore, the usage
of simulations is possibly the only realistic way to create the necessary amount of
detailed crash data for finding and evaluating a crash severity prediction model.
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5 Conclusion

Accident-adaptive safety systems could improve road safety, but may require
models which predict crash severity up to a few hundred milliseconds prior to a
collision. In this work, we present the first known approach for this problem that
builds on symbolic regression to find a fast, interpretable and universal model. It
is also the first real-world application of PGE for performing symbolic regression.
In our experiments, PGE outperforms CGP-based symbolic regression notably
by achieving a prediction performance of 80 % on average. Additionally, the
model is simple, compact and able to predict crash severity in less than 2 ms
on average undercutting the time limitation by orders of magnitude. As future
research questions, we want to improve prediction performance. We also plan to
interpret prediction models comprehensively and evaluate them in conjunction
with accident-adaptive safety systems. In case of successful evaluation, we may
have found a new technology for safer vehicles with artificial intelligence.
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Verkehrsunfall?). Schweizerische Ärztezeitung 82(28), 1535–1539 (2001)

15. Otte, C.: Safe and interpretable machine learning: A methodological review. In:
Moewes, C., Nürnberger, A. (eds.) Computational Intelligence in Intelligent Data
Analysis. SCI, vol. 445, pp. 111–122. Springer, Heidelberg (2013)

16. Pawlus, W., Robbersmyr, K.G., Karimi, H.R.: Performance Evaluation of Feed-
forward Neural Networks for Modeling a Vehicle to Pole Central Collision. In:
Proceedings of the 4th International Conference on Energy and Development -
Environment - Biomedicine, pp. 467–472. WSEAS (2011)

17. van Ratingen, M., Williams, A., Castaing, P., Lie, A., Frost, B., Sandner, V.,
Sferco, R., Segers, E., Weimer, C.: Beyond NCAP: Promoting New Advancements
in Safety. In: Proceedings of the 22nd International Technical Conference on the
Enhanced Safety of Vehicles (2011)

18. Sala, D.M., Wang, J.T.: Continuously Predicting Crash Severity. In: Proceedings of
18th International Technical Conference on the Enhanced Safety of Vehicles (2003)

19. Schmidt, M., Lipson, H.: Distilling Free-Form Natural Laws from Experimental
Data. Science 324(5923), 81–85 (2009)

20. Schramm, C., Fürst, F., van den Hove, M., Gonter, M.: Adaptive restraint systems -
the restraint systems of the future. In: Proceedings of 8th International Symposium
Airbag 2006 (2006)

21. Seiffert, U.W., Gonter, M.: Integrated Automotive Safety Handbook. SAE Inter-
national (2013)
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Department of Geoinformatics, Faculty of Science, Palacký University in Olomouc
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Abstract. Decision making support is one of the main objectives of
geographical information systems. So far mainly boolean queries and
boolean logic are used for spatial decision making problems. The study
presents utilization of Possibility theory for modelling constraints and
preferences for spatial data. The importance of aggregation operators in
decision making is discussed as well. The case study involving a simple
decision making problem is presented: selection of a waste disposal site
based on three parameters - slope, distance from water and landuse. The
results are presented and discussed. The main aim is focused on providing
more information to the decision maker that will allow him to select the
most suitable alternative.

Keywords: Possibility theory, decision making, spatial query.

1 Introduction

The decision support for problems that involve spatial data is among the most
important aims of geographical information systems (GIS). When users think
about these spatial decision problems, they commonly think in rather vague
and imprecise language terms instead of precise numerical values [17,18]. For
example if the user is reasoning about distance he/she will most likely think
in terms “far”, “near” and “very close” instead of numerical thresholds that
specify such terms. However for representations in GIS the language terms must
be translated into precise mathematical expressions [17] in order to allow the
data query that will return results that fulfil the criterion. This approach can
theoretically lead to very rigid queries that can negatively affect the query result
[5]. For example some problems may have so many constraints that the solution
does not even exist. In such cases some constraints need to be either removed or
relaxed to obtain solutions, but this process can be quite time consuming [11]. In
other cases several solutions may exist without a clear preference for any of those
solutions. This state is a result of using Boolean logic in a traditional querying
tools. To overcome this undesired property several alternative querying tools
that utilize instruments of the fuzzy set theory [8,17] and the possibility theory
[6,7] were introduced. The main aim of all these tools is to enrich the modelling
of constraints and preferences and thus data queries with new possibilities that
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would allow the decision maker to obtain more informative results [4] that will
help him/her to adopt better solution to the problem. These new techniques are
products of combination of soft and hard computing, that allow modelling of
decision maker’s uncertainty and vagueness, when expressing his/her knowledge
about constraints and preferences for the decision making problem.

The presented research utilizes the possibility theory to expand possibilities
of the spatial queries and the decision making based on them. The structure
of the article is as follows: Section 2 provides brief introduction to the decision
making, section 3 summarizes necessary details about possibilistic queries. The
case study is presented in section 4 and a conclusion is done in section 5.

2 Decision Making

The decision making process is a procedure where a set of alternatives Ai, i =
1, . . . ,m is evaluated with respect to a set of criteria Cj , j = 1, . . . , n. Each alter-
native can be described by a set of criterion values aij , so that Ai = [ai1, . . . , ain]
and aij ∈ [0, 1] [3]. In such decision making the utility or value functions assign
values to each aij according to the relevant criterion Cj . These criteria evalua-
tions are further used in an aggregation process that determines overall ranking
of the alternative Ai. The selection of the aggregation function is an important
part of the process, because the function can significantly affect the outcome of
the aggregation process [2].

When a decision maker is specifying the criteria for the decision making prob-
lem he/she often do so in terms of constraints. Constraints represent require-
ments that an alternative can not violate in order to be acceptable. However
besides specifying the constraints the decision maker can also express prefer-
ences. The former can be viewed as strong conditions that has to be satisfied
and the latter can be seen as weak (optional) conditions [2]. Constraints and
preferences are often modelled jointly. Such approach leads to what is called
bipolar scales in [12]. However as noted in [7] if there are negative and posi-
tive parts of the information (constraints and preferences), then they should be
processed in parallel and not as one piece of information. Otherwise undesirable
shuffle of the constraints and preferences may occur. Ideally the decision maker
should obtain a set of solutions that meet the constraints and a set of solutions
that satisfy even the preferences. Naturally it should apply that the solutions
with preference are a subset of the solutions that satisfy the constraints.

Usually the utility/value functions are used to evaluate the alternatives on
the interval [0, 1], or some other interval that can be scaled to this range. Such
scale is usually bipolar, because 1 denotes completely acceptable alternative, 0
denotes absolutely unacceptable alternative and the midpoint m marks neutral
(indefinite) solutions. The midpoint plays an important role of a boundary be-
tween the positive and negative values [12]. This approach can be viewed as a
classic example of processing constraints and preferences as one piece of infor-
mation. An alternative approach to this problem is to create two scales, one
that is negative unipolar, where 0 means unacceptable and 1 denotes neutral
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ranking of the alternative, and positive unipolar scale, where 0 denotes neutral
and 1 means absolutely acceptable solution [12]. In this case each scale is mod-
elled and processed separately [7], which leads to the ranking of alternatives
in terms of acceptability and desirability. As examples of these dual scales the
measures of possibility or loss functions and necessity or gain functions can be
mentioned [12].

2.1 Aggregation of Criteria Fulfilment

To obtain overall ranking of the alternative Ai, an operator that summarizes
values of aij into one value providing overall evaluation of Ai is needed. Such
aggregation operators can be t-norms, averaging operators, OWA operator [19]
or even t-conorm, depending on the behaviour the operator should model [7].
Generally the aggregation function has a form:

Ai = f(ai1, . . . , ain). (1)

The most commonly used t-norm and t-conorm are the min and max operators,
that also form limits for Yager’s OWA operators [19]. The overview of the t-
norms, t-conorms and averaging operators is provided in [21].

Criteria for selecting an aggregation operator were summarized by Zimmer-
mann [21] as following: axiomatic strength, empirical fit, adaptability, numerical
efficiency, compensation, range of compensation, aggregation behavior, required
scale level of membership functions. For a practical use especially empirical fit,
adaptability and compensation are the most important. Often the use of ag-
gregation operator is not discussed and the min, max operators are used when
working with fuzzy sets. But as noted in [12] there are problems of a negligibility
effect and a drowning effect. The first describes situation when many high val-
ues cannot compensate for one small - so min(0.8, 0.6, 0.1) < min(0.2, 0.2, 0.2)
and the other describes situation min(0.5, 0.7, 0.1) = min(0.1, 0.1, 0.1). Obvi-
ously neither one of those is correct nor does it model human thinking about
ranking of alternatives, as humans would be able to distinguish between such
alternatives and decide which one is better.

2.2 Ranking of the Alternatives

As mentioned above if constraints and preferences are present in the decision
making process, each of them should be processed separately. This means that
for each Ai the constraint and preference raking have to be established indepen-
dently, so that we have aCij denoting ranking of the alternative i according to the

criterion j of constraints and in the same sense aPij that denotes ranking accord-
ing to the preference. Aggregated ranking of the alternatives is than denoted as
AC

i and AP
i respectively.

Since each alternative has two rankings AC
i and AP

i the ranking process is
slightly more complex. Let Aa and Ab be the alternatives from Ai. Aa is better
than Ab only if AC

a > AC
b and at the same time AP

a > AP
b , the alternatives are
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equal if AC
a = AC

b and at the same time AP
a = AP

b , otherwise Ab is better than
Aa. Verbally expressed it means that one alternative is better than the other
if and only if it has higher values of ranking in terms of both constraints and
preferences. Since the constraints are viewed as a stronger criterion they are used
as the main ranking criterion. So the alternatives are first ranked by AC

i and
then AP

i .

3 Possibilistic Queries

In this section the elementary definitions of Possibility Theory that are needed
for possibilistic queries will be given. The complete overview of Possibility theory
is provided in [10,20]. Possibility theory provides new approaches and tools for
handling fuzzy sets. Among those the comparison of a crisp number and a fuzzy
number is of special interest for our research.

In geography vague specifications of queries are often encountered, because
binary queries are usually too restrictive for geographical data [5]. In such cases
an expert provides information about what are unacceptable solutions, which
solutions might be used, what are rather suitable solutions and finally what
solutions would be the best. Lets take an example of selecting a construction
site for new houses with respect to slope of the terrain. The expert specifies that
values of slope higher than 20◦ are off limits because of the costs associated with
preparation of the terrain. He also specifies that it would be good if slope higher
than 10◦ could be avoided. He also mentions that anything below 5◦ is perfect as
there are almost no costs associated with the preparation of the construction site.
What the expert actually provided is a description of so called possibilistic query
[6]. Possibilistic queries are modelled as fuzzy numbers and utilizes Possibility
theory for comparison with crisp data values.

v0

0.5

1

T

Fig. 1. Measures of possibility (dashed) and necessity (dotted) of v ≥ T

Fuzzy number is a special case of a normal convex fuzzy set that is defined
on R (real numbers) and represents vague, ill-known or imprecise value. For
more details about fuzzy numbers please see [13]. In the framework of Possi-
bility theory the fuzzy number can be viewed as a possibility distribution [10],
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that specifies values the number can possibly take. Uncertain parameters/values
are often modelled as fuzzy numbers [1,9,16]. The possibility distribution is an
appropriate tool for the modelling of soft constraints, that form soft queries [20].
These soft (or possibilistic) queries offer the decision maker much more flexible
way of querying the data [5,6].

Let T be a triangular fuzzy number that represents a vague threshold. Tri-
angular fuzzy numbers are defined by three values - minimum, modal value and
maximum. The membership function μT of a triangular fuzzy number is a simple
linear function [13]. Crisp value v can be compared to this soft threshold. The
outcome of such comparison are measures of possibility Π and necessity N. For
use in queries the possibility measure can be viewed as a measure of fulfilment
of constraint, while necessity is a measurement of preference [12].

The comparison v ≥ T is done according to equations (Fig. 1):

μ[T,+∞)(v) = ΠT ((−∞, v]) = sup
u≤v

μT (u), (2)

μ]T,+∞)(v) = NT ((−∞, v[) = inf
u≥v

(1− μT (u)). (3)

And the counterpart v ≤ T :

μ(−∞,T ](v) = ΠT ([v,+∞)) = sup
u≥v

μT (u), (4)

μ(−∞,T [(v) = NT (]v,+∞)) = inf
u≤v

(1− μT (u)). (5)

In both cases the growth of possibility represents the rising fulfilment of con-
straints while the growth of necessity represents the rising fulfilment of prefer-
ence.

v0

0.5

1

Fig. 2. Measures of possibility (dashed) and necessity (dotted) specified as functions
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3.1 Alternative Specifications of the Possibility and Necessity
Measures

Previously it was shown how possibility and necessity measures can be obtained
from so called soft thresholds, that were modelled as fuzzy numbers. There are
situations in which alternative approaches to defining these measures might be
a good idea.

The expert may be able to specify the definitions of possibility and necessity
measures directly as functions (Fig. 2). Reasons for such definition can be vari-
ous, it is only necessary that alwaysN ≤ Π . This direct definition of the measures
allows expert to freely express his opinions and knowledge of the problem.

Another specific case are categorical (ordinal) data. In such case the expert
should provide values of possibility and necessity for each category (Fig. 3).

0

0.5

1

CAT1 CAT2 CAT3 CAT4

Fig. 3. Measures of possibility (black) and necessity (grey) for categorical data

The described approaches provide necessary methods for querying all types
of data with possibilistic queries. Obviously possibility value is than ranking of
the alternative in the sense of constraint AC

i while necessity is ranking in the
sense of preference AP

i . Further in the article these rankings will be referred as
a possibility and necessity.

4 Case Study

The case study presents a simple decision problem. An area suitable for a place-
ment of a waste disposal site should be find within the area of interest according
to three characteristics. Slope, distance from water and landuse were chosen as
the most important characteristics. While slope and distance are provided as
rational data, the landuse is provided as ordinal data.
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All the datasets are so called field models [14]. That means that they are stored
as grids with M rows and N columns (alternatives). So for each data layer there
are M ×N cells. This representation of data is rather common in GIS.

The queries on distance from water and slope were specified as triangular fuzzy
numbers, which allows possibility and necessity to be calculated directly from
those soft thresholds. In case of the distance we are searching for values beyond
specific threshold (v ≥ T Eqs. (2, 3)) because the waste disposal site cannot be
close to water. In case of slope we are searching for values smaller than certain
threshold, because the site cannot be even on medium slope (v ≤ T Eqs. (4, 5)).
Definitions of the fuzzy numbers are provided in Table 1 the visualizations of
the possibility and necessity are in Figures 4 and 5.

Table 1. Definition of triangular fuzzy numbers for possibilistic thresholds

characteristic minimum core maximum

distance from water 150 m 500 m 750 m
slope 0◦ 1◦ 3◦

As a comparison the same task was done using classic boolean approach.
With values 1◦ and 500 m used as thresholds for slope and distance from water.
Landuse categories grassland, cropland and forest land with bushed were selected
as suitable in the query. The result was obtained as spatial intersection of these
three queries. The data outcomes from the classic query are shown in Figs.
(4,5,6,7) as shaded area.

As is visible from the Figure 4 quite a big part of the area of interest fulfils
the constraint with some specific membership value Π > 0. However the area
that has N > 0 is much smaller and also more broken into smaller clusters.

Fig. 4. Possibility (right) and necessity (left) of slope being smaller than specified
threshold. White color represents value 0 and black value 1. The shaded area was
selected by respective crisp query.
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The distance from the water is a linear variable that forms a buffer zone
around the water. The possibility and necessity of distance being bigger than
the soft threshold also reflects this fact (Fig. 5). Obviously the area that would
fulfil the preference measure on the distance is rather small.

Fig. 5. Possibility (right) and necessity (left) of distance being higher than specified
threshold. White color represents value 0 and black value 1. The shaded area was
selected by respective crisp query.

Table 2. Definition of possibility and necessity for landuse types

landuse type possibility necessity

water 0 0
grassland 1 1
cropland 0.75 0.25
forest land with bushes 0.85 0.5
forest land with trees 0.4 0.1

Landuse data need a different treatment as they are specified as classes. Here
expert opinion is used to specify possibility (feasibility) and necessity (attrac-
tiveness) of suitability of the class. The values assigned to the classes are sum-
marized in Table 2 and visualized in Figure 6. According to expert opinion the
grassland and bushes are the best places for the purpose as the costs of their use
will be smallest. This is reflected by both categories having high possibility and
necessity values. On the other hand the cropland has relatively high possibility
value but low necessity value, indicating conflict. The land would be fine for the
purpose but it is not appropriate to turn a cropland to a waste disposal site.

Hamacher product [21] was used as aggregation operator:

t(a, b) =

{
0 if a = b = 0

ab
a+b−ab otherwise

. (6)
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Fig. 6. Possibility (right) and necessity (left) values specified for landuse. White color
represents value 0 and black value 1. The shaded area was selected by respective crisp
query.

The operator selection was based on expert’s opinion as being the most suitable
in terms of compensation and aggregation behaviour.

The results are visualized in Figure 7. The highest possibility value was 0.85
which means that there is no solution that would fit all the constraints com-
pletely, however some solutions are rather close to it. The highest necessity
value was only 0.1 which means that there are none attractive solutions. This is
rather common outcome in geographical analysis, as usually the data does quite
fit together.

Fig. 7. Possibility (right) and necessity (left) of the result. White color represents value
0 and black value 1. The shaded area is result of combination of crisp data queries.

Visual comparison of the results obtained by possiblistic and classic query in
Fig. 7 shows that classic query selected only small area, where high values of
possibility occur for the possibilistic query. It is visible from the example that
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the possibilistic query provided decision maker with much more information.
Such outcome should allow him/her to adopt better solution.

In the case of this case study it might be reasonable to the expand area
of interest to find out if there are some more attractive solutions nearby, or
completely switch the area for another one since there are no solutions that
would completely fit all the constraints.

5 Conclusion

The topic of decision support is rather undervalued in existing geoinformatic
literature. Even less is mentioned about alternative approaches and methods for
modelling constraints and preferences, for example [15] does not mention them
at all. Geoinformatics is a part of Information Sciences and as such exploration of
new trends and methods of decision support should be one of the crucial topics.
The presented method can be used to for all types of spatial queries in order
to enrich the results and provide users with more information. It also handles
uncertainty of the user’s point of view on threshold selection.

In this research we present approach for modelling constraints and preferences
for spatial data that would allow the decision maker to obtain more complex eval-
uation of the data and easily integrate even vague definitions provided by field
experts. The paper presents utilization of Possibility theory for spatial decision
making, which was not presented so far. This approach enriches the results of
classic data queries that are based on boolean expressions. Modelling vague defi-
nitions provided by experts also addresses the issue of expert’s uncertainty when
specifying values used as a thresholds. The topic of aggregation of the results
is also mentioned, which can be crucial for the whole decision making problem.
The implementation of new soft computing methods for decision making support
is one of the recent trends not only in geoiformatics [8] but also in other fields
[4].

The further research should focus on selection of aggregation operators and
their impact on obtained results as well as their ability to model specific ways
of human reasoning.
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Abstract. In this paper we present novel experimental results on com-
paring two interpretations of missing attribute values: attribute-concept
values and “do not care” conditions. Experiments were conducted on
176 data sets, with preprocessing using three kinds of probabilistic ap-
proximations (lower, middle and upper) and the MLEM2 rule induction
system. The performance was evaluated using the error rate computed
by ten-fold cross validation. At 5% statistical significance level, in four
cases attribute-concept values and in two cases “do not care” conditions
performed better (out of 24 cases). At 10% statistical significance level,
in five cases attribute-concept values and in three cases “do not care”
conditions performed better. In the remaining cases the differences were
not statistically significant.

1 Introduction

Hybrid intelligent systems are an area of research that seeks to combine many
single classifier approaches to pattern recognition such that the resulting collec-
tive performance improves on the performance of any single part [21]. The idea
that no single computational view solves all problems was presented in [19]. In
our work we combine two areas of intelligent systems, rule learner classification
systems and uncertainty management in the form of rough set methodology.

Lower and upper approximations are the basic ideas of rough set theory.
A probabilistic approximation, defined using a probability α, is an extension of
standard lower and upper approximations. If α is equal to 1, the probabilistic ap-
proximation is reduced to the lower approximation; if α is slightly larger than 0,
the probabilistic approximation becomes the upper approximation. Probabilistic
approximations have been investigated in Bayesian rough sets, decision-theoretic
rough sets, variable precision rough sets, etc., see, e.g., [12, 15–17, 20, 22–25].

Until recently, research on probabilistic approximations focused on theoretical
properties of such approximations. Additionally, it was restricted to complete
data sets (with no missing attribute values). For incomplete data sets standard
approximations were extended to probabilistic approximations in [11]. The first
papers reporting experimental results on probabilistic approximations were [1, 4].

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 156–167, 2014.
c© Springer International Publishing Switzerland 2014



Mining Incomplete Data 157

In this paper we study two interpretations of missing attribute values:
attribute-concept values and “do not care” conditions. Our research is a con-
tinuation of [5]. In [5] three interpretations of missing attribute values: lost
values, attribute-concept values and “do not care” conditions were discussed;
however, data sets used for experiments in [5] were very restricted: only eight
data sets were considered, all with 35% of missing attribute values. In this paper
we consider a spectrum of data sets with various percentages of missing attribute
values, starting from 0 (complete data sets), and ending with saturated incom-
plete data sets, with 5% as an increment of missing attribute values, for details
see Section 4.

Our main objective was to check which interpretation of missing attribute
values: attribute-concept values and “do not care” conditions is better in terms
of the error rate. Our secondary objective was to compare three types of approxi-
mations, lower, middle and upper, where middle approximations are probabilistic
approximation associated with the parameter α = 0.5 [2, 3]. In this paper we
study usefulness of all three types of probabilistic approximations applied for
rule induction from incomplete data.

There exist many definitions of approximations [9] for data sets with missing
attribute values, we use one of the most successful options (from the view point
of rule induction) called concept approximations [9]. Concept approximations
were generalized to concept probabilistic approximations in [11].

Our experiments on rule induction on 176 data sets (with two types of missing
attribute values) and with three probabilistic approximations (lower, middle and
upper) show that an error rate, evaluated by ten-fold cross validation, depends
on a choice of the data set. Our main conclusion is that for a specific data
set both choices, for an interpretation of missing attribute values and for an
approximation type, should be taken into account in order to find the best
combination used for data mining.

2 Incomplete Data

We assume that the input data sets are presented in the form of a decision table.
An example of a decision table is shown in Table 1. Rows of the decision table
represent cases, while columns are labeled by variables. The set of all cases will
be denoted by U . In Table 1, U = {1, 2, 3, 4, 5, 6, 7, 8}. Independent variables
are called attributes and a dependent variable is called a decision and is denoted
by d. The set of all attributes will be denoted by A. In Table 1, A = {Education,
Skills, Experience}. The value for a case x and an attribute a will be denoted by
a(x).

In this paper we distinguish between two interpretations of missing attribute
values: attribute-concept values and “do not care” conditions. Attribute-concept
values, denoted by “−”, mean that the original attribute value is unknown;
however, because we know the concept to which a case belongs, we know all
possible attribute values. For example, if we know that a patient is sick with
flu and if typical temperature values for such patients is high or very high,
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then we will use these values for rule induction, for details see [10]. “Do not
care” conditions , denoted by “*”, mean that the original attribute values are
irrelevant, so we may replace them by any attribute value, for details see [6, 13,
18]. Table 1 presents an incomplete data set affected by both lost values and
attribute-concept values.

Table 1. A decision table

Attributes Decision

Case Education Skills Experience Productivity

1 higher high − high

2 * high low high

3 secondary − high high

4 higher * high high

5 elementary high low low

6 secondary − high low

7 − low high low

8 elementary * − low

One of the most important ideas of rough set theory [14] is an indiscernibility
relation, defined for complete data sets. Let B be a nonempty subset of A. The
indiscernibility relation R(B) is a relation on U defined for x, y ∈ U as follows:

(x, y) ∈ R(B) if and only if ∀a ∈ B (a(x) = a(y)).

The indiscernibility relation R(B) is an equivalence relation. Equivalence classes
of R(B) are called elementary sets of B and are denoted by [x]B . A subset of U
is called B-definable if it is a union of elementary sets of B.

The set X of all cases defined by the same value of the decision d is called
a concept. For example, a concept associated with the value low of the decision
Productivity is the set {1, 2, 3, 4}. The largest B-definable set contained in X
is called the B-lower approximation of X , denoted by appr

B
(X), and defined as

follows
∪{[x]B | [x]B ⊆ X},

while the smallest B-definable set containing X , denoted by apprB(X) is called
the B-upper approximation of X , and is defined as follows

∪{[x]B | [x]B ∩X �= ∅}.

For a variable a and its value v, (a, v) is called a variable-value pair. A block
of (a, v), denoted by [(a, v)], is the set {x ∈ U | a(x) = v} [7].
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For incomplete decision tables the definition of a block of an attribute-value
pair is modified in the following way.

– If for an attribute a there exists a case x such that a(x) = −, then the
corresponding case x should be included in blocks [(a, v)] for all specified
values v ∈ V (x, a) of attribute a, where

V (x, a) = {a(y) | a(y) is specified , y ∈ U, d(y) = d(x)},

– If for an attribute a there exists a case x such that a(x) = ∗, then the case x
should be included in blocks [(a, v)] for all specified values v of the attribute
a.

For the data set from Table 1, V (1, Experience) = {low, high}, V (3, Skills) =
{high}, V (6, Skills)={low, high}, V (7, Education)={elementary, secondary},
and V (8, Experience) = {low, high}.

For the data set from Table 1 the blocks of attribute-value pairs are:

[(Education, elementary)] = {2, 5, 7, 8},
[(Education, secondary)] = {2, 3, 6, 7},
[(Education, higher)] = {1, 2, 4},
[(Skills, low)] = {4, 6, 7, 8},
[(Skills, high)] = {1, 2, 3, 4, 5, 6, 8},
[(Experience, low)] = {1, 2, 5, 8},
[(Experience, high)] = {1, 3, 4, 6, 7, 8}.
For a case x ∈ U and B ⊆ A, the characteristic set KB(x) is defined as the

intersection of the sets K(x, a), for all a ∈ B, where the set K(x, a) is defined in
the following way:

– If a(x) is specified, then K(x, a) is the block [(a, a(x))] of attribute a and its
value a(x),

– If a(x) = −, then the corresponding set K(x, a) is equal to the union of
all blocks of attribute-value pairs (a, v), where v ∈ V (x, a) if V (x, a) is
nonempty. If V (x, a) is empty, K(x, a) = U ,

– If a(x) = ∗ then the set K(x, a) = U , where U is the set of all cases.

For Table 1 and B = A,

KA(1) = {1, 2, 4},
KA(2) = {1, 2, 5, 8},
KA(3) = {3, 6},
KA(4) = {1, 4},
KA(5) = {2, 5, 8},
KA(6) = {3, 6, 7},
KA(7) = {6, 7, 8},
KA(8) = {2, 5, 7, 8}.
Note that for incomplete data there are a few possible ways to define approxi-

mations [9], we used concept approximations [11] since our previous experiments
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indicated that such approximations are most efficient [11]. A B-concept lower
approximation of the concept X is defined as follows:

BX = ∪{KB(x) | x ∈ X,KB(x) ⊆ X},

while a B-concept upper approximation of the concept X is defined by:

BX = ∪{KB(x) | x ∈ X,KB(x) ∩X �= ∅} = ∪{KB(x) | x ∈ X}.

For Table 1, A-concept lower and A-concept upper approximations of the
concept {5, 6, 7, 8} are:

A{5, 6, 7, 8} = {6, 7, 8},
A{5, 6, 7, 8} = {2, 3, 5, 6, 7, 8}.

3 Probabilistic Approximations

For completely specified data sets a probabilistic approximation is defined as
follows

apprα(X) = ∪{[x] | x ∈ U, P (X | [x]) ≥ α},

α is a parameter, 0 < α ≤ 1, see [11, 12, 16, 20, 22, 24]. Additionally, for
simplicity, the elementary sets [x]A are denoted by [x]. For discussion on how
this definition is related to the value precision asymmetric rough sets see [1, 11].

Note that if α = 1, the probabilistic approximation becomes the standard
lower approximation and if α is small, close to 0, in our experiments it was
0.001, the same definition describes the standard upper approximation.

For incomplete data sets, a B-concept probabilistic approximation is defined
by the following formula [11]

∪{KB(x) | x ∈ X, Pr(X |KB(x)) ≥ α}.

For simplicity, we will denote KA(x) by K(x) and the A-concept probabilistic
approximation will be called a probabilistic approximation.

For Table 1 and the concept X = [(Productivity, low)] = {5, 6, 7, 8}, there
exist three distinct three distinct probabilistic approximations:

appr1.0({5, 6, 7, 8}) = {6, 7, 8},
appr0.75({5, 6, 7, 8}) = {2, 5, 6, 7, 8},

and
appr0.001({5, 6, 7, 8}) = {2, 3, 5, 6, 7, 8}.

The special probabilistic approximations with the parameter α = 0.5 will be
called a middle approximation.
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Fig. 1. Error rate for the bankruptcy data set
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Fig. 2. Error rate for the breast cancer data set
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Fig. 3. Error rate for the echocardiogram data set
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Fig. 4. Error rate for the hepatitis data set
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Fig. 5. Error rate for the image segmentation data set
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Fig. 6. Error rate for the iris data set

10 

30 

50 

70 

90 

0 10 20 30 40 50 60 

Er
ro

r r
at

e 

Percentage of missing attribute values 

Lower, - 

Middle, - 

Upper, - 

Lower, * 

Middle, * 

Upper, * 

Fig. 7. Error rate for the lymphography data set
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Fig. 8. Error rate for the wine recognition data set
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4 Experiments

For our experiments we used eight types of data sets from the University of
California at Irvine Machine Learning Repository.

Our main objective was to check which interpretation of missing attribute
values: attribute-concept values or “do not care” conditions is better in terms
of the error rate. Our secondary objective was to test which of the three proba-
bilistic approximations: lower, middle or upper provides the best results, again
in terms of the error rate.

In our experiments two parameters were used: the percentage of missing at-
tribute values and the probability α used in the definition of probabilistic ap-
proximations. Both parameters have many possible values.

For practical reasons, we restricted both parameters, for the percentage of
missing attribute values we considered numbers 0, 5%, 10% and so on. We have
replaced randomly and incrementally existing attribute values by symbols of
missing attribute values, first using − and then we replaced all symbols of
attribute-concept values by *, with the increment 5% until replacing another
5% of existing attribute values by symbols of missing attribute values caused
in the incomplete data set the entire row full of missing attribute values (i.e.,
there was a case x such that a(x), for all a ∈ A, was a symbol of the missing
attribute value). If so, we retracted the last replacement and tried another ran-
dom replacement. If this attempt was unsuccessful, we tried yet another random
replacement. If this third attempt was unsuccessful, we ended the process of
creating incomplete data sets.

For example, for the bankruptcy data set, the maximum number of missing
attribute values is 35%, since with three random tries of replacing yet another
5% of attribute values, all three data sets with 40% of missing attribute values
had a row labeled by some x ∈ U with a(x) being a symbol of missing attribute
values for all a ∈ A.

For the bankruptcy data set, replacing existing attribute values by symbols
of attribute-concept values, resulted in seven new data sets (with 5%, 10%,...,
35%) of attribute-concept values. Then we created another seven data sets by
replacing all symbols of attribute-concept values by symbols of “do not care”
conditions. Thus for bankruptcy data sets, 15 data sets were used in experiments.
Since we used eight types of data sets, the total number of all data sets used in
experiments was 176.

We restricted our attention to three probabilistic approximations: lower (α =
1), upper (α = 0.001) and the most typical probabilistic approximation, for
α = 0.5, called the middle approximation. Therefore the total number of ten-
fold cross validation experiments was 176× 3 = 528.

Results of our experiments are presented on Figures 1–8. First, for all eight
types of data sets we computed error rate associated with two interpretations of
missing attribute values: attribute-concept values and “do not care” conditions.
Then we evaluated the statistical significance of the results using the Wilcoxon
matched-pairs signed rank test, with the 5% level of significance for two-tailed test,
separately for lower, middle and upper approximations. For the echocardiogram,
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for middle and upper approximations, the “do not care” condition interpretation
of missing attribute values was better than the attribute-concept interpretation
of missing attribute values.

On the other hand, for the image segmentation data set, for all three types of
approximations and for the wine recognition data set with lower approximation,
the attribute-concept value interpretation of missing attribute values was bet-
ter than the “do not care” condition interpretation of missing attribute values.
Thus, for two combinations of data set and type of approximation, the “do not
care” condition interpretation of missing attribute values was better than the
attribute-concept value interpretation of missing attribute values. For other four
combinations of data set and type of approximation, the attribute-concept value
interpretation of missing attribute values was better than the “do not care” con-
dition interpretation of missing attribute values. For remaining 18 combinations
of data set and type of approximation, the difference in performance between
attribute-concept values and “do not care” condition interpretation of missing
attribute was not statistically significant (5% significance level).

When we changed the level of significance in the Wilcoxon test to 10%, we
observed additionally that for the echocardiogram, for lower approximations, the
“do not care” condition interpretation of missing attribute values was better than
the attribute-concept value interpretation of missing attribute values. However,
for the iris data set and lower approximations, the attribute-concept value inter-
pretation of missing attribute values was better than the “do not care” condition
interpretation of missing attribute values.

Thus, for three combinations of data set and type of approximation, the “do
not care” condition interpretation of missing attribute values was better than
the attribute-concept value interpretation of missing attribute values. For other
five combinations of data set and type of approximation, the attribute-concept
value interpretation of missing attribute values was better than the “do not care”
condition interpretation of missing attribute values. For the remaining 16 com-
binations of data set and type of approximation, the difference in performance
between attribute-concept values and “do not care” condition interpretation of
missing attribute was not statistically significant (10% significance level).

Then we compared the three kinds of approximations, separately for attribute-
concept values and for “do not care” conditions, using the Friedman Rank Sums
test, again, with 5% of significance level. The total number of tests was 16
(eight types of data sets with two interpretations of missing attribute values).
For image segmentation data set with attribute-concept values and with “do
not care” conditions, for the iris data set with “do not care” conditions and
for the wine recognition data set with “do not care” conditions there was a
strong evidence to reject the null hypothesis that all three approximations are
equivalent.

Using the test for ordered alternatives based on the Friedman rank sums test
we conclude that, with 5% of significance level, the middle and upper approxima-
tions are better than the lower approximations both image segmentation data
sets, while for remaining two data sets: iris and wine recognition, both with
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“do not care” conditions, upper approximations are better than lower approxi-
mations. The difference in performance between the middle and upper approxi-
mations is not statistically significant. For the remaining 10 combinations of data
set and type of missing attribute value, the difference in performance between
approximations was not significant.

Again, when we changed the level of significance in the Friedman test to 10%,
we may observe additionally that for the bankruptcy and lymphography data
sets, both with “do not care” conditions, upper approximations are better than
lower, while for the iris and wine recognition data sets, both with “do not care”
conditions, middle approximations are better than lower. Thus, upper approxi-
mations were better than lower approximations for six combinations of data set
and type of missing attribute values, and middle approximations were better
than lower approximations for other two such combinations. For the remaining
six combinations of data set and type of missing attribute value, the difference
in performance between approximations was not significant.

A summary of the results of the experiments indicate that for the majority
of the experiments performed, the results did not show a statistically significant
difference in performance between the interpretation of missing attribute values
and approximation types. However, there is strong evidence that there are sit-
uations where varying these values would yield better results with certain data
sets.

For rule induction we used the MLEM2 (Modified Learning from Examples
Module version 2) rule induction algorithm, a component of the LERS (Learning
from Examples based on Rough Sets) data mining system [7, 8].

5 Conclusions

Our primary objective was to compare the quality of rule sets induced from in-
complete data sets with attribute-concept values and “do not care” conditions us-
ing three types of probabilistic approximations: lower, middle and upper. There
is some evidence that attribute-concept values are better than “do not care”
conditions in terms of the error rate measured by ten-fold cross validation.

This work is a continuation of the experiments in [5]. The primary focus of
[5] was to identify the best interpretation of missing attribute values with a
secondary objective of testing the usefulness of concept probabilistic approxi-
mations in mining incomplete data. In this work we expanded our investigation
to 176 data sets while in [5] only 24 data sets were considered. However, be-
cause of the experiment size, we restricted the number of interpretations from
three to two. In addition, while a primary objective was an investigation of two
interpretations of missing attribute values, this work also compared three ap-
proximations in an effort to identify the most effective between lower, middle
and upper.

Our experiments on rule induction on 176 data sets (with two types of missing
attribute values) and with three probabilistic approximations (lower, middle and
upper) show that an error rate, evaluated by ten-fold cross validation, depends on
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a choice of the data set. In the majority of the data experimented with resulted
in insignificant differences between the methods.

Our main conclusion is that for a specific data set both choices, for an inter-
pretation of missing attribute values and for an approximation type, should be
taken into account in order to find the best combination used for data mining.

Data sets with large percentage of “do not care” conditions may cause the
error rate for lower approximation to increase up to 100% due to large charac-
teristic sets, and, consequently, empty corresponding lower approximations and
empty rule sets.

Our secondary objective was to compare three approximations: lower, middle,
and upper. In six combinations, out of 16, lower approximations were worse than
middle or upper (5% significance level). In addition, in ten combinations, out
of 16, lower approximations were worse than middle or upper approximations.
Hence lower approximations should be avoided for mining incomplete data with
attribute-concept values or “do not care” conditions.
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Abstract. The paper examines two approaches to sentiment analysis: lexicon-
based vs. supervised learning in the domain of movie reviews. In evaluation, the
methods were compared using a standard movie review test collection. The re-
sults show that lexicon-based approach is easily outperformed by classification
approach.
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1 Introduction

Sentiment analysis is usually described as a classyfyeing problem, where text units
(such as documents, paragraphs, sentences) are classified into one of three groups (e.g.,
”positive”, ”neutral”, or ”negative”). Nowadays, it is becoming more and more popular
mainly because of the popularity of social media. Individuals and organizations want
to know what is said about them on the Web, companies want to know the attitudes
towards their products, services and brands expressed in social media like Facebook,
Twitter, blogs, and other Web 2.0 content. Sentiment analysis is used in various do-
mains such as banking, finances, travels, news, etc. It can be applied to all kinds of
services and product reviews, including sentiment analysis of internal situation of com-
pany and risk evaluation. Although, it is still evolving area, vast volume of research
was conducted on the basis of similar approaches such as multi-agent systems, e.g. [1].
Tools and methods supporting sentiment analysis, are becoming increasingly complex
and achieve better results. However, still one of the most popular methods to assign
sentiment to documents are lexicon-based approaches. They use specific types of lexi-
cons with sentiment orientation assigned to each word. The major goal of this paper is
to present the comparison of the sentiment analysis results of two distinct approaches:
lexicon-based and based on classification.

What needs to be emphasized is that sentiment lexicons are mostly available for
English, which is mainly caused by the availability of resources for analysis, such as
manually labelled corpora, e.g., OpinionFinder [2]. Additionally, even if lexicons ex-
ist for other languages, they are partial, incomplete and usually developed for specific
purposes (particular domain or problem). Moreover, it should be noted that results of
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c© Springer International Publishing Switzerland 2014
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lexicon-based approaches may be affected by errors which occur in lexicons creation
process. For instance one of the most recognizable lexicon - SentiWordNet1, named
as general (or global) lexicon, where scores are deemed to be of general application
regardless of the specific domain [3] contains some errors. Due to the fact that Senti-
WordNet is an automatically generated resource, it contains incorrect triplets of values
(positive, negative or neutral). Hence, the correctness of this sentiment lexicon is doubt-
ful, despite the fact that authors added to SentiWordNet possibility to submit feedback
of polarity entries.

To summarize, it is impossible to build universal sentiment lexicon for all purposes,
because sentiment expressions often behave with strong domain-specific nature. Rem-
edy for this problem could be domain-specific sentiment lexicons, which have played
an important role in most real sentiment analysis systems. Due to the omnipresent do-
main diversity and absence of domain-specific prior knowledge, automatic construction
of domain-specific sentiment lexicon has become a challenging research topic in recent
years [4, 5]. Domain-depended sentiment lexicons are needed and they should contain
semantic orientations of opinion expressions specific to particular domain, i.e., the word
”predictable” has opposite polarity, in context of car driving experience and in movie
context.

As outlined above, lexicons are still very important for sentiment analysis purposes.
However, is it possible to build usefull lexicons based on any dataset? Is movie reviews
corpus good for building such lexicon? Up to now, movie reviews have been analysed
for opinion mining in numerous papers [6, 7, 8, 9, 10]. This paper is focused on the
issue of sentiment lexicon construction from a corpus of movie reviews. The dataset
used in this paper is from Amazon2. Furthermore, the results obtained by lexicon-based
sentiment annotation method are compared to classification-based one.

This paper is organized by follows: Section 2 provides concise presentation of re-
lated work in the field of sentiment lexicons creations and methods based on supervised
learning. Section 3.1 presents a description of examined approach of lexicon-based sen-
timent analysis and the one based on supervised learning. The experimental scenarios as
well as the results of their execution are described in Section 4. The paper is concluded
in Section 5.

2 Related Work

The issues related to building sentiment lexicons appeared in many publications so far.
Hatzivassiloglou and McKeown [11] constructed lexical network and determined

polarity of adjectives, by using pairs of adjectives conjoined by and, but, either-or,
or neither-nor for research, such as fair and legitimate or simplistic but well-received
to separate similarly and oppositely connoted words. Hatzivassiloglou and McKeown
have used the 1987 Wall Street Journal corpus, consisted of 21 million words, which
were automatically annotated with part-of-speech tags. Another classic approach was
presented by Turney [12]. He determined polarity values of words based on the number

1 http://sentiwordnet.isti.cnr.it/
2 http://snap.stanford.edu/data/web-Movies.html

http://sentiwordnet.isti.cnr.it/
http://snap.stanford.edu/data/web-Movies.html
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of documents with their co-occurrence with seed words found in internet (with the Al-
taVista search engine). Seven positive words (good, nice, excellent, positive, fortunate,
correct, and superior) and seven negative words (bad, nasty, poor, negative, unfortunate,
wrong, and inferior) as representatives for positive and negative orientation were used.
Extended Turneys approach presented Gamon and Aue [13]. They added assumption,
that sentiment words with opposite orientation should not co-occur at the level of single
sentence.

Recently, automatic construction strategy of domain-specific sentiment lexicon based
on constrained label propagation were presented in [4]. Earlier, technique to build
domain-specific, feature-level opinion lexicons in a semi-supervised manner for three
different domains (headphones, hotels and cars) were described in [5].

Other approach to building sentiment lexicons involves automatic machine transla-
tion of existing sentiment lexicons (English and Spanish lexicons for [14]) into other
languages. The new language lexicon is formed by the overlap of the mentioned transla-
tions (triangulation). Mihalcea et al. [15] proposed similar method to learn multilingual
subjective language via cross-language projections. They used The Subjectivity Lexi-
con from OpinionFinder [2] and two bilingual English-Romanian dictionaries to trans-
late the words in the lexicon. They have developed it using method that automatically
builds text classifiers in a new language by training on already labeled data in another
language [16].

Another approach to lexicon construction is based on thesaurus. This method uti-
lizes synonyms or glosses of a thesaurus to determine polarities of words. One of the
approach [17] was based on the synonym and antonym lists obtained from Wordnet to
compute the probability of a word given a sentiment class. Kamps et al. [18] made a hy-
pothesis that synonyms have the same polarity. They linked synonyms from thesaurus to
build network. Word polarities were determined by the distance from seed words (good
and bad) in the network. Extended approach was described by Hu and Liu [19]. They
used synonyms and also antonyms to build sentiment lexicon. Esuli and Sebastiani [20]
presented method for determining the polarity of terms based on the quantitative analy-
sis of the glosses of such terms, i.e. the definitions that these terms are given in on-line
dictionaries.

In general, co-occurrence of words along documents implies their similar polarity
as a whole. Similar polarity might stand for distinct meaning but within this paper,
in movie reviews domain, it means that reviews with similar text units should have
similar polarity, which was expressed in similar star assignment for movie review (see
Section 4.2 for dataset description). This is associated with rating-inference problem
[10], where rather than simply decide whether a review is ”thumbs up” or ”thumbs
down” [6] it should be determined an author’s evaluation score. This makes the problem
a multi-class text classification problem. Pang and Lee examined human accuracy at
estimating number of stars ”stars” assigned to reviews in different subjects. As it is
depicted in Table 1, humans are able to correctly classify reviews with accuracy from
47% to 80% (0 rating difference). Thus, it can easily noticed that humans recognize
small differences in evaluation scores.

Sentiment analysis can be treated as a classification problem, hence it is possible to
use machine learning methods such as classification. Sentiment analysis by classification,
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Table 1. Human accuracy at determining ”stars” score [10]. Rating differences are given in
”notches”. Parentheses enclose the number of pairs attempted.

Rating diff. Pooled Subject 1 Subject 2
3 or more 100% 100% (35) 100% (15)

2 (e.g., 1 star) 83% 77% (30) 100% (11)
1 (e.g., 1/2 star) 69% 65% (57) 90% (10)

0 55% 47% (15) 80% (5)

a supervised learning task, is an approach that is using a classifier (such as Nave Bayes,
SVM or any other) and extracted features of text to classify it as of positive, negative or
neutral sentiment orientation [21]. In this approach no sentiment lexicon is needed, so
it can be treated as an alternative to lexicon-based sentiment analysis. Pang et al. [22]
were among the first to explore the sentiment analysis of reviews based on machine-
learning approaches. They experimented with three different algorithms: Support Vec-
tor Machines (SVMs), Nave Bayes, and Maximum Entropy classifiers. They used, e.g.,
unigrams and bigrams, POS (part-of-speech) tags and term frequency weight features.
The best accuracy attained with a movie reviews dataset was obtained with SVM classi-
fier, although all three classifiers had very similar accuracy. They used three-fold cross-
validation. In [23] there were proposed features extracted from text, e.g., terms and their
frequency in text, parts of speech, opinion phrases, negation, syntactic dependencies.
Pang and Lee [8] described another approach based on detecting and removing the ob-
jective parts of documents. Turney and Littman [12] presented similar an approach which
resulted with a slight improvement over the baseline using only unigrams. Some other
authors tried to combine machine-learning techniques with lexical-based methods. One
of that work presented Ortigosa et al. [24] for data from Facebook. They reached the best
result while combining methods.

3 Sentiment Analysis Methods

Two distinct approaches to sentiment analysis: lexicon-based and the one based on clas-
sification are compared in the domain of movie reviews. Following Section introduces
the concept of both of approaches.

3.1 Lexicon-Based Approach to Sentiment Analysis

The goal of the method is to enable the assignment of sentiment orientation to the
textual units from test set T , that have unknown sentiment. It is obtained by creation
and application of lexicon L using information extracted from dataset D with priory
known sentiment. The lexicon contains the mean sentiment orientation of words that
occur in that dataset. The dataset D, T and lexicon L are sets of tuples defined as below:

D = {< t,s(t)> : t is a text unit ∧ s(t) ∈ S} (1)

L = {< w, s̄(w),c > : w is a word stem ∧ s̄(w) ∈ [min(S),max(S)]∧ c ∈ N+} (2)



172 L. Augustyniak et al.

T = {< t, ŝ(t)> : t is a test text unit ∧ ŝ(t) ∈ [min(S),max(S)]} (3)

where S is an ordered set of sentiment orientations expressed by numbers (e.g. 1- neg-
ative, 2- neutral, 3-positive), s(t) is a number from S that represents a single sentiment
orientation of text unit t in the original dataset D, s̄(w) denotes mean sentiment orien-
tation of text units t from the entire dataset D that correspond to a given stem w and c
is their count. Mean sentiment orientation of word stem s̄(w) is denoted by the range
of S limits, i.e. s̄ ∈ [min(S),max(S)]. A text unit is a textual statement that contains
subjective opinion with sentiment orientation, e.g. a sentence, review, paragraph.

The main steps of the method used in this research are:

1. Text preprocessing,
2. Lexicon creation,
3. Application of the aggregated sentiment from lexicon to a test dataset T .

In the first step the textual content is processed according to the following rules in
order: punctuations are removed, all characters are converted into lower case, text is
tokenized into words, all words of length less than three are removed, also stop words
are eliminated and as the last step stemming is performed on each word.

In the second step a lexicon is built by splitting all reviews into single and unique
stems with assigned count of occurrence of that stem in whole dataset. Optional task
is to select only these stems that have count of appearance greater or equal to a given
threshold. To each stem a number s̄ is computed and assigned, which represents the
mean value of sentiment orientations of all reviews in the whole dataset D in which
words of that stem are present.

In the third step all text units in dataset T are preprocessed in the same way as in step
one. As an output each text unit from T has the sentiment orientations computed. For
particular text unit it is calculated as a mean of sentiment orientations of all stems in
that text unit, that were present in the lexicon L. All stems from text units in T that were
absent in lexicon L are not taken into consideration while calculating sentiment orien-
tation. All, above mentioned steps in the lexicon-based method have been presented in
the Figure 1.

3.2 Sentiment Classification Using Classification

In this section the method for sentiment analysis based on classification, a task of super-
vised learning techniques, is presented. The goal of this method is similar to lexicon-
based approach but obtained in different way: based on collection of features derived
from analysed text and using classification algorithm classify sentiment polarity of doc-
ument. The method allows practically every characteristic of the document to be taken
as classification feature, e.g., terms and their frequency, POS (part-of-speech), senti-
ment words and phrases, sentiment shifters such as negations, syntactic features. All
these features can be utilized with any of supervised learning methods. Three most
commonly used in the field are: SVM, nave Bayes and Maximum Entropy. In order to
train the classifiers it is required a dataset with assigned sentiment orientation to the
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Fig. 1. Method description
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text. Fortunately, a lot of reviews have rating scores assigned by their creators, e.g., ex-
pressed in ”stars”, in words such as ”positive” and ”negative” etc. Such ”stars” scores
can be then mapped to sentiment polarity, for instance like in Table 2.

Table 2. Exemplary mapping stars score to sentiment class

Stars score Sentiment polarity class

Negative

Negative

Neutral

Positive

Positive

4 Experimental Study

4.1 Experimental Scenarios

In order to compare two distinct approaches to sentiment analysis: lexicon-based (im-
plemented in Python according to description contained in Section 3.1) and super-
vised learning (implemented in KNIME http://www.knime.org as in Section
3.2) movie reviews dataset was processed. Implementation details are similar to these
presented by Turney [6], Ortigosa-Hernandez et al. [24] and Pang et al. [22].

The dataset was preprocessed according to description depicted in Figure 1. It con-
tains BoW (Bag of Words) creation, punctuation erasure, filtering out all terms con-
sisting of words less than 3 characters long, converting to lower case, and stemming
process. Then sentiment lexicon was build. In parallel, the supervised learning approach
used keygraph keyword extractor [25] for extraction of relevant keywords (15 keyword
per review) using the graph-based approach. In order to build a document vector, a
space consisting of all stem keywords has been established and values of the feature
vectors were specified as numeric values, ”1” when word existed in a review and ”0” in
opposite case.

In order to evaluate both approaches 10-folds cross validation was executed. In case
of lexicon-based approach 9 of 10 randomly established parts of dataset were used for
lexicon creation and the 1/10 rest for evaluation. The classification was performed using
C4.5 decision tree.

The general outcome of the experiments in the comparison on MAE (Mean Absolute
Error) as well as classification accuracy obtained by both approaches. Additionally, the
sensitivity of lexicon-based method was tested for distinct thresholds of word count
used to construct the lexicon.

4.2 Dataset

The experiments have been conducted using large set of movie reviews from Ama-
zon.com. The dataset contains 34,686,770. Reviews of 2,441,053 movies issued by
6,643,669 users of which 16,341 have issued more then 50 reviews. The data comes

http://www.knime.org
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from a time period between June 1995 and March 2013. Each review contains 8 fields
- productId, userId, profileName, helpfulness, score, time, summary, text. In the experi-
ment there were used only score and text, where text is a text unit of review and score is
overall sentiment orientation of the movie expressed in stars - 1 to 5. The median num-
ber of words per review is 82. The dataset is unbalanced in terms of score distribution,
see Figure 2. The majority of scores are highly positive (5 stars). Due to the fact that it
would be beneficial to build a balanced lexicon, the dataset has been randomly sampled
to have balanced distribution of scores. Three examples of the reviews taken from the
dataset are presented in Table 3.

Fig. 2. Review score distribution in the original dataset

Table 3. Exemplary reviews (text units) with assigned score, which represents sentiment orienta-
tion

Movie review Score

Don’t waste your money and time for this garbage

This movie was not what expect but was still cute show

Excellent movie and can’t wait until it comes out on dvd

4.3 Results

Due to the fact that the sentiment orientation had 5-values scale the Mean Absolute
Error (MAE) as well as classification accuracy was calculated. As it can been seen
in Figure 4 the lexicon-based sentiment annotation method was outperformed by clas-
sification one both in terms of classification accuracy and MAE. Supervised learning
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Fig. 3. The comparison of lexicon-based and classifiation-based sentiment analysis approach

Fig. 4. The results of lexicon-based sentiment analysis approach for distinct word count thresh-
olds in lexicon construction

technique resulted with 0.47 accuracy, whereas lexicon-based with 0.10. Additionally,
MAE for classification is bellow 1, which means it rarely happen that the classification
error is greater than one class in the 5 classes target. The lexicon-based approach has
much higher MAE equal to 1.56. According to findings presented in Figure 3, lexicon-
based approach with the settings as described in Section 3 and 4.1 hardly depends on the
threshold of minimal word count used in lexicon creation. Both, MAE and classification
accuracy change only imperceptibly with distinct threshold value.

5 Conclusions and Future Works

The main goal of the paper was to compare two distinct approaches to sentiment anal-
ysis: lexicon-based vs. supervised learning in the domain of movie reviews. As it was
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observed in the experimental results the approach based on lexicon creation is easily
outperformed by classification approach. This makes the latter algorithm more appli-
cable for accurate sentiment annotation. Generally, better results can be obtained with
more sophisticated method, which is able to capture the nature of sentiment. Summa-
rizing, the usage of supervised learning algorithms as well as underlying feature space
representation of text and sentiment is a powerful modelling tool that should be exten-
sively address in sentiment analysis.

The future work will focus on further analysis of supervised learning schemes in
sentiment analysis as well as on the analysis of computation efficiency of considered
algorithms.
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Abstract. Business rules are of key importance for maintaining the cor-
rectness of business data. They also can help to contain the amount of
uncertainty associated to business data and decisions based on them.
However, business rule enforcement does not scale up easily to concurrent
systems. That is due to two common exigencies: the postulates of total
and of isolated business rule satisfaction. In order to limit the accumula-
tion of uncertainty, we outline how measure-based uncertainty-tolerant
business rules maintenance scales up to concurrent transactions, by re-
fraining from the postulates of total and isolated rule satisfaction.

1 Introduction

For fully automating the reasoning and processing of business workflows, ar-
guably the best choice is to invest in business rules and represent them as in-
tegrity constraints. That point of view has been convincingly argued for in [9].

Another important application domain of integrity constraints is data quality
[30]. In [12] we have argued that, to a large extent, conditions deemed neces-
sary by the database designer for the data to have quality can be represented
by integrity constraints. Consequently, data quality can be equated to the de-
gree by which the data satisfy the constraints that capture quality. Hence, such
constraints can be conveniently called quality constraints [14].

Uncertainty in databases can be understood as a lack of data quality, and
quality conditions can conveniently be represented as integrity constraints. It
has been pointed out in [8] that the violation of constraints corresponds to the
uncertainty of the data items. On the other hand, it is well-known that many
database applications may involve considerable amounts of uncertain data.

Business rules can be used to avoid uncertainty. Nevertheless, they need to
be able to tolerate it, i.e., to perform reasonably well in the presence of uncer-
tain data. The specific problem addressed in this paper is to make uncertainty-
tolerant business rules work not only with regard to isolated updates of the
database, but also when arbitrarily many database transactions are executed
concurrently. Concurrency of transactions is typical for most OLTP applications,
for distributed systems and for transactions in the cloud. In [8], the scale-up of
uncertainty tolerance to concurrent transactions was addressed as a side issue.
In this paper, it receives unabridged attention.
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There is a large amount of methods for evaluating declarative integrity con-
straints [26]. Also the use of business rules for data quality management has
been documented, e.g., in [27] [31]. Moreover, the management of concurrent
transactions has been broadly covered in the literature [18] [5] [38].

This paper addresses two characteristic difficulties that impede a combination
of approaches to control data uncertainty by checking quality constraints, on one
hand, and uncertainty-containing processing of concurrent transactions, on the
other. One of the two difficulties corresponds to a particular requirement that is
traditionally imposed on all methods of integrity checking. The other corresponds
to a particular requirement traditionally imposed on the design, implementation
and use of concurrent transactions. It will turn out that both requirements are
unrealistic and indeed not necessary to their full extent in practice.

The first requirement is that an update can be efficiently checked for integrity
only if the state before the update totally satisfies all constraints, without excep-
tion. We call this requirement the total integrity postulate. The second is that,
for guaranteeing integrity preservation by serializable concurrent transactions,
each transaction is supposed to preserve integrity when executed in isolation.
We call this requirement the isolated integrity postulate.

We point out that the isolated integrity postulate must not be confused with
the well-known requirement of an isolated execution of transactions for avoiding
update anomalies. That requirement usually is complied with by ensuring the
serializability of schedules, or some relaxation thereof [38,35]. However, serializ-
ability is independent of the isolated integrity postulate, requiring that integrity
be preserved in isolation: while serializability can be guaranteed automatically
by the scheduler of the DBMS, the isolated integrity postulate is usually expected
to be complied with by the designers, programmers and users of transactions.

The dispensability of the total integrity postulate has been unveiled in [15],
and the isolated integrity requirement has been relaxed in [16], both by a con-
cept of inconsistency-tolerant integrity checking. That concept was based ‘cases’,
i.e., instances of integrity constraints. Their violation can be tolerated as long
as integrity checking can guarantee that the amount of violated cases does not
increase. In [12], a generalization of inconsistency-tolerant integrity checking,
based on inconsistency measures, has been presented. It tolerantes integrity vio-
lation as long as the amount of measured inconsistency is not increased by given
updates. In this paper, we show that measure-based uncertainty checking also
enables a significant weakening of the isolated integrity postulate.

In section 2, we characterize the postulates of total and isolated integrity.
In section 3, we recapitulate measure-based uncertainty checking, which serves
to get rid of total integrity as well as to relax isolated integrity. In section 4,
we address related work, with an emphasis on integrity checking for concurrent
transactions. If not specified otherwise, we use conventional terminology and
notations for logic databases [1] and transaction concurrency [5].
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2 Bad Postulates

The total integrity postulate is explained in Subsection 2.1, the isolated integrity
postulate in Subsection 2.2.

2.1 Integrity Checking with Totality

Integrity checking can be exceedingly costly, unless some simplification method
is used [29]. That can be illustrated as follows. (As usual, lower-case letters x,
y, z denote variables, in the example below.)

Example 2.1. Let emp be a relation about employees, whose first column is a
unique name and the second a project assigned to the employee. The formula I =
← proj(x, y), proj(x, z), y �= z is a primary key constraint on the first column
of proj, a relation about projects, with unique identifiers in the first column.
The foreign key constraint I ′ = ∀x, y ∃z (emp(x, y) → proj(y, z)) on the second
column of emp references the primary key of proj. Now, assume a transaction
T that inserts emp( Jack, p). Most integrity checking methods M ignore I for
checking T , since I does not constrain emp. Rather, they only evaluate the case
∃z (emp(Jack, p) → proj(p, z)) of I ′, or its simplification ∃z proj(p, z), since
emp( Jack, p) becomes true by the transaction. If, e.g., (p, e) is a row in proj,
M accepts the insertion. If there is no tuple matching (p, z) in proj, then M
signals a violation of integrity. �

Proofs of the correctness of methods for simplified constraints checking in
the literature all rely on the total integrity postulate, i.e., that integrity always
be totally satisfied, before updates are checked for preserving consistency. In
practice, however, it is rather the exception than the rule that this postulate is
complied with. In particular for applications such as business intelligence, dis-
tributed and replicated databases, legacy data maintenance, data warehousing,
data federation, etc, a certain amount of uncertain data that violate constraints
in committed states has to be lived with, at least temporarily.

Suppose that, for instance, the constraint I ′ in Example 2.1 is violated due
to emp(Jack,OO)∈D and a previous deletion of the OO project. Thus, by def-
inition, no method that requires total integrity is equipped to check T , since
not all constraints are satisfied. In practice however, if the project that Jack is
assigned to is stored in the proj relation, T is rightfully sanctioned by all com-
mon implementations of integrity checking, as already indicated in Example 2.1.
Example 3.1 in Subsection 3.1 will illustrate essentially the same point.

Hence, the total integrity postulate, which conventionally has always been im-
posed, does not approve the correctness of integrity checking in practice, since
the latter often is performed in the presence of consistency violations. Fortu-
nately, however, that postulate can be abolished without incurring any cost and
without losing its essential guarantees, as shown in 3.1.
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2.2 Integrity Checking with Isolation

We cite from [18]: “it is assumed that each transaction, when executed alone,
transforms a consistent state into a consistent state; that is, transactions pre-
serve consistency”. This is what we have called the isolated integrity postulate.
Clearly, it presupposes the total integrity postulate. From the isolated integrity
postulate, [18] [5] and many others have inferred that then, also all serializable
schedules of concurrent transactions preserve ‘consistency’, i.e., integrity.

The requirements of total and isolated integrity often are illusionary, partic-
ularly for distributed databases, let alone for transactions in the cloud, where
‘eventual consistency’ [36] may compromise both integrity and isolation. Actu-
ally, it is hard to imagine than any agent who issues a transaction T would blindly
believe in a consistency-preserving outcome of T by näıvely assuming that all
concurrent transactions had been programmed with sufficient care to preserve
integrity in isolation. Hitherto, there has been no theory to justify such optimism
in the presence of uncertainty. Now, such a justification is given in Section 3. In
particular, we show in 3.4 that the consistency guarantees of uncertainty-tolerant
integrity checking scale up to concurrent transactions.

3 Uncertainty Tolerance

The purpose of business rules (i.e., integrity constraints) is to state and enforce
quality properties of business data. However, uncertainty (i.e., violations of qual-
ity constraints that take the form of logical inconsistencies) are unavoidable in
practice. Rather than insisting that all business rules must be totally satisfied
at all times, it is necessary to tolerate unavoidable constraint violations.

Whenever time permits, attempts of reducing or repairing such manifestations
of uncertainty can be made, while such attempts often are not affordable at up-
date time. Thus, updates should be checkable for quality preservation, even if
there are extant constraint violations, which can be dealt with later. That is the
philosophy behind uncertainty-tolerant constraint checking, as revisited in 3.1.
Technically speaking, constraint preservation means that the amount of mea-
sured uncertainty that manifests itself in constraint violations is not increased
by a checked and approved transaction. In 3.4, we outline a generalization of the
results in 3.1 to concurrent transactions.

Throughout the remainder, let D, I, IC, T , M stand for a database, an
integrity constraint, a set of constraints, a transaction and, resp., an integrity
checking method. By D(IC)=TRUE and D(IC)=FALSE, we denote that IC
is satisfied or, resp., violated in D. Moreover, we suppose that all constraints are
represented in prenex form, i.e., all quantifiers of variables appear leftmost.

In general, each methodM can be conceived as a mapping which takes triples
(D, IC, T ) as input, and returns either OK, which means that M sanctions T
as integrity-preserving, or KO, which indicates that executing T would violate
some constraint. Further, let DT denote the database state obtained by applying
the write set of T to D.
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3.1 Removing the Total Integrity Constraint

In [15], it is shown that, contrary to common belief, one may get rid of the total
integrity postulate for most approaches to integrity checking without any trade-
off. Methods which continue to function well when this postulate is renounced
are called inconsistency-tolerant. The basic idea is illustrated below.

Example 3.1. Let I and I ′ be as in Example 2.1. Most integrity checking
methods M accept the update insert ( Jack, p) if, e.g., (p, e) is a row in proj.
Now, the positive outcome of this integrity check is not disturbed if, e.g., also the
tuple (p, f) is a row in proj. At first sight, that may be somewhat irritating, since
I then is violated by two tuples about project p in the relation proj. In fact, the
case ← proj(p, e), proj(p, f), e �= f indicates an integrity violation. However,
this violation has not been caused by the insertion just checked. It has been there
before, and the assignment of Jack to p should not be rejected just because the
data about p are not consistent. After all, it may be part of Jack’s new job to
cleanse potentially inconsistent project data. In general, a transaction T that
preserves the integrity of all consistent data without increasing the amount of
extant inconsistency should not be rejected. And that is exactly what M’s output
indicates: no instance of any constraint that is satisfied in the state before T is
committed is violated after T has been committed. �

3.2 Uncertainty Measures

Example 3.1 conveys that each update which does not increase the amount of
inconsistency (i.e., integrity violation) can and should be accepted. For making
precise what it means to have an increase of inconsistency or not, inconsistency
needs to be measured. That can be formalized as follows.

Definition 3.1. We say that (μ,�) is an uncertainty measure (in short, a
measure) if μ maps tuples (D, IC) to a metric space that is partially ordered by
�. If � is understood, we simply identify a measure (μ,�) with μ. �

Example 3.2. A binary border-case measure β is given by β(D, IC)=D(IC),
with the natural ordering TRUE≺FALSE of the range of β, i.e., quality con-
straint satisfaction (D(IC)=TRUE) means lower uncertainty than quality con-
straint violation (D(IC)=FALSE). In fact, β is used by all conventional integrity
checking methods, for deciding whether a given transaction T on a databaseD that
satisfies its constraints IC should be accepted (if DT (IC)=TRUE) or rejected (if
DT (IC) =FALSE). �

More, less trivial uncertainty measures are defined and discussed in [8]. For
instance, the function that maps pairs (D, IC) to the cardinality of the set of
cases (instances) of violated constraints is a convenient uncertainty measure.
Inconsistency can also be measured by taking such sets themselves, as elements
of the powerset of all cases of IC, together with the subset ordering.
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3.3 Integrity Checking with Uncertainty: Generalizing the Process

In accordance with [8], uncertainty-tolerant integrity checking can now be defined
as follows, for databases D, integrity theories IC and transactions T .

Definition 3.2. Let M be a mapping from triples (D, IC,T ) to {OK,KO}, so
that T is either accepted or, resp. rejected, and (μ,�) an uncertainty measure.
M is called a sound, resp., complete method for integrity checking if, for each
triple (D, IC, T ), (1) or, resp., (2) holds.

M(D, IC, T ) = OK ⇒ μ(DT , IC) � μ(D, IC). (1)

μ(DT , IC) � μ(D, IC) ⇒ M(D, IC, T ) = OK. (2)

If (1) holds, then M is also called measure-based, or μ-based. �

Definition 3.2 generalizes the traditional definition of sound and complete
integrity checking significantly, in two ways. The first essential upgrade is that,
traditionally, the measure used for sizing constraint violations in a database with
regard to its associated integrity theory is binary, and thus very coarse: IC is
either violated or satisfied inD, i.e., there is no distinction with regard to different
amounts of uncertainty. As opposed to that, the range of an uncertainty measure
μ may be arbitrarily fine-grained. The second upgrade is equally significant:
traditionally, the total integrity postulate is imposed, i.e., D(IC)=TRUE is
required. As opposed to that, this postulate is absent in Definition 3.2, i.e., M
does not need to worry about extant constraint violations.

Definition 3.2 formalizes that a methodM is uncertainty-tolerant if its output
OK for a given transaction T guarantees that the amount of uncertainty in
(D, IC) as measured by μ is not increased by executing T on D. Moreover,
each transaction that, on purpose or by happenstance, repairs some inconsistent
instance(s) of any constraint without introducing any new violation will be OK-
ed too byM. This means that, over time, the amount of integrity violations will
decrease, as long as an uncertainty-tolerant method is used for checking each
transaction for integrity preservation.

Note that it follows by the definition above that each uncertainty-tolerant
M returns KO for any transaction the commitment of which would violate a
hitherto satisfied instance of some constraint. It is then up to the agent who has
called M for checking integrity to react appropriately to the output KO

A defensive reaction is to simply cancel and reject the transaction. A more
offensive reaction could be to modify (‘repair’) the database, the constraints
or the transaction, so that an increase of the amount of integrity violations is
undone. Such measure-based database repairs are dealt with in [13].

3.4 Relaxed Integrity Checking with Isolation

To say, as the isolated integrity postulate does, that a transaction T “preserves in-
tegrity in isolation”,means the following: For a given set IC of integrity constraints
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and each state D of a given database schema, each I ∈IC is satisfied in DT if I is
satisfied in D.

We now apply uncertainty-tolerant constraint checking not only to transac-
tions executed in isolation, but also to concurrent transactions. Thus, we aban-
don the above postulate “if I is satisfied in D” and weaken the consequence
“each I ∈ IC is satisfied in DT ” according to Definition 3.2. In [16], we could
show that this is possible for integrity checking methods that preserve all sat-
isfied cases of integrity constraints, while tolerating cases that are violated in
the state before executing a given transaction. By an analogous (though more
abstract) argument, the isolated integrity postulate can be weakened as follows.

For each state (D, IC) of a given database schema, each uncertainty measure
(μ,�) and each transaction T ,

μ(DT , IC) � μ(D, IC) (3)

must hold whenever T is executed in isolation.
Under this postulate, we can infer the result that (3) will continue to hold if

T and all transaction that are concurrent with T are serializable, and (3)’ holds
for each transaction T ′ that is concurrent with T whenever T ′ is executed in
isolation, where (3)’ is obtained from (3) by replacing T with T ′.

Note that this result does not endorse that each case should be checked indi-
vidually. On the contrary, integrity checking can proceed as for non-concurrent
transactions, i.e., no built-in nor any external routine that takes part in the in-
tegrity checking process needs to be modified. The result just says that, if the
method returns OK, then everything that was satisfied in the state before the
transaction will remain satisfied after the transaction has committed.

The difference between this relaxation and the traditional result which im-
poses the general isolated integrity postulate, is the following. In the relaxed
result, isolated integrity preservation only is asked to hold for individual cases.
Simplified integrity checking focuses on cases that are relevant for the write set of
a given transaction T . Hence, only those cases are guaranteed to remain satisfied
by a successful integrity check. All non-relevant cases may possibly be violated
by concurrent or preceding transactions. Such violations are detected only if the
respective transactions are checked too. If not, such violations are tolerated by
each uncertainty-tolerant method that checks T .

Note that the above relaxation of isolated integrity still asks for the serial-
izability of all concurrent transactions. This means that we cannot expect that
integrity guarantees of the form (3) would continue to hold in general if the iso-
lation level is lowered. In upcoming work, we shall investigate possible isolation
level relaxations such that sufficient integrity guarantees can still be given.

The generalized form of uncertainty-tolerant integrity checking, as presented
in 3.3, is further generalizable for transactions that also involve schema updates
including changes of the quality constraints [11]. Unfortunately, that is not the
case for the consequences obtained from the relaxed isolated integrity postu-
late in 3.4. In fact, already the guarantees provided by the traditional isolated
integrity postulate cannot be maintained for changes in the set of constraints.
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Thus, more work is necessary in order to establish sufficiently general conditions
under which any integrity guarantees can be made for concurrent transactions
across evolving database schemata.

4 Related Work

Most papers about the maintenance of constraints do not deal with transac-
tion concurrency. On the other hand, most papers that do address concurrent
transactions take it for granted that, if transaction were checked for constraint
preservation in isolation, then it would pass that test successfully, i.e., they do
not care how integrity is ensured.

As an exception, the work documented in [25], addresses both problem areas.
However, the proposed solutions are application-specific (flight reservation) and
seem to be quite ad-hoc. Also the author of [33] is aware of the problem, and
argues convincingly to not be careless about consistency issues. However, with
regard to semantic integrity violations in concurrent scenarios, he only exhibits
a negative result (the CAP theorem [20]), but does not investigate uncertainty-
tolerant solutions. There do exists solutions for reconciling consistency, availabil-
ity and partition tolerance in distributed systems, e.g., [36] [34]. However, the
consistency they are concerned with is either transaction consistency (i.e., the
avoidance of dirty reads, unrepeatable reads and phantom updates) or replica-
tion consistency (i.e., that all replicas consist of identical copies, so that there are
no stale data), not the semantic consistency that is the contrary of uncertainty.

In the seminal papers [21,17,23,18,3,19], a distinction is made between in-
tegrity violations caused either by anomalies of concurrency or by semantic er-
rors. In [17,23], concurrency is not dealt with in depth. In [21,18,3,19], integrity
is not looked at in detail.

For replicated database systems, the interplay of built-in integrity checking,
concurrency and replication consistency has been studied in [28]. Integrity check-
ing is enabled even in systems where the isolation level of transactions is lowered
to snapshot isolation [4]. However, uncertainty tolerance has not been considered
in [28]. Thus, for the snapshot-isolation-based replication of databases, more re-
search is necessary in order to clarify which consistency guarantees can be given
when inconsistency-tolerant integrity checking methods are used in the presence
of inconsistent cases of constraints.

5 Discussion

Since the beginnings of the field of computational databases, the obligation of
maintaining the integrity of business rules in multi-user systems, and thus the
avoidance of uncertainty, has remained with the designers, implementers, ad-
ministrators and end users of transaction processing. More precisely, integrity
maintenance in concurrency-enabled systems is delegated to a multitude of in-
dividual human actors who, on one hand, have to trust on each other’s unfailing
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compliance with the integrity requirements, but, on the other hand, usually do
not know each other.

We expect that, in the long run, this unfortunate distribution of responsi-
bilities will give way to declarative specifications of integrity constraints that
can be supported automatically, just the way some fairly simple kinds of con-
straints are supported already for serial schedules in centralized, non-distributed
database systems. An early attempt in this direction is reported in [22], where,
however, concurrency is hardly an issue. Likewise, the work in [24] largely passes
by concurrency.

Anyway, we have aimed in our work on uncertainty-containing transactions to
keep as close to the declarative paradigm as possible. The advantage of declara-
tivity is to free users and application programmers from having to worry about
quality preservation. That is, the database designer should formalize business
rules as declarative integrity constraints in SQL and leave everything else to the
integrity checking module of the DBMS. That module may be built into the
DBMS core or run on top of it. In any case, the enforcement of the business rules
should be as transparent to the user as concurrency, distribution and replication.

However, as seen above, well-known authors of concurrency theory require
what is virtually impossible, on a grand scale: that all transactions should be
programmed such that they guarantee the preservation of all constraints in isola-
tion [5] [38]. So, database designers and users are asked to program transactions
in a way such that all semantically uncertain situations are avoided. This obvi-
ously may amount to a formidable task in complex systems.

Hence, the motivating objective of this paper has been to enable an automated
enforcement of business rules for concurrent transactions. We have identified two
obstacles that, in the past, have prevented to attain that goal: the postulates of
total and isolated integrity.

For overcoming the traditional misbelief that integrity can be checked effi-
ciently for a transaction T only if the state before T totally complies with all
constraints, we have revisited the work in [15]. There, it has been shown that the
total integrity postulate can be waived without further ado, for most (though
not all) integrity checking methods. Fortunately, the postulate also is unneces-
sary for deferred checking of key constraints and other common built-in integrity
constructs in DBMSs on the market.

We have seen that the advantages of making the total integrity postulate dis-
pensable even extend to relaxing the isolated integrity postulate. More precisely,
the use of an uncertainty-tolerant quality checking method to enforce business
rules for concurrent serializable transactions guarantees that no transaction can
violate any instance of any constraint that has been satisfied in the state be-
fore committing if all transactions preserve the integrity of the same instance
in isolation. Conversely stated, our result guarantees that, if any violation hap-
pens, then no transaction that has been correctly and successfully checked for
integrity preservation by an inconsistency-tolerant method can be held respon-
sible for that. The most interesting aspect of this result is that it even holds in
the presence of extant uncertain data that violates any integrity constraint.
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6 Outlook to Future Work

Important contemporary areas where uncertainty tolerance is paramount are
systems for streaming data [6], linked data [7] and big data [37], as well as
hybrid approaches for approximate reasoning [2]. In the data stores of such sys-
tems, data integrity and the isolation level of concurrent transactions usually is
severely compromised. We have seen that, in general, more research is needed for
systems involving such compromises. In particular, for non-serializable histories
of concurrent transactions, it should be interesting to elaborate a precise theory
of different kinds of database states. Such a theory should allow to differentiate
between states that are committed, states that are “seen” by a transaction and
states that are “seen” by (human or programmed) agents that have issued the
transaction. and which consistency guarantees can be made by which methods
for transitions between those states. This area of research is important because
most commercial database management systems compromise the isolation level
of transactions in favor of a higher transaction throughput, while leaving the
problem of integrity preservation to the application programmers. First steps in
this direction have been proposed in [16].

Another important, possibly even more difficult area of upcoming research is
that of providing uncertainty-containing transactions not only in distributed and
replicated systems with remote clients and servers, but also for databases in the
cloud, for big volumes of data and for No-SQL data stores. These are going to be
the objectives of impending projects. So far, there are only some special-purpose
solutions (e.g., [39]), which lack genericity (or, at least, the generalizability of
which is less than obvious). After all, a move away from the universality-obsessed
attitude toward solutions to technical problems in the field of databases will be
the way of the future [32].
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Abstract. The Support Vector Machine (SVM) method has been widely
used in numerous classification tasks. The main idea of this algorithm is
based on the principle of the margin maximization to find an hyperplane
which separates the data into two different classes.In this paper, SVM
is applied to phoneme recognition task. However, in many real-world
problems, each phoneme in the data set for recognition problems may
differ in the degree of significance due to noise, inaccuracies, or abnor-
mal characteristics; All those problems can lead to the inaccuracies in the
prediction phase. Unfortunately, the standard formulation of SVM does
not take into account all those problems and, in particular, the variation
in the speech input.

This paper presents a new formulation of SVM (B-SVM) that at-
tributes to each phoneme a confidence degree computed based on its
geometric position in the space. Then, this degree is used in order to
strengthen the class membership of the tested phoneme. Hence, we in-
troduce a reformulation of the standard SVM that incorporates the de-
gree of belief. Experimental performance on TIMIT database shows the
effectiveness of the proposed method B-SVM on a phoneme recognition
problem.

Keywords: SVM, Phoneme, Belief, TIMIT.

1 Introduction

Support Vector Machine (SVM) was, at first, introduced by Vladimir [2] for a
binary classification tasks in order to construct, in the input space, the decision
functions based on the theory of Structural Risk Minimization, ([3] and [4]). Af-
terwards, SVM has been extended to support either the multi-class classification
and regression tasks. SVM consists of constructing one or several hyperplanes
in order to separate the data into the different classes. Nevertheless, an opti-
mal hyperplane must be found in order to separate accurately the data into two
classes.

[3] defined the optimal hyperplane as the decision function with maximal
margin. Indeed, the margin can be defined as the shortest distance from the
separating hyperplane and the closest vectors to the couple of classes. The ap-
plication of SVM to the automatic speech recognition (ASR) problem has shown
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a competitive performance and accurate recognition rates. In the sound system
of a language, a phoneme is considered as the smallest distinctive unit which
is able to communicate a possible meaning. Thus, the success of the phoneme
recognition task is important to the development of language systems. Neverthe-
less, during the signal acquisition process, the speech signal may be affected by
the speaker characteristics such as his gender, accent, and style of speech. Also,
there are other external factors which can admittedly have an impact on the
speech recognition such as the noise coming from a microphone or the variation
in the vocal tract shape.

The standard formulation of SVM may not determine accurately the identity
of the tested phoneme. Indeed, the speech signal is accompanied by all sorts of
unpleasant variations during the acquisition. Those variations affect badly the
recognition rates since the recognition mechanism may not be taken into ac-
count those changes in the phoneme data. For example, in the real-application
problems, the English pronunciation differences and the differences in accents
may lead to increase significantly the error rate of any learning algorithm since
all phoneme data are handled identically. Thus, the standard SVM may find an
optimal hyperplane without considering the influences of the differences accom-
panied by the speech signals. Thus, the identified optimal hyperplane can lead
to loss of accuracies.

In this paper, we propose a novel approach in order to incorporate a belief
function into the standard SVM algorithm which involves integrating confidence
degree of each phoneme data. To fulfill this new formulation, we have, before-
hand, compute the geometric distance between the centers of each possible class
of the tested phoneme. Indeed, the benefit of hybrid approaches relies in their
support to the decision-making and their ability to confirm the robustness of
the recognition system [12], [13]. The experimental results with all phoneme
datasets issued from the TIMIT database [5] show that the B-SVM outper-
forms the standard SVM and produces a better recognition rates. The rest of
this paper is organized as follows: Section 2 presents an overview of the method
Support Vector Machines (SVM). Section 3 presents the steps of the phoneme
processing and the problems which accompanying the speech processing. Sec-
tion 4 presents the new formulation B-SVM algorithm; Section 5 describes the
hierarchical phoneme recognition system; Section 6 presents the experimental re-
sults and a comparison between the standard SVM and B-SVM in a multi-class
phoneme recognition problem. The final section is the conclusion.

2 Support Vector Machines

The Support Vector Machines (SVM) is a learning algorithm for pattern recog-
nition and regression problems [9] whose approaches the classification problem
as an approximate implementation of the Structural Risk Minimization(SRM)
induction principle [3].

SVM approximates the solution to the minimization problem of SRM through
a Quadratic Programming optimization. It aims to maximize the margin which
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is the distance from a separating hyperplane to the closest positive or negative
sample between classes.

Hence the hyperplane that optimally separates the data is the one that min-
imises:

1

2
‖wij‖2 + C

m∑
i=1

ξij (1)

Where C is a penalty to errors and ξ is a positive slack variable which measures
the degree of misclassification.

subject to the constraints:

(wij)φ(xt) + bij ≥ 1− ξij , si y = i

(wij)φ(xt) + bij ≤ 1− ξij , si y = j

ξijt ≥ 0 (2)

For the phoneme classification, the decision function of SVM is expressed as:

f(x) = sign(

m∑
i=1

αiyiK(xi, x) + b) (3)

The above decision function gives a signed distance from a phoneme x to the
hyperplane.

However, when the data set is linearly non-separable, solving the parameters of
this decision function becomes a quadratic programming problem. The solution
to this optimization problem can be cast to the Lagrange functional and the
use of Lagrange multipliers αi, we obtain the Lagrangian of the dual objective
function:

Ld = max
αi

m∑
i=1

αi −
m∑
i=1

m∑
j=1

αiαjyiyjK(xi, xj). (4)

where K(xi, xj) is the kernel of data xi and xj and the coefficients αi are the
lagrange multipliers and are computed for each phoneme of the data set. They
must be maximised with respect to αi ≥ 0. It must be pointed out that the
data with nonzero coefficients αi are called support vectors. They determine the
decision boundary hyperplane of the classifier.

Moreover, applying a kernel trick that maps an input vector into a higher
dimensional feature sapce, allows to SVM to approximate a non-linear function
[3] and [7]. In this paper, we use SVM with the radial basis function kernel
(RBF).This kernel choice was made after doing a case study in order to find the
suitable kernel with which SVM may achieve good generalization performance
as well as the parameters to use [11]. Based on this principle, the SVM adopts
a systematic approach to find a linear function that belongs to a set of func-
tions with lowest VC dimension (the VapnikChervonenkis dimension measure
the capacity of a statistical classification algorithm).
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3 Phoneme Processing

Speech recognition is the process of converting an acoustic signal, captured by
a microphone , to a set of words, syllables or phonemes. The speech recognition
systems can be used for applications such as mobiles applications, commands,
control, data entry, and document preparation. The steps of the speech process-
ing are described in the figure 1:

Fig. 1. Phoneme processing steps

The phoneme processing consists, first, on converting the speech captured by
a microphone to a sequence of feature vectors. Then, a segmentation step is
applied consisting on converting the continued speech signal to a set of units
such as phonemes. Once the train and test data sets are prepared, a classifier is
applied to classify the unknown phonemes. However, the phoneme recognition
systems can be characterised by many parameters and problems which have the
effect of making the task of recognition more difficult. Those factors can not
be taking into account by the classifier since their accompanying the captured
speech.

In fact, the speech contains disfluencies, or periods of silence, and is much
more difficult for the classifier to recognise than speech periods. In the other
hand, the speaker is not able to say phrases in the same or similar manner each
time. Thus, the phoneme recognition systems learn barely to recognize correctly
the phoneme. The speaker’s voice quality, such as volume and pitch, and breath
control should also be taken into account since they distorted the speech. Hence,
the physiological elements must be taken into account in order to construct a
robust phoneme recognition.

Regrettably, the classifier is not able to take into account all those external
factors which are inherent in the signal speech in the recognition process which
may lead to a confusion inter-phonemes problem. In this paper, we propose to
incorporate a confidence degree which will help the standard classifier SVM to
find the optimal hyperplane and classify the phoneme into its class.

4 Belief SVM (B-SVM)

The formulation of the proposed method B-SVM is described in three steps; the
first step consists of computing the Euclidean distance d(Yi, Xi) between the
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center of the different classes and the phoneme to be classified xi. The second
step is to compute the confidence degree of the membership of the phoneme xi

into the class yi. Then, those confidence degrees are incorporated into SVM to
help to find the optimal hyperplane.

4.1 Geometric Distance

We propose to calculate the geometric distance between Xi and the center of the
class CYi where i ∈ (1, . . . , k). We consider that there is a possibility to which
the phoneme Xi belongs to one of the classes Yi. The geometric distance noted
d(CYi, Xi) is calculated using euclidian distance.

The higher value of d(CYi, Xi) is assigned to the most distant class Yi from
the phoneme Xi and the lower value is associated with the closer class to the
phoneme Xi.

4.2 Confidence Degree

This step consists on calculating the confidence degree mi(X) of each phoneme
Xi. It tells the possibility that Xi belongs to the class Yi. This proposed algo-
rithm allows the generation of confidence degree for each phoneme:
Calculate confidence degrees mi(Xi)

beg in
Set o f phoneme samples with l a b l e s {(X1, Y1), . . . , (Xn, Yk)} ;

I n i t i a l i z e con f idence degree mi o f samples :
1 i f Xi in the i t h c l a s s , 0 Otherwise ;
Ci := Center o f the i t h c l a s s ;
mi(X) := 1/d(Ci, Xi)
end .

4.3 Formulation of Belief SVM

In a space where the data sets are not linearly separable and a multi-class clas-
sification problem, SVM constructs k(k − 1)/2 classifiers for the training data
set. In order to convert the multi-class problem into multiple binary problems,
the approach one-against-one is used.

In the proposed B-SVM, we incorporate the confidence degree of each phoneme
samples into the constraints since the identity is not affected by a scalar multi-
plication. We normalized the hyperplane to satisfy:

m(x)(wij)Tφ(xt) + bij ≥ 1− ξijt , if yt = i

m(x)(wij)Tφ(xt) + bij ≤ 1− ξijt , if yt = j

ξijt ≥ 0 (5)

In fact, the incorporation of the confidence degree allows to to reduce the re-
strictions when the phoneme have a high degree into the class.
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In the other hand, the dual representation of the standard SVM allows to
maximise the αL of each phoneme. Thus, with high value of the confidence
degree, the subject to αi ≥ 0 can be easily satisfied which allows to consider this
one as support vector which be helping to decide on the hyperplane.

In the proposed B-SVM, we optimize this formulation to obtain a new dual
representation:

Ld = max
αi

m∑
i=1

αi −
m∑
i=1

m∑
j=1

m(xi)m(xj)αiαjyiyjΦ(xi)Φ(xj). (6)

In the standard SVM, the class Yi of a phoneme X is determined by the sign
of the decision function. In the proposed B-SVM, the new decision function thus
becomes:

m∑
i=1

m(x)αiyiΦ(xi) + b (7)

This new formulation will help for the decision making on the sign of phoneme
in order to classify into its class.

5 Hierarchical Phoneme Recognition System

The architecture of our Hierarchical phoneme recognition systems is described
in the figure 2:

Fig. 2. Hierarchical phoneme recognition system

The recognition systemproceeds as follows: (1) conversion from the speechwave-
form to a spectrogram (2) transforming the spectogram to a Mel-frequency cep-
stral coefficients (MFCC) spectrum using the Spectral analysis (3) segmentation
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of the phoneme data sets to sub-phoneme data sets (4) initiating the phoneme
recognition at the first level of the system using B-SVM to recognize the class of
the unknown phoneme (vowels or consonant) (5) and, finally, initiate the phoneme
recognition at the second level of the system using B-SVM to recognize the identity
of the unknown phoneme (i.e. aa, ae, ih , etc) [6].

For the proposed recognition system, we have used the MEL frequency cep-
stral coefficients (MFCC) feature extractor in order to convert the speech wave-
form to a set of parametric representation.

Davis and Mermelstein were the first who introduced the MFCC concept for
automatic speech recognition [8]. The main idea of this algorithm consider that
the MFCC are the cepstral coefficients calculated from the mel-frequency warped
Fourier transform representation of the log magnitude spectrum. The Delta and
the Delta-Delta cepstral coefficients are an estimation of the time derivative
of the MFCCs. Including the temporal cepstral derivative aim to improve the
performance of speech recognition system.

Those coefficients have shown a determinant capability to capture the transi-
tional characteristics of the speech signal that can contribute to ameliorate the
recognition task. The experiments using SVM are done using LibSVM toolbox
[10]. The table 1 recapitulate our main choice of experiments conditions:

Table 1. Experimental setup

Method SVM
γ 1/117
Cost 10
Kernel trick RBF
Windowing 3-middle aligned Windows
Corpus TIMIT
Dialect New England
Frame rate 125/s
Features technique MFCC
Features number 39
Sampling frequency 16ms

It should be noted that, for the nonlinear B-SVM method, we chose the RBF
Kernel and the one-against-one strategy to carry out a multi-class SVM classifi-
cation. Furthermore, the input speech signal is segmented into frames of 16 ms
with optional overlap of 1/3 ∼ 1/2 of the frame size. If the sample rate is 16
kHz and the frame size is 256 sample points, then the frame duration is 16ms.
In addition, the frame rate is 125 frames per second. Each frame has to be mul-
tiplied with a Hamming window in order to keep the continuity of the first and
the last points in the frame.
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6 Experimental Results

The table 2 shows prediction accuracies at both first and second levels of the
hierarchical recognition system using seven different phoneme classes.

Table 2. Accuracies of B-SVM and standard SVM

Method B-SVM Standard SVM
Acc. Precision Recall Acc. Precision Recall
% % % % % %

Level 1: 95 97 92 93 89 88

Level 2: 84 83 80 78 75 73

Vowels 83 86 82 76 77 71
Occlusives 85 88 82 82 86 81
Nasals 80 78 69 75 63 60
Fricatives 87 76 78 83 69 70
Semi-vowels 87 91 91 84 91 87
Silences 83 71 69 75 62 68
Affricates 83 88 88 71 78 77

To investigate the accuracy of the proposed method B-SVM, we applied the
standard SVM and B-SVM to Timit database. It must be pointed out that for the
prediction, we used a test samples which were not included in the training stage.
We compare the performance of both methods and we note that the performance
of B-SVM is better than the standard SVM for all data sets used.

Thus, the following results in the table 1 provides a summary through which
we note that the proposed B-SVM shows a remarkable improvement over stan-
dard SVM.

7 Conclusion

In our paper, we have proposed a new formulation of SVM using the confidence
degree for each object. We have, also, built an hierarchical phoneme recognition
system.

The new method B-SVM seems to be more effective than the standard SVM
for all tested data sets. The new formulation of SVM succeeded in improving
phoneme recognition since the allocation of belief weights for each phoneme have
the ability for modeling the similarity between phonemes in order to reduce the
confusions inter-phonemes. We compare the performance of both methods and
we note that the performance of B-SVM is better than the standard SVM for
all data sets used.

References

1. Foster, I., Kesselman, C.: The Grid: Blueprint for a New Computing Infrastructure.
Morgan Kaufmann, San Francisco (1999)



Incorporating Belief Function in SVM for Phoneme Recognition 199

2. Vapnik, V.: The nature of statistical learning theory, vol. 8(6), p. 188. Springer,
New York (1995)

3. Cortes, C., Vapnik, V.: Support-Vector Networks. Machine Learning 20(3), 273–
297 (1995)

4. Schölkopf, B., Burges, C., Vapnik, V.: Extracting Support Data for a Given Task.
In: Conference on Knowledge Discovery and Data Mining (1995)

5. Garofolo, J.S., Lamel, L.F., Fisher, W.M., Fiscus, J.G., Pallett, D.S., Dahlgren,
N.L., Zue, V.: TIMIT Acoustic-Phonetic Continuous Speech Corpus. In Texas In-
struments (TI) and Massachusetts Institute of Technology, MIT (1993)

6. Amami, R., Ben Ayed, D., Ellouze, N.: Phoneme Recognition Using Support Vec-
tor Machine and Different Features Representations. In: Omatu, S., Paz Santana,
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Abstract. The main objective of this work is to evaluate a simple fu-
sion system which improves the performance of several object trackers,
within a methodological and rigorous evaluation framework. The consid-
ered algorithms are monocamera single target trackers.

After analyzing in detail the state of the art, an evaluation framework
is selected and presented. The sequences selected in this evaluation try
to represent different real scenes and conditions. Then, clasical and mod-
ern tracking algorithms are selected and evaluated individually, in order
to understand their performance in different scenarios and problems. Fi-
nally, some fusion methods are described and evaluated, comparing their
results with the results of the individual tracking algorithms.

Keywords: Computer Vision, Object Tracking, Fusion, Evaluation.

1 Introduction

Computer Vision is a field whose goal is to automate the processing of images
to understand their content. This information is used to solve specific tasks or
to understand what happens in the scene. Object tracking is one of the most
important tasks in computer vision.

There are many algorithms for object tracking in the state of the art, but
none of the algorithms works correctly in all situations. Furthermore, there is
no common evaluation framework, so most of the authors usually evaluate their
algorithms using their own criteria. As each traker works well depending on
the scenario, the fusion of multiple tracking algorithms can help to solve this
problem.

The final objective of this work is to create a fusion system which improves
the performance of several single target object trackers, within a methodological
and rigorous evaluation framework. Therefore, the work is divided in three main
steps. Firstly, an evaluation framework will be proposed. Secondly, some individ-
ual video object tracking algorithms, extracted from the state of the art, will be
selected. Finally, some fusion methods will be tested with the aim of improving
the individual tracker results.
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2 State of the Art

Video object tracking[1] is the process of locating (or estimating) one or more mov-
ing objects of interest over time using sequences acquired by one or more cam-
eras. In [2], the problem is defined as the task of following one or more objects in a
scene, from their first appearance to their exit. In its simplest form, tracking can
be defined[3] as the problem of estimating the trajectory of an object in the im-
age plane as it moves around a scene. Since the amount of data to be processed is
very large, object tracking is a task of hight complexity and great processing time
consumption.

An object may be anything of interest within the scene that can be detected,
and depends on the requirements of the application. In a real tracking situation,
both background and tracked object(s) are allowed to vary, what difficults the
tracking task. A set of constraints can be put to make this problem solvable. The
more the constraints, the easier to solve the problem. Some of the constraints that
are generally considered during object tracking are[2]: object motion is smooth
with no abrupt changes, there are no sudden changes in the background, changes
in the appearance of the object are gradual, fixed camera scenarios, limited
number and size of objects or limited amount of occlusions.

There are different stages of analysis in the video analysis systems, some
of them are presented below. The image segmentation is the partitioning of a
digital image into two or more regions. Video tracking is the process of locating
one or more moving objects over time. Event detection involves detecting specific
actions that occur in a sequence. In practice, the results of the different stages of
analysis are interconnected (for example, an erroneous foreground/background
segmentation significantly complicates tracking objects). This has led to the
development of techniques using the results of the steps of high-level analysis to
improve the results obtained in low-level stages[4].

2.1 Individual Tracking Algorithms

There are multiple tracking algorithms in the state of the art. The trackers
used in this work are: Template Matching (TM)[5], Mean-Shift (MS)[6], Particle
Filter-based Colour tracking (PFC)[7], Lucas-Kanade tracking (LK)[8], Incre-
mental learning for robust Visual Tracking (IVT) [9], Tracking Learning Detec-
tion (TLD)[10], Corrected Background Weighted Histogram tracker (CBWH)
[11] and Scale and Orientation Adaptive Mean-Shift Tracking (SOAMST) [12].
The first four tracking algorithms have been selected because they are classical
and general tracking systems. The last four have been chosen because they are
modern trackers with contrasted and remarkable results. Below is a summary
describing each of them.

The Template Matching tracking algorithm (TM)[5] represents the target
model by the subimage corresponding to the given rectangular region of interest
to be tracked.
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The Mean-Shift tracking algorithm (MS)[6] represents the target model by
the colour histogram of all pixels belonging to the given elliptical or rectangular
region of interest to be tracked. Pixels close to the target center have a larger
weight than those away from it..

Similarly to the colour-based mean shift tracker summarized above, the Parti-
cle Filter-based Colour tracking algorithm (PFC)[7] represents the target model
by the colour histogram. However, differently to the mean shift tracker, the
candidate position of the target model in the current video frame is found as a
weighted average of alternative candidate positions, each referred to as a particle.

The Lukas-Kanade tracking algorithm (LK)[8] can be considered to be a gen-
eralization of the above template matching algorithm that allows for small affine
transformations (translation, rotation, scaling, shear mapping, etc.) of the target
model.

The Incremental learning for robust Visual Tracking algorithm (IVT)[9] incre-
mentally learns a low dimensional eigenbasis representation, adapting online to
changes in the appearance of the target. The model update, based on incremen-
tal algorithms for principal component analysis, includes two features: a method
for updating the sample mean, and a forgetting factor to ensure less modelling
power is expended fitting older observations.

The Tracking Learning Detection algorithm (TLD)[10] can be seen as a com-
bination of tracking and detection. The tracking component estimates the object
motion between consecutive frames. Detector treats every frame as independent
and performs full scanning of the image to localize all appearances that have
been observed and learned in the past.

The Corrected Background-Weighted Histogram tracking algorithm (CBWH)
[11] is a variation of the original colour-based mean-shift technique [6] that mod-
ifies the stage that reduces the interference of background pixels. This algorithm
transforms the histogram of the target model using information of a neighbor-
hood of the initial object position.

The last algorithm considered is the Scale and Orientation Adaptive Mean-
Shift Tracking algorithm (SOAMST) [12]. This algorithm is a variation of the
original colour-based mean-shift technique [6] that is able to update the scale
and orientation of the target model during the tracking process.

2.2 Fusion

Multiply and as much independent as possible sources of information are com-
monly combined in signal processing to improve the result of an algorithm cre-
ating hybrid systems[13][14]. Using multiple independent features also improves
the performance and the robustness of a video tracker. The fusion strategies
(for video object tracking) can be classified in two different architectures[15][1],
parallel and sequential, and in two main levels[1], tracker-level fusion and mea-
surement level fusion.
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In the parallel architecture, each tracker is executed independently and the
result of the fusion is the most confident tracker or the best combination of
trackers. In the sequential or cascade architecture, trackers are evaluated se-
quentially: if the first tracker returns a high confidence1, its result is chosen as
the fusion result; otherwise, the next tracker is evaluated and the process applied
is repeated.

Fusion at tracker level models single-feature tracking algorithms as black
boxes. The video tracking fusion problem is redefined by modeling the inter-
action between outputs of each tracker, which can run in parallel or in cas-
cade (sequentially). Fusion can use classical combination techniques (average,
maximum, minimum, median,. . . )[16], combine the resulting Probability Den-
sity Function (PDF) of each algorithm[17], consider variable weights for the
algorithms[17][18], use a probabilistic approach[19][20], add a later prediction
stage[21], combine the resulting bounding box of each tracker[20][22] or combine
results at pixel (segmentation) level[4]. For the fusion of multiple features at
measurement level, the measurements are combined internally by the tracking
algorithm. Measurement level fusion can take place with a variety of mecha-
nisms, such as using Bayesian methods[23][24], particle filtering[25], estimating
mutual information[9][26] or calculating correlation[27].

There are many classical simple fusion techniques that can be applied to
object tracking, as those described in [16], where a detailed study of several pos-
sible combinations is presented. Although this reference is not focused on visual
tracking, many of the combinations presented can be applied to it. The main
classic combination techniques presented are majority vote, weighted majority
vote, naive bayes combination, multinomial methods and other approximations
such as those mentioned previously (mean, median, ...).

3 Evaluation Framework

The evaluation of object tracking algorithms is necessary to validate their cor-
rect performance and robustness. This section presents the content set and the
metrics considered.

To create the dataset used in this work, the authors have collected a large
pool of the sequences that have been used by various authors in the tracking
community. Then, the most interesting ones have been selected, focusing on the
main problems that the developed trackers can face. This is why this dataset
has been selected instead of others from the state of the art, as SPEVI[28],
ETISEO[29], PETS[30], CAVIAR[31] or VISOR[32].

For the selection of the evaluation metrics, multiple metrics from the state of
the art have been considered (SFDA[33], ATA[33], Overlap[34], AUC[34], CT[35],
TC[35] and CoTPS[36]). As indicated in the corresponding subsection, a corre-
lation study has been performed, resulting in a very high correlation among
them.
1 This confidence measure must be given by the tracker.
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3.1 Dataset

The content set used was provided by the VOT2013 challenge2 trying to indepen-
dently address the different problems that a tracker can face. The main criteria
for dataset selection was that the dataset should represent various realistic scenes
and conditions, including occlusions, illumination changes, scale changes, rota-
tions, etc. The dataset contains 16 videos with a duration between 172 and 770
frames. More information of each one of the sequences can be obtained from the
dataset website.

The VOT2013 dataset also provides the ground truth files. The relevant target
in each sequence has been manually annotated by placing a bounding box over
the object in each frame.

3.2 Metrics

The metrics that have been considered for the evaluation framework are: Se-
quence Frame Detection Accuracy[33], Average Tracking Accuracy[33], Overlap
[34], Area Under the lost track ratio Curve[34], Closeness of Track[35], Track
Completeness[35] and Combined Tracking Performance Score[36]. A metric cor-
relation study has been performed[37], obtaining redundancy between all the
metrics presented (correlation around 0,9). Therefore, the chosen metric is the
SFDA, defined below. This metric has been chosen for two main reasons: its
correlation with respect to other metrics is one of the the highest. SFDA also
considers and penalizes both false positives and false negatives.

The Sequence Frame Detection Accuracy (SFDA)[33] measure calculates in
each frame the spatial overlap between the estimated target location and the
ground-truth annotation. This mapping is optimized on a frame-by-frame ba-
sis. It contains information regarding the number of objects detected, missed
detections, false positives and spatial overlap, providing a ratio of the spatial
intersection and union between two object locations. The total sum of data from
the Frame Detection Accuracy (FDA) is then normalized to the number of frames
including ground-truth targets. Therefore, SFDA can be seen as the average of
the FDA over all the relevant frames in the sequence. SFDA ranges from 0 to 1;
the higher the value, the better.

SFDA =

∑t=Nframes
t=1 FDA(t)∑t=Nframes

t=1 ∃(N (t)
G ORN

(t)
D )

(1)
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Overlap ratio
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(t)
D
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i ∪D
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2 http://votchallenge.net/

http://votchallenge.net/
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Where:
G

(t)
i denotes the i-th ground-truth object in frame t.

D
(t)
i denotes the i-th detected object in frame t.

N
(t)
G and N

(t)
D denote the number of ground-truth objects and the number of

detected objects in frame t, respectively.
Nframes is the number of frames in the sequence.
N

(t)
mapped is the number of mapped ground truth and detected object pairs in

frame t (frame level mapping).

4 Fusion

In this section, the fusion methods considered in this work are described. After
defining them, tracking results on the dataset are presented.

The implemented fusion methods have been selected based on its simplicity
and independence(i.e., only using its outputs - bounding boxes).

Fusion considered uses only the resulting bounding box of each of the individ-
ual trackers. For each frame, the bounding box resulting from the processing of
each single tracking algorithm is extracted, and then the corresponding fusion
is performed. As only the resulting bounding box from each tracker is used for
the fusion, no matter what kind of single tracker is used for the fusion and any
tracker can be used for these types of fusion. As the cost of fusing the outputs
of each tracker is significantly lower than the cost of processing a frame for each
independent tracker, the final cost would be similar to the cost of the slower
independent tracker if they are properly parallelized.

The first considered fusion method (F1_Mean) is based on calculating the
mean of the bounding box values. Starting from all available resulting bounding
boxes, the mean of the center coordinates of the bounding boxes (x0, y0), and
of the height and width of the bounding boxes are calculated. These values are
rounded to the nearest pixel value. In this way the new values that define the
bounding box resulting from the fusion are obtained.

The second considered fusion method (F2_Median) is the median fusion.
This method is very similar to media fusion method, except that in this case
the operation performed is the median: the median of the center coordinates of
the bounding boxes (x0, y0), and of the height and width of the bounding boxes
are calculated. As in the previous fusion method, the values are rounded to the
nearest pixel value.

Majority voting fusion (F3_Major1 to F10_Major8) is based on the selec-
tion of the resulting bounding box from the areas of the frame in which a min-
imum number of individual trackers (N) coincide in indicating that the object
is present. For a ≥N majority voting, the fusion resulting bounding box corre-
sponds to the rectangle which contains all the areas in which at least N trackers
agree that the object is located in that area.

There are other works in the state of the art which also use the resulting
bounding boxes from each tracker to estimate the fusion. In the work presented in
[20], a crowdsourcing tracking method is proposed. Under the sequential Monte
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Carlo framework, both the hidden ground truth bounding box and the confidence
of each tracker is inferred. The other work that uses the resulting bounding
boxes of the trackers is [22]. Similarly to the previous case, a confidence score is
estimated based on the tracking performance of each tracker and the consistency
performance among different trackers. The bounding box selected is the one with
the maximum confidence score. In the case of the fusion presented in this paper,
the method is simpler than the two cited works, as a confidence measure is not
calculated but simply combining different bounding boxes in the most efficient
possible way, avoiding assumptions which may be erroneous. Unlike [22], in the
proposed fusion method the resulting bounding box, instead of being the output
of a single tracker, is a combination of the output of individual trackers.

5 Experimental Results

Figure 1 shows the SFDA score of the ten fusion methods considered: mean,
median and eight possible majority voting (N from ≥1 to ≥8). Majority voting
≥ 1 corresponds to logical OR, and majority voting ≥ Nmax corresponds to
logical AND, where Nmax is the maximum number of considered trackers. The
results of the individual trackers have been added to facilitate the comparison
between all the scores.

Fig. 1. Fusion SFDA result

As shown in figure 1, the results of individual trackers present high variations
depending on the evaluated sequence. The individual trackers with the best
performance are CBWH and PFC. In the case of the fusion trackers, the best
scores are observed for the median fusion and the majority voting fusion (in this
last case, for the central N values, in particular N=3 and N=4).

When any of the individual tracking algorithms obtains a significantly better
score than the others, the fusion scores do not reach such level, so in these cases
the fusion does not improve that individual performance. This situation occurs
in the sequences david, hand, jump, sunshade, torus and woman.

Another situation that occurs in some sequences is that many of the individual
algoritgms perform best with similar values among them. In these cases, the best
fusion scores are similar to those obtained by the best individual algorithms,
equaling their performance closely. This situation occurs in the sequences car,
gymnastics and iceskater.

An interesting result is obtained with the sequence bolt. In this case, just
two (PFC and SOAMST) of the eight individual tracking algorithms present
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scores around 5.5, being the third score below 0.3. Two fusions are obtained
with similar values to the best of the individual algorithm scores. A majority
of the algorithms working correctly is not necessary for obtaining a good fusion
result. Another example of such situations is the case of the singer sequence,
where there are three fusion scores which are 0,1 higher than the best score of
the independent tracking algorithms.

After analyzing the obtained results, the most interesting aspect of the studied
fusions is the versatility of some of them. The tracking fusions considered, as a
combination of individual trackers, work well in most cases.

The tables contained in this section present the individual average scores
for each metric and each individual tracker or fusion. These average scores are
obtained as the average value of each tracker in all the evaluated sequences.

Table 1 presents the average scores of both individual trackers as fusions.

Table 1. Average SFDA scores

TM MS PFC LK IVT TLD CBWH SOAMST

SFDA 0,273 0,333 0,412 0,183 0,251 0,287 0,433 0,368

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10

SFDA 0,323 0,508 0,188 0,352 0,475 0,435 0,329 0,221 0,113 0,032

To facilitate the results comparison, table 2 shows the percentual difference
between the individual trackers and fusions, obtained using equation 4.

Perc. diff. =
fusion score− individual score

individual score
(4)

Table 2. Percentual difference (percentage) SFDA average score between fusion track-
ers and individual algorithms trackers

TM MS PFC LK IVT TLD CBWH SOAMST

F1_Mean 18,1 -3,0 -21,6 76,8 28,5 12,6 -25,4 -12,3

F2_Median 85,9 52,7 23,4 178,4 102,3 77,2 17,5 38,1

F3_Major1 -31,1 -43,4 -54,3 3,1 -25,1 -34,4 -56,5 -48,9

F4_Major2 28,9 5,9 -14,4 93,0 40,2 22,8 -18,6 -4,3

F5_Major3 73,8 42,8 15,4 160,3 89,1 65,7 9,8 29,1

F6_Major4 59,3 30,9 5,8 138,6 73,3 51,8 0,7 18,3

F7_Major5 20,3 -1,2 -20,1 80,1 30,9 14,7 -24,0 -10,7

F8_Major6 -19,2 -33,6 -46,3 21,1 -12,0 -23,0 -48,9 -40,0

F9_Major7 -58,5 -65,9 -72,5 -37,9 -54,9 -60,5 -73,8 -69,2

F10_Major8 -88,1 -90,2 -92,1 -82,2 -87,1 -88,7 -92,5 -91,2
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6 Conclusion

The work presented in this paper is focused on video object tracking. This field
of study is one of the most popular in Computer Vision, so there is abundant
literature, algorithms, metrics, datasets, etc., about this subject.

There are multiple datasets for video object tracking. Depending on the ob-
jective of your work, there are some appropriate datasets. One possibility is to
combine these datasets to form a new one that suits your needs, as is the case
of the dataset used in this work. About the metrics, there are also multiple
possibilities for evaluating a video object tracker. The main differences between
the metrics are based on the penalties that are attributed to the errors (false
positives, false negatives, target losses ...).

About tracking algorithms, there are many publications that present their
own tracking algorithms, and many others which try to improve some aspect
or limitation of existing algorithms. As observed in the results of individual
trackers, all tracking algorithms have limitations in certain scenarios, and only
work correctly in those scenarios for which they were designed.

With the (simple) fusions performed, more generalized tracking approaches
have been obtained, which are able to function reasonably well in most situa-
tions (covered by the selected dataset), overcoming the problem of specialization
observed in the individual trackers.

The work described in this paper analyzes several tracking algorithms from
the state of the art and presents methods to combine them efficiently. Despite
this, a tracker that performs properly in all possible situations has not yet been
achieved, as there are problems which are not solved with the used algorithms.
Moreover, there are new scenarios not covered in this work. We identify some
main areas for future work. With respect to individual trackers, new algorithms
can be analyzed and their results can be compared with the previous algoritms
and be incoporated in the fusion approaches. Thanks to the evaluation frame-
work, the results of the new algorithm sets can be easily compared with the
reference algorithm set results, presented in this paper. Also, new fusion meth-
ods can be studied and evaluated, for example, by adding weights to the different
algorithms depending on its accuracy. Another possibility is to add feedback to
the system, so that the result of each frame can be used to adjust the analysis
of the subsequent frames. In this last case, special attention should be paid to
the learning-based algorithms as, after correcting the position of the object, the
learning must be performed with the corrected region position of the object.
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Abstract. The method proposed in this paper uses signatures recorded
with the use of four webcams. In the method a different sets of signature
features and similarity measures can be used. Additionally, the influence
of individual features on the signature similarity value has been exam-
ined. Practical experiments were also conducted with the own signatures’
database and confirmed that results obtained are promising.

Keywords: biometrics hybrid system, signature recognition, dynamic
features, similarity measures.

1 Introduction

Hybrid intelligent systems are today very popular due to their capabilities in
handling many real world complex problems. They have the opportunity to use
both, knowledge and raw data to solve problems in many multidisciplinary re-
searches - for example in analyzing of medical images, biometrics patterns and
so on [3], [7], [12], [13], [31]. In preseted work, a biometrics hybrid system based
on signature recognition has been proposed.

Biometrics is a field of science that uses biological and behavioural features to
recognize and verify the identity of people [4], [8], [11], [27]. Biometric authen-
tication becomes a more and more popular alternative to the security systems
based e.g. on passwords or magnetic cards.

Handwritten signature is one of the oldest and longest used methods for
personal verification and identification [1], [8], [27]. Thanks to wide public ac-
ceptance, it has become an indispensable form of reliable identification confir-
mation. There are two methods for authentication with the use of a signature:
the static method based on the image of a previously put signature and the
dynamic method, which will be the main subject of this study. Dynamic method
consists in registration of the moment of putting a signature, while the relevant
features obtained in this way, such as the time of signing or pen position, are
compared with the reference features. For this purpose a many techniques are
used, e.g. methods based on neural networks or Hidden Markov Models (HMM)
[10], [20]. There are also methods, which compare signatures with the use of
specific similarity measures (distances) [6], [27].

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 211–220, 2014.
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Digital cameras in recent years have become more and more widely used in
different spheres of life. Image recording, as their primary task, has not changed
radically, however the use itself has changed. Cameras perform their function well
not only for private purposes, but also in monitoring systems and industry as
webcams, as well as in various fields of science, inter alia, in problems associated
with biometrics.

Solutions that use cameras in the signature acquisition process have also ap-
plications in biometric systems. Their use for signature recognition is described
in [21], [35]. One and seven webcams have been used for data acquisition un-
der these studies. The Monte Carlo method was employed to track the tip of a
ballpoint pen.

The method for personal recognition proposed in this paper uses signatures
recorded with the use of four webcams. Novelty is the proposed new similarity
coefficient that takes into account the impact of the data acquired from individ-
ual cameras on a signature recognition effectiveness.

2 The Proposed Research Method

2.1 The Test Bench

In the first stage of the study, a test bench for registration of signatures with
the use of webcams was built. The main assumption for the test bench was its
simple, cheap and easy to make construction. A photo and a diagram of the test
bench are shown in Fig. 1.

a light source

a base a sheet of paper

webcam 1

webcam 2

w
e
b
ca
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 3
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e
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a

m
 4

area where 
a signature is to be put

a) b)

Fig. 1. a) Photo of the test bench, b) pictorial diagram of the test bench (top view)

The test bench consists of the following components:

– A base,
– Four webcams,
– A light source,
– A sheet of paper representing the area where a signature is to be put.
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Fig. 2. A sample image obtained from one of the cameras

The base of the test bench is made from a 50 cm wide and 40 cm long plate. An
adequate thickness of the plate ensures a proper stiffness for the whole structure
and a solid base for the remaining components mounted on it. Four cameras were
used for data acquisition. These are standard webcams. Fig. 2 shows a sample
image obtained from one of the cameras.

The cameras were mounted at a height of 3 cm above the level of the area
on which a signature is to be put. In this way, the problem of covering the
pen tip by the hand of a right-handed user was eliminated. The arrangement of
individual cameras on the test bench is shown in Fig. 1b. Each camera was set
in such a way, so that the centre of the image recorded by it coincides with the
centre of the area, on which a signature is to be put. Signatures were put on
sheets sized 7.5 cm x 7.5 cm. The remaining area of the base was covered with
a white sheet of paper. The purpose of it was to standardize the background
recorded by the cameras and to eliminate the unnecessary interferences or noise
caused by e.g. the colour of the base. The lighting conditions during the system
operation constitute another important aspect of the test bench. They have a
huge impact on the quality of the image recorded by the cameras. Based on the
tests performed, it was found that the test bench must be evenly illuminated.
The lighting conditions should not change radically during the data acquisition,
as this leads to distortions and errors. Fixed lighting conditions were ensured
by adding an additional, constant source of light. A lamp with a power of 20
watts along with a boom that allows placing the bulb over the centre of the
signature was installed in the upper right corner of the test bench. During the
signature acquisition, the area of the image containing the tip of the pen was
detected in images obtained from the cameras. This area was treated then as the
reference image. A sample image from a camera with a marked area containing
the template is shown in Fig. 3.

Detection of the template on the recorded images consisted in finding their
fragment corresponding to the template. For this purpose, the Template Match-
ing method was used [5], [17]. The centre of an image fragment, which matches
best the template, was used to calculate the coordinates of the pen position.



214 R. Doroz, K. Wrobel, and M. Watroba

Fig. 3. Sample image with a marked area containing the template

2.2 Data Acquisition

A database of user signatures has been created with the use of the test bench
presented earlier. The signatures were stored in the database in the form of data
files. Each row of the file contains the information obtained from the processed
image for each of the four cameras. It consists of a set of numbers separated by
spaces, which in turn mean:

– the coordinate x of the registered signature point,
– the coordinate y of the registered signature point,
– the time t of registering a point with the coordinates (x, y),
– the velocity v of marker’s movement between two points.

Table 1 presents a sample file containing the data of a signature.

2.3 Determining the Similarity of Signatures

The values of the similarity between signatures were determined separately for
each of the three features: X , Y , V and four cameras designated as: C1, C2, C3,
C4. For such assumptions, the formula for the similarity between the P and S
signatures is as follows:

sim(P, S) = MCn

f (P, S), (1)

where:
M - similarity coefficient or other signature comparison method,
Cn - camera number, Cn ∈ {C1, C2, C3, C4},
f - the feature being compared f ∈ {X,Y, V }.

For example, the similarity between signatures determined on the basis of the
feature Y registered by the camera C2 takes the following form:

sim(P, S) = MC2

Y (P, S). (2)
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Table 1. File containing the data of a signature

camera 1 camera 2 camera 3 camera 4
x y t v x y t v x y t v x y t v
149 151 92 0.00 184 151 92 0.00 208 135 92 0.35 215 123 92 0.00
155 151 96 0.25 184 151 96 0.00 208 135 96 0.00 215 121 96 0.00
155 151 100 0.00 189 150 100 0.56 208 135 100 0.35 215 121 100 0.00
160 151 104 0.75 189 150 104 0.79 210 133 104 0.00 215 119 104 0.56
160 151 108 0.00 193 148 108 0.00 212 131 108 0.90 215 119 108 0.00
160 151 112 1.50 193 148 112 0.00 212 131 112 0.00 214 117 112 0.50
160 151 116 0.00 196 147 116 1.28 212 131 116 0.00 214 117 116 0.00
165 151 120 1.25 196 147 120 0.00 213 131 120 0.71 214 117 120 0.50
165 151 124 0.00 196 147 124 1.12 213 131 124 0.71 214 116 124 0.00
165 151 128 0.00 196 147 128 0.00 213 130 128 0.00 214 116 128 0.56
167 151 132 0.00 196 147 132 0.79 213 130 132 0.00 214 116 132 0.00
167 151 136 1.25 196 147 136 0.00 213 130 136 0.25 214 116 136 0.00

...
...

...
...

Images recorded by individual cameras differ from each other. This is affected by
the location of the cameras. In order to determine the influence of the data from
each camera on the effectiveness of signature recognition, the wC1, wC2, wC3,
and wC4 weights were assigned respectively to each camera. It has been assumed
that the values of individual weights must meet the following conditions:

1. wC1, wC2, wC3, wC4 ∈ [0, 1],
2. wC1 + wC2 + wC3 + wC4 = 1.

The final formula for the similarity between the P and S signatures for a given
feature f is as follows:

simf (P, S) =

4∑
i=1

wCi ∗MCi

f (P, S). (3)

A comparison of signatures using the coefficient given by the formula (3) is
possible only if the signatures are of an equal length. In practice, this condition
is not always fulfilled. In order to eliminate this problem, the DTW method was
used in the study. This method is described in detail in [26].

The advantage of the presented approach is the possibility of using any simi-
larity coefficients or data comparison methods. Under the research part, 10 sim-
ilarity coefficients had been tested and then those were selected, which allowed
obtaining the smallest classification error.

3 The Course and Results of the Studies

The studies were carried out on the basis of 200 signatures collected from 40 peo-
ple. Each person put four reference signatures and one test signature. EER [4] was
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Table 2. The best results obtained for all combinations of weights, methods and features

Weights
Method Feature EER [%]

wC1 wC2 wC3 wC4

0.25 0.75 0.00 0.00 R2 X 7.0

0.00 1.00 0.00 0.00 R2 X 7.8

0.50 0.50 0.00 0.00 R2 X 8.0

0.00 0.75 0.00 0.25 R2 Y 8.0

0.25 0.25 0.00 0.50 Soergel Y 8.0

0.50 0.25 0.00 0.25 Gower Y 8.0

0.00 0.50 0.00 0.50 Soergel Y 8.4

0.25 0.50 0.00 0.25 R2 Y 8.5

0.75 0.00 0.00 0.25 Gower Y 8.6

0.00 0.25 0.00 0.75 Soergel Y 8.7

0.25 0.25 0.25 0.25 Gower Y 10.0

adopted as criterion for assessing the effectiveness of this method. The similarity
between signatures was determined separately for each of the three registered sig-
nature features: the X and Y coordinates, and the velocity V . It was determined
also separately for the following similarity coefficients: R2, Euclidean, Gower, So-
ergel, Cosine, Jaccard, Dice, Matusita, Clark, Jensen [6], [16].

The first stage of the studies consisted in calculating the EER value, taking
account of the weights assigned to the data obtained for each of the 4 cameras.
To this end, the similarity between each signature of a given person and other
signatures in the database was determined by changing the values of weights
assigned to the cameras. A list containing 10 results obtained for all the combi-
nations of weights, methods and features characterized by the smallest error is
presented in Table 2. In addition, the Table 2 includes the result (marked grey)
obtained in a special case, where the value of all weights assigned to the cameras
was 0.25. This meant that the data from each camera had equal influence on
the error. This allowed examining the influence of the number of cameras on
the results achieved. As it appears from the data presented in Table 2, from
among the 10 best results, the first three were obtained for the R2 measure and
the feature of comparison in relation to the X coordinates of signatures. The
smallest error equal to 7% was obtained for the combination of the following
weights: wC1 = 0.25, wC2 = 0.75, wC3 = 0, wC4 = 0. The next 7 results were
obtained for the Y feature and the R2, Soergel’s and Gower’s similarity mea-
sures. It should be noted that the weight assigned to the camera 3 for each of
these 10 cases was 0, while for the best 3 results the weight assigned to the
camera 4 was also 0. In addition, a large share of the weight of the camera 2
was observed in the obtained results, which may indicate its significance in the
signature acquisition process. The camera No. 2 was positioned at an angle of
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Table 3. Average EERs for a given number of cameras

Number of cameras The average EER [%]

1 22.1

2 20.1

3 18.7

4 17.7

Table 4. Different online signature verification methods

Method EER [%]
Proposed method 7.00
Barkoula, Economou and Fotopoulos [2] 5.33
Flores-Mendez and Bernal-Urima [9] 10.63
Kostorz and Doroz [14] 4.14
Lei H., Govindaraju V. [15] 33.00
Lumini A., Nanni L. [18] 4.50
Maiorana E. [19] 8.33
Meshoul and Batouche [20] 6.44
Mohammadi and Faez [22] 6.33
Nanni L., Lumini A. [23] 21.00
Nanni L., Maiorana E.,Lumini A., Campisi P. [24] 3.00
Ong et al. [25] 6.08
Piyush Shanker A.,Rajagopalan A. N. [26] 2.00
Saeidi et al. [28] 4.50
Vargas J. F., Ferrer M. A., Travieso C. M., Alonso J. B. [29] 12.82
Vélez J., Sánchez Á., Moreno B., Esteban J. L. [30] 12.5
Wang et al. [32] 6.65
Wen J., Fang B., Tang Y. Y., Zhang T. [33] 11.4
Wrobel and Doroz [34] 6.50

30 degrees to area, in which the signatures were put, thanks to which the pen
movements were recorded both in relation to the X and Y axes.

Table 3 shows averaged values of EER obtained for a different number of cam-
eras. An analysis of the Table 3 shows that an increase in the number of cameras
reduces the average EER determined for all the features and similarity measures.

4 Conclusions

The signature recognition method described in the paper appeared to be a fully
functional solution. The smallest EER of the method was 7%, which is compa-
rable with other results known from the literature (see Table 4).

A satisfactory effectiveness of recognition was obtained using well-known sim-
ilarity measures which are easy to implement. It should be emphasized that these



218 R. Doroz, K. Wrobel, and M. Watroba

results were obtained with the use of only four cameras. It is a unquestionable
advantage of this method, since it does not require the use of specialized tablets,
which are often expensive. The determination of the similarity between signa-
tures was based on the use of only three basic dynamic signature features. All
this facts indicate that the results obtained, despite their preliminary nature,
are promising and that this method can be further developed, so it is worth to
continue working on it.

Disadvantages of this method may include the possibility of registering only
signatures obtained from right-handed individuals. This inconvenience can be
easily eliminated by creating a mirrored version of the proposed test bench.

In future studies it is planned to implement and analyse other dynamic sig-
nature features (e.g. pen acceleration) and their impact on the value of errors
obtained. Other advanced data classification methods and voting systems will
also be used in the signature recognition process. The work will also focus on
increasing the number of signatures in the database.
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Abstract. DGGE (denaturing gradient gel electrophoresis) images are
a particular type of images obtained by electrophoresis, that are used
with different purposes. One of them is to study microbial biodiversity.
Processing of this kind of images is a quite difficult problem, affected by
various factors. Among these factors, the noise and distortion affect the
quality of images, and subsequently, accuracy in interpreting the data.
One of the problems this process presents is that lanes on the image are
not perfectly aligned, and so the automatic processing of these images,
e.g., for detection and quantification of bands, is not reliable. We present
some methods for processing DGGE images that allow to improve their
quality and thereof, improving biological conclusions. Results obtained
with pure genetic algorithms, genetic algorithms hybridized with Tabu
Search and genetic algorithms combined with Simulated Annealing are
presented.

Keywords: DGGE Images, Genetic algorithms, Image processing, Tabu
Search, Simulated Annealing.

1 Introduction

Denaturing Gradient Gel Electrophoresis (DGGE) [2,7], is a DNA-based tech-
nique which generates a genetic profile or fingerprint which can be used to
identify the dominant members of the microbial community. DGGE has been
used to investigate microbial responses in a wide variety of applications, includ-
ing bioremediation assessment, wastewater treatment, drinking water treatment,
biofilm formation, microbial induced corrosion, among others.

DGGE separates mixtures of amplified 16SrRNA gene segments, which are
all the same size, based on nucleotide sequence. Denaturing breaks apart the
two strands of the DNA molecule. Gradient Gel, is a gel with an increasing
concentration of a chemical (denaturant) which breaks apart the DNA molecule.
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Fig. 1. A sample DGGE image with two reference lanes

Fig. 2. A sample of a lane in a DGGE image

Electrophoresis is the application of an electric current across a gel. In response
to the current, double-stranded DNA migrates (moves down) the gel. Denaturing
the DNA molecule forms Y and T-shaped structures greatly slowing migration.
Finally, this process allows to obtain, as a result, an image composed of bands
and lanes [1].

Lanes are the vertical columns shown in Figure 1 and each one of them rep-
resents a DNA sample, except the reference lanes which are the leftmost and
the rightmost lanes. Reference lanes are used to indicate the molecular weight,
measured in base pairs (bp), of the DNA. The bands are the horizontal lines in
each lane that represent the segments agglomeration of a DNA sample with the
same bp value (see Figure 2).

By using DGGE, it is possible to detect the similarity or difference among
individuals, and in doing so, it is necessary to know the location of a band in
a lane. However, there are some problems when processing this type of images.
One common problem when dealing with DGGE images is the lack of accuracy
in band detection. To solve this problem we propose an automatic detection
process, which is the starting point for the following step, to correct distortions
in an image. When comparing images it is not only necessary to exactly match
corresponding bands, but to realize this comparison among bands having the
same slope. Otherwise, the conclusion could be not reliable.

Our proposal introduces genetic algorithms as a basic mechanism to correct
images, and this means to correct a key parameter in each band: their slope. To
improve this process that involves a global search, in a second step we hybridize
the genetic algorithm with Tabu Search, and we hybridize also this genetic al-
gorithm with Simulated Annealing. This allows to find better results, if there
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exist, in the neighborhood of the global solution founded by using only genetic
algorithms. In doing so, we have the chance to compare different approaches,
giving that the set of images is the same for the three solving methods.

Hybrid systems are free combinations of computational intelligence techniques,
mixing heterogeneous fundamental views blending them into effective working
systems, as shown in [11], a survey that summarizes the main research streams
on multiple classifier systems. The use of innovative tools is illustrated in [1],
describing an implementation for predicting business failure, supported by a
neural-based multi-agent system that models the different actors of the compa-
nies as agents.

Image processing mechanisms have been developed in recent years for a wide
number of computerized applications. Many applications are available for deal-
ing with images, but only a reduced number of these applications to specific
images as DNA images or, the particular issue that motivates this work, DGGE
images. Etemad et al. [4] use an algorithm called Ant-based Correlation for Edge
Detection (ACED), that is based on the Ant Colony System algorithm. It is ex-
pected that at the end of the processing, the trails marked by the ants represent
the edges of a particular image. Results depend strongly on the set of chosen
parameters, and the algorithm performs well in presence of noise.

The use of Ant Colony System for Edge Detection in DGGE Images is also
described in [8]. In this experience, noisy images are not well recognized by the
proposed algorithm. Another approach [9] deals with RAPD (Random Amplified
Polymorphism DNA) images, that are similar to DGGE images. This work intro-
duces the use of genetic algorithms hybridized with tabu search. In [3] there is a
similar proposal, working with RAPD images, that combines genetic algorithms
and simulated annealing. Unfortunately, both proposals uses a different set of
images for testing. This work uses the same set of images for testing, aiming to
obtain an objective comparison.

This article is structured as follows; the first section is made up of the present
introduction; the second section describes the hybrid mechanisms considered in
this work, the third section shows the proposal we are dealing with; the fourth
section describes experiments we conducted and the results we obtained. The
final section is devoted to the conclusions of the work.

2 Hybrid Genetic Algorithms

Hybrid genetic algorithms combine GA for a global search of solutions with meta-
heuristics for a local search, to find optimal solutions in the neighborhood. It has
been shown that this combination provides best solutions to certain optimization
problems.

The structure of a genetic algorithm consists of a simple iterative procedure on
a population of genetically different individuals. The phenotypes are evaluated
according to a predefined fitness function, the genotypes of the best individuals
are copied several times and modified by genetic operators, and the newly ob-
tained genotypes are inserted in the population in place of the old ones. This
procedure is continued until a good enough solution is found [5].
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We introduce the concept of template, that is a schematic representation of a
DGGE image. The template is an image, computationally created, that contains
a set of vertical lines. We say that a template is an acceptable representation
of a DGGE image if lines in this template correspond in number and slope to
the lanes in the image under consideration. In other words, as the template lines
approach to the lanes, a higher matching degree is obtained. This is that we call
similarity . In Section 3 can be found a more formal description for template.

In this work, the templates are the chromosomes, lines in a template are the
genes, and a line having a particular slope represents the value (allele) that a
gene has. Elitism was considered to keep a reduced set of the best individuals
through different generations. A good fitness means that a particular template
fits better to the original image. To evaluate a template, the template and the
image are put together, and a function of fitness measures the similarity.

Genetic Operators: Different genetic operators were considered for this
work. These genetic operators are briefly described bellow:

– Selection. Selection is accomplished by using the roulette wheel mechanism
[5]. It means that individuals with a best fitness value will have a higher
probability to be chosen as parents. In other words, those templates that are
not a good representation of the lane image are less likely selected.

– Cross-over. Cross-over is used to exchange genetic material, allowing part of
the genetic information that one individual to be combined with part of the
genetic information of a different individual. It allows us to increase genetic
variety, in order to search for better solutions. In other words, if we have two
templates each containing r+s+t curves, where r, s and t represent different
regions of the template, generated by randomly choosing two points. First
point is the limit between regions r and s and the second point is the limit
between regions s and t. The two point cross-over is achieved by exchanging
the s region. After cross-over, the generated children result in: children 1
will have the s region that corresponds to the second parent, and children 2
will have the s region that corresponds to parent 1.

– Mutation. By using this genetic operator, a slight variation is introduced
into the population so that a new genetic material is created. In this work,
mutation is accomplished by randomly replacing, with a low probability, a
particular line in a template.

Tabu Search is one of the meta-heuristics used to hybridize the GA, is char-
acterized for using adaptive memory to save some movements as taboo (are not
allow to use this movements) and responsive exploration meaning that a bad
strategic choice can yield the search to promising areas.

Tabu search (TS) is a meta-heuristic that guides a local heuristic search pro-
cedure to explore the solution space beyond local optimality. The local procedure
is a search that uses an operation called move to define the neighborhood of any
given solution. One of the main components of TS is its use of adaptive memory,
which creates a more flexible search behavior. In a few words, this procedure
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iteratively moves from a solution x to a solution x′ in the neighborhood of x,
until some stopping criterion has been satisfied. In order to explore regions of
the search space that would be left unexplored by the local search procedure,
tabu search modifies the neighborhood structure of each solution as the search
progresses [6].

A solution is a template representing a set of lane images, let us say the x
solution; then to move from a solution x to a solution x′ means that the template
is modified. To modify a template we have chosen the change in the value of the
slope, or the position for one or more lines in the template.

To avoid repeated movements during a certain bounded period of time, TS
stores each movement in a temporal memory, which is called tabu list. Each
element in the tabu list contains one band and its corresponding movement.
A particular band in the list may occur more than once, but the associated
movement needs to be different.

The other meta-heuristics used to hybridize the GA is Simulated Annealing
(SA). This is a function optimization procedure based on random perturbations
of a candidate solution and a probabilistic decision to retain the mutated so-
lution. Simulated annealing takes inspiration from the process of shaping hot
metals into stable forms through a gradual cooling process whereby the mate-
rial transits from a disordered, unstable, high-energy state to an ordered, stable,
low-energy state. In simulated annealing, the material is a candidate solution
(equivalent to individual phenotype of an evolutionary algorithm) whose param-
eters are randomly initialized.

The solution undergoes a mutation and if its energy is lower than that at the
previous stage, the mutated solution replaces the old one.

The temperature of the system is lowered every n evaluations, effectively
reproducing the probability of retaining mutated solutions with a higher energy
states. The procedure stops when the annealing temperature approaches the zero
value [5].

In genetic algorithms the problem of local optimum is always present. By tak-
ing into account this issue, we decided to hybridize the procedure, i.e., to combine
genetic algorithms with another strategy, in this specific work with Tabu Search
and Simulated Annealing, to let potential solutions avoid those local optimum
points. Both hybridization procedures consider the following strategy: the main
objective of this process is to gradually improve individuals belonging to the
population the genetic algorithm is working with. When the fitness measured
during a certain number of iterations accomplished by the genetic algorithm
doesn’t vary; a reduced number of individuals is selected from the current popu-
lation. One of them, at least, is the best individual of the population, while the
others are randomly selected. Each one of these individuals acts as an input for
triggering a tabu search procedure or a simulated annealing procedure.

Once the tabu search (simulated annealing) process is finished, the resulting
individuals are re-inserted into the genetic population, and the process continues
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with the genetic algorithm procedure, as before. The complete process is repeated
several times depending on the quality of the genetic population and the stopping
process condition.

3 The Proposal

The problem addressed in this paper can be formally stated as follows.
Consider an image (matrix) A = {aij}, i = 1, . . . , n and j = 1, . . . ,m, where

aij ∈ Z+, and A is a DGGE image. Usually, aij is in the range [0..255] in a grey
scale image, and we use a aij to refer to an element A(x, y), where x and y are
the pixel coordinates.

To deal with lane distortions, a set of templates is used. These templates are
randomly created images with different distortion degrees, having lines that are
in a one-to-one correspondence with lanes in the original DGGE image. A good
template is the one that reflects in a more precise degree the distortions that the
DGGE image under consideration has.

The template we consider is a matrix L (lanes) where L = {lij}, i = 1, . . . , n
and j = 1 . . . ,m, lij = 0 or lij = 1 (a binary image), with 1 meaning that lij
belongs to a line and 0 otherwise [10]. The generation of matrix L is limited
to those regions that correspond to lanes in matrix A. Due to the rotation of
the lanes, it is necessary to consider different alternate configurations. If we are
dealing with an image with 12 lanes, and if for each lane we consider 14 possi-
ble rotations, we are considering 1214 different configurations to evaluate. This
causes a combinatorial explosion, which justifies the use of genetic algorithms.

Genetic algorithms allow to manage a large number of templates, and those
that are similar to the original image are chosen. Thus, it is necessary to seek for
an objective function that reflects this similarity in a precise way. This function
is used as a measure for the quality for the selected template. A template con-
tains non-intersecting vertical lines, which are not necessarily parallel. A typical
template is shown in Figure 3.

For automatically determining the limits of each lane, it is supposed that
different lanes use similar areas, measured in number of pixels; and that they
are uniformly distributed in the image. So, the image is partitioned in a number
of regions that correspond to the number of observed lanes. At this point some
pixels are out of the estimated limits for a lane. Then, the process of setting new
limits is triggered: i) lines that are parallel to the original limit are considered,
by taking into account a distance Δ to the right and to the left of the original
limit (i.e., Δ determines the number of lines to be considered); ii) for each line
obtained in this searching process, we take the sum of the values that have every
pixel belonging to that line, and iii) the line that obtains the higher value in the
sum, is the new limit. The higher the value, the higher the probability that the
line corresponds to the background of the image.

In Figure 4 two images are shown, the first one is a DGGE image before the
process of correcting limits, the second one is the same image, after the correction
process.
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Fig. 3. A sample template for lane correction

Fig. 4. A DGGE image, before and after correcting limits

A solution is a template representing a DGGE image, let us say the x solu-
tion; then to move from a solution x to a solution x′ means that the template
is modified. To modify a template we have chosen two possibilities: the first one
is the change in the value of the slope for one or more lines in the template,
i.e., a rotation movement; the second one is a shifting movement, the line is
moved to the left or to the right, without changing the value of the slope for
that line. In other words, if we call xinf and xsup the bottom and top points
in a line respectively, a rotation movement is realized by changing these points
to xinf − δ and xsup + δ (or changing to xinf + δ and xsup − δ). In an analo-
gous way, the shifting movement is accomplished by changing the original points
to xinf + δ and xsup + δ (changing to minus if the movement is towards the
opposite side of the image). Figure 5 illustrates the rotation movement and
the shifting movement. The values allowed in both, shifting and rotation move-
ments, are gradually diminished to avoid dramatic changes in the quality of the
solutions.
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Fig. 5. The schema for rotating a line, and the schema for shifting a line

A particular lane in the list may occur more than once, but the associated
movement needs to be different. In this work, the size of the tabu list is bounded
by the number of lanes in the particular image under treatment.

When it is not possible to find a better solution in the neighborhood of x,
it is used the, so-called, aspiration criterion, which allows to search in the tabu
list for a movement that improves the current state x. If that movement doesn’t
exist, then a movement with a higher residence time in the tabu list is chosen
and, in this particular case, the inverse corresponding movement is applied to x;
i.e., it is used to implement a backtracking strategy.

As previously mentioned, in spite of good results obtained by using genetic
algorithms, the problem of local optimum is always present. By taking into ac-
count this issue, we decided to hybridize the procedure, that is to say to combine
genetic algorithms with another strategy, in this specific work with tabu search,
and simulated annealing, to let potential solutions avoid those local optimum
points. The hybridization procedure considers the following strategy: the main
objective of this process is to gradually improve individuals belonging to the
population the genetic algorithm is working with. When the fitness measured
during a certain number of iterations accomplished by the genetic algorithm
doesn’t vary; a reduced number of individuals is selected from current popula-
tion. One of them is the best individual of the population, while the others are
randomly selected. Each one of these individuals acts as an input for triggering
a tabu search procedure.

Once the tabu search (or simulated annealing) process is finished, the re-
sulting individuals are re-inserted into the genetic population, and the process
continues with the genetic algorithm procedure, as before. The complete pro-
cess is repeated several times depending on the quality of the genetic population
and the stopping process condition. The latter is specified as a time condition
(number of iterations) or as a specific fitness value.

4 Experiments and Results

For testing, the first step considered only genetic algorithms. In this case the em-
phasis was on determining the best parameters, i.e., population size, cross-over
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Fig. 6. Before processing the DGGE image

Fig. 7. The same DGGE image after processing

probability and mutation probability. An important set of experiments was con-
ducted for determining the best combination of parameters, checking a great num-
ber of combinations ranging from very small size populations (e.g., ten individ-
uals) to big size populations (e.g., over two thousands individuals), and comb-
ing this parameter with different cross-over percentage, and mutation probability.
Then the strategy was to hybridize this best genetic algorithm configuration with
tabu search and simulated annealing. In the case of hybridizing, the corresponding
technique is triggered after the genetic algorithm reaches a steady state in which
no improvements are detected during an arbitrary number of generations.

A set of 10 images was selected as a representative sample of available images
for final tests. Each one of these images represents different image features, as
brightness, contrast, noise presence, sharpness, and so on. For a particular group,
lets say noisy images, differences among particular members are not significa-
tive. These images contains different slopes, and a different number of lanes.
Additionally, the set contains images of different sizes and different grey values
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Table 1. Percentage of improvement when using Genetic Algorithms (GA) with Tabu
Search (TS) and Simulated Annealing (SA)

Image AG+TS AG+SA

1 38% 38%
2 0% 0%
3 24% 24.5%
4 5.4% 1.7%
5 0%, 0%
6 1.8% 1.9%
7 33.8% 33.8%
8 23% 26.4%
9 2.4% 3%
10 1.7% 1.4%

in the [0,255] scale. Figures 6 and 7 illustrates the initial image and the image
after correction.

In all the cases, the best values were obtained with a population size of 50
individuals (templates). Additionally, the best value for cross-over probability is
70%, and the best value for mutation is 2%. These are the values that are going
to be used when combining the genetic algorithm with simulated annealing, and
with tabu search. The triggering of simulated annealing or tabu search occurs
after 30 generations without improvement in the best individual.

Tabu search explores the neighborhood through a number of moves arbitrarily
chosen as the number of lanes in the image. Simulated annealing iterates while
the temperature is higher than a specific value, but the process stops if the best
solution is replaced by another solution with a best value.

As expected in most of cases, hybridizing the genetic algorithm generates
best solutions than using only genetic algorithms. Results obtained by using the
combination genetic algorithms and tabu search are similar to results obtained
using the other alternative. In two cases there is no improvement, a condition due
to the fact that are good quality images, which probably by the single application
of the genetic algorithm have reached an optimum result. Table 1 shows the
percentage of improvement when using hybrid algorithms with respect to simple
genetic algorithm. A good result implies that most of pixels corresponding to a
lane are effectively considered as part of the lane. It depends on how close to
the lane slope on the DGGE image is the line in the template. An ideal image
will show a background with no dark pixels at all. In a real case, the number of
dark pixels can be, eventually, reduced. In other word, figures in the table show
the reduction of dark pixels that can be found as part of the background.

Additionally, the time involved in the process is lower for simple genetic algo-
rithm, increases when tabu search is considered, and increases again in the case
of simulated annealing.

Table 2 illustrates some execution times.
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Table 2. Execution time (in seconds)

Case AG AG + TS AG + SA

1 9.76 22.15 25.27
2 10.88 21.30 22.53
3 5.99 15.82 12.79
4 9.85 19.18 19.44
5 11.45 21.44 27.59
6 11.41 24.95 31.18
7 11.67 26.17 30.36
8 12.94 27.05 30.63
9 12.78 32.73 36.42
10 10.45 27.70 28.60

5 Conclusions

In this work we have presented three different models for dealing with lane
correction in DGGE images. Genetic algorithms, as the classic approach; and
the hybrid alternatives that include tabu search and a simulated annealing.

Genetic algorithms, working as the only technique, have shown to be a useful
mechanism for dealing with this specific problem. With the particular values
arbitrarily assigned to different parameters, the hybrid combination obtained
best values in most of cases. Simulated annealing did not help to obtain better
values that those obtained with tabu search with a significative difference, but
computational time involved was a 20% higher, on the average, than the time
involved when dealing with tabu search.

This results are important because the image correcting process may be very
tedious, and highly time consuming for a person; and to automate this process
requires a large number of templates, that cover the large number of alterna-
tives. Due to its combinatorial nature, when generating an important number of
templates, an heuristic procedure that considers a high number of possibilities
to be explored is to be considered as a valid paradigm.

It is necessary to consider that, after implementing the procedures, testing
was a very time demanding task. Taking this issue into account, it is clear that
future work has to seek for a best mechanism to evaluate individuals, that is the
most consuming task in the whole process.
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Department of Computer Science and Automation - Faculty of Science,
University of Salamanca, Spain

Abstract. To develop different Communication Skills (CS) on deaf
children (such as making signs, reading, writing or speaking) we
propose a Sign Language Teaching Model (SLTM) called Multi-language
Cycle for Sign Language Understanding (MuCy). Also, we conduct an
observational study at the Association of Parents of Deaf Children of
Salamanca (ASPAS) in order to measure the development of CS on deaf
children by using a kit of Sign Language Pedagogical Materials (SLPMs),
as well as the use of Augmented Reality (AR) as complementary
tools for teaching Sign Language (SL) within a Collaborative Learning
Environment with Mixed-Reality (CLEMR).

Keywords: Augmented Reality, Sign Language, MuCy model, Mixed-
Reality Learning Environment, Unity3D.

1 Introduction

To teach SL in preschool and primary education it is essential to identify the
different individual learning needs of each deaf student in order to improve their
school achievement and social integration [18]. Teachers have to adapt their
classes to develop Sign Language Communication Skills (SLCS) on deaf children.
An adequate alternative teaching tool that suits these needs is the AR, since
it allows teachers and students to collaborate towards gaining knowledge in a
Teaching-Learning Process [14].

One of the most important features of the AR is the overlay of images in
the real world. This allows interaction with digital media in real time through
tangible devices such as PCs screens, AR eye-wear displays or glove-based input
recognition systems. With all this, deaf students can learn interactively. First,
they can visualize within their minds the SL concepts given in their classes.
Second, they can explore the motions of signs in a 3D view, so they can reproduce
those signs and learn by imitation from the body, face and lips.

This article is presented as follows: In Section 2 we mention two current
educational projects based on AR to analyze their technical features, since they
are appropriate references to design our kit of SLPMs. In Section 3 we describe
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two SL pilot lessons implemented at ASPAS [2]. The observational study design,
the methodology and the results are also presented here. Then, in Section 4 we
draw conclusions. Finally, in Section 5, a brief description of future research is
mentioned taking into account possible alternatives to improve our approach
technologically.

2 Related Works

MathsignerTM[1] is an AR project aimed to teach SL that can be used for non-
immersive or immersive systems such as FlexTMand reFexTM, so deaf students
can learn mathematical concepts and American Sign Language (ASL). This
technology has several advantages: First, it is able to produce a highly realistic
and fluid environment where 3D characters perform signs in real time. Second,
it promotes interaction between users and 3D avatars via a simple glove-based
gesture control system. Finally, a desktop version can be used at homes or at
schools.

Another tool that can be considered a standard teaching method based on
AR is the MagicBook [5,6,7]. It can be adapted to teach SL because it covers
three levels of collaboration [15]: The first, is the Reality. A group of users can
gather around to learn and interact with a book by changing its pages and by
sharing their learning experience.

The second level is Augmented Reality (AR). A networked application is
installed on several PCs where animated avatars and virtual environments can
be seen projected on PC screens. The users’ interactions are with AR devices
and tangible books. The last level is Virtual Reality (VR). The AR device allows
users to be connected within the workstation. Their learning experience is no
longer in the real world, their digital interactions (through virtual avatars) are
by sharing information within the immersive and interactive system.

With MathsignerTMand the MagicBook, teachers have the possibility to
design their classes with different topics by adapting them to their students’
learning needs. They can choose the learning experience through moving from
one reality to another according with the specific skills or knowledge they want to
develop in their students. What is missing in these two AR educational projects
regarding deaf children is the existence of statistical data demonstrating the
level of SL learning achievement in students. To solve this, we conducted two
SL pilot lessons at a local deaf people Association in the province of Salamanca
(Spain) in order to determine the Percentage of Development of SLCS and other
CS such as reading, writing and speaking.

3 Study Design and Method

The objective of the observational study is to measure the development of CS on
deaf children by the use of AR as a complementary tool for SL teaching based
on the SLTM MuCy. The study was conducted at the Association of Parents of
Deaf Children of Salamanca [2] along with a kit of Sign Language Pedagogical
Materials (SLPMs) designed for this purpose (Fig.2).
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3.1 SLTM MuCy, SLPMs, Software Architecture and Pilot Lessons

The Multi-language Cycle for Sign Language Understanding (MuCy) (Fig.1) is
a continuous psychomotor cycle to teach SL to deaf people (signers and non-
signers) and to students that require knowledge of SL because they have similar
communication disabilities.

The theoretical background of the MuCy model is based on the Lev’s
Semionovich Vigotsky Zone of Proximal Development (ZPD) [9,12], the
Principles of Social Education of deaf and dumb children [18] and the Milgram’s
Reality-Virtuality Continuum [15]. To design the model we are based on the
neuropsychological findings that have shown that deaf children can develop
reading and speaking skills by training at an early-age [13]. The criteria to
validate the design are according to The Principles of Learning and Teaching
[11] and on the Danielson’s Group Teaching Framework [10].

- Sign
-Visual Reference
- Written word

Psychomotor Sign Language Teaching Levels

1st Level of education Collaborative 
Learning

Environment 
with Mixed-Reality

Verbalization of the 
written word

2nd Level of education

Fig. 1. Multi-language Cycle for Sign Language Understanding (MuCy model)

The first level of education in the MuCy model refers to learning the proper
use of signs in relationship with their visual references (words or phrases) and
their written versions. The second level refers to the practice of speaking those
words by imitating the face, mouth and tongue movements. The SLPMs (Fig.2)
are: 1) A SL Book which allows the use of the Vuforia marker-based tracking
system for Unity3D [16,17]. A set of images of 3D avatars performing signs are
printed on the book. Their respective meanings in words or phrases are presented
in text format which makes possible to practice the reading and writing skills. 2)
Animated videos that help deaf children to learn by imitation. 3) A Unity3D SL
AR desktop application that displays on virtual scenes animated avatars which
can be seen with AR devices such as the Vuzix eye-wear [19] or on PC screens.
The modeling and animation process was made with Blender 2.69 [3].

Fig. 2. A) An Avatar performing the sign for the concept Colors, B) SL Fingerspelling
Alphabet Book with sections for reading and writing exercises, C) AR Avatar in
Unity3D, D) Vuzix eye-wear display for AR, E) Animations displayed on a Tablet
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The AR SL application’s architecture and design’s flowchart explain the
process we used to implement Unity3D for educational SL purposes (Fig.3). The
two research instruments chosen to collect data for this study were observations
and interviews. For the observations, the data collected was from two SL
pilot lessons: The Fingerspelling Alphabet and the Rainbow Colors. For the
interviews, we use a Smiley-face Likert’s scale of five points to validate the SLTM
and the SLPMs, as well as to know the parents and teachers attitudes about the
usability, satisfaction and learning achievement they though the children reached
by using our MuCy model and SLPMs (Table 2).

The two SL pilot lessons were conducted at ASPAS in order to measure the
Percentage of Development of SLCS and other CS (such as reading, writing and
speaking) reached by four children (two aged six and the other two aged seven)
(Fig.4A). Each lesson had a duration of one hour with students located in the
same classroom using the CLEMR (Table 1A,1B). For the Alphabet lesson we
made 30 videos of words from A to Z and for the Colors lesson we made 16 videos
(including the signs for the concepts of light, dark and color). The duration of
each video was approximately 6 seconds, and for every minute each student
watched a video, they imitated an average of 8 to 10 SL positions.

The lessons were divided into four activities, each of them corresponding to a
specific SLPM. The first activity was with animated videos. The children watched
the avatars performing signs on the Tablet (GroupA) and on the PC screen (Group
B). Then, they had to imitate SL positions right after the avatars. The second and
third activities were with the SL book with images of avatars showing the correct
SL positions printed on it. The students practiced reading the words (colors and
alphabet). Then, they had to write these words down on the book. Immediately
after, they had to perform the SL positions corresponding to those words. For the
last activity, at first the children had to use the markers printed on the pages to
display the animated 3D avatars on the PC screen. After visualizing the avatars
they had to imitate the SL positions individually and then in a group. Finally they
practiced speech facing each other and their teachers. The students also learned
to move their lips to make sounds similar to those we use to speak.

3.2 Data Analysis and Results

According to the Percentage of Development of SLCS and other CS (Making
signs: MS, Reading: RD, Writing: WR and Speaking: SP) in relationship with
the SLPMs as complementary tools within a CLEMR, the results were as follows
(Table 1A,1B and Fig.4A):

1) For the Rainbow Colors lesson. The use of videos in Activity one had
shown an 91.76% improvement of making signs, activities two and three showed
a 89.13% increase in improvement of reading skills and an 86.36% improvement
in writing skills. In Activity four, the use of AR to develop speaking skills while
performing signs showed a 95.60% increase in improvement.

2) For the Fingerspelling Alphabet lesson, Activity one showed a 90.53% in
improvement, the development of reading skills 87.93%, writing skills 90.48%,
and speaking skills 93.68%.
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Fig. 3. AR SL application’s architecture and design’s flowchart

For the Colors lesson, the two students’ Total Mean Value of SL Correct
Answers was 90.72%, while for the Alphabet lesson 90.65%. These Mean Values
has demonstrated that by using ICT Technology such as AR avatars increases
the SLCS and the interest in speech on deaf children in primary education (Table
2, Q3 and Q9).

The Pearson’s analysis has shown in both lessons a strong correlation
coefficient of 0.99 between the two variables (Fig.4B): 1) The total number of SL
Repetitions (Xi:SLR), and 2) the number of the Correct SL Answers (Yi:CA)
given by the children once they had taken the two lessons of one hour duration
each. This indicates that a greater number of SL repetitions with SLPMs produce
more Correct SL Answers and learning achievement.
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Fig. 4. A) Percent of Development of Communication Skills in relationship with the
Pedagogical Materials, B) Correlation between the average of SL repetitions and the
average of the Correct SL Answers given by the children

As for the Likert’s scale, it is observed that all respondents strongly agree
with our SL teaching approach (Table 2: Q2,Q6 and Q11). For the Usability
variable (Table 2: Q3,Q4,Q6,Q7 and Q11) all the answers had a 100% approval
which means that SLPMs promote the Collaborative Learning Experience, and
that to learn in a CLEMR helps deaf students to understand complex situations
in parts in order to create diverse learning solutions. Also both parents and
teachers wanted to use these Pedagogical Materials at their homes or in schools
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Table 1. SL Repetitions, correct answers and total scores in one-hour lesson for the
A) Rainbow Colors and B) Fingerspelling Alphabet

A) The Rainbow Colors lesson.

Activity T (mins) SL Reps. Goal Session SL Reps. Xi Yi Percent Score

MS RD WR SP

1 20 100 85 0 0 0 85 78 91.76% 9.2

2 10 50 0 46 0 0 46 41 89.13% 8.9

3 10 50 0 0 44 0 44 38 86.36% 8.6

4 20 100 0 0 0 91 91 87 95.60% 9.6

Total 60 300 85 46 44 91 266 244 91.73% 9.2

Mean Value 15 75 21 12 11 23 66.5 61 90.72% 9.07

Std. Dev 0.39

B) Fingerspelling Alphabet lesson

Activity T (mins) SL Reps. Goal Session SL Reps. Xi Yi Percent Score

MS RD WR SP

1 20 130 95 0 0 0 95 86 90.53% 9.1

2 10 65 0 58 0 0 58 51 87.93% 8.8

3 10 50 0 0 42 0 42 38 90.48% 9.0

4 20 110 0 0 0 95 95 89 93.68% 9.4

Total 60 355 95 58 42 95 290 264 91.03% 9.1

Mean Value 15 88.75 24 15 11 24 72.50 66 90.65% 9.07

Std. Dev 0.24

Table 2. Likert’s scale survey to validate the MuCy model and the SLPMs

i Question Mean Std.Dev. %

Q1 The SLPMs help deaf children to remember information through mem-
orization.

4.00 1.414 80%

Q2 The two educational levels of the MuCy model help deaf students to
cognitively understand relevant information from the SL.

5.00 .000 100%

Q3 Teaching Communication Skills such as reading , writing and speaking
help deaf students to create solutions to the socio-cultural problems
they face.

5.00 .000 100%

Q4 Learning with a CLEMR helps deaf students to understand a complex
situation in parts in order to create diverse learning solutions.

5.00 .000 100%

Q5 Learning with interactive technology helps children increase their
learning achievement.

4.50 .707 90%

Q6 I would like to use these pedagogical materials as complementary
teaching resources either at home or at school.

5.00 .000 100%

Q7 The MuCy model helps deaf children to organize their learning process
according to their educational needs.

5.00 .000 100%

Q8 With these pedagogical materials it is easier to explain the SL posi-
tions to the children.

4.00 1.414 80%

Q9 To learn with AR avatars increases the interest in speech and makes
the children feel more confident that they will learn to speak.

5.00 .000 100%

Q10 The SL book is an adequate tool for teaching the reading and writing
for an specific topic.

4.50 .707 90%

Q11 The SLPMs promote the collaborative learning experience with
Mixed-Reality (CLEMR).

5.00 .000 100%

because the MuCy model helps deaf children to organize their learning process
according to their educational needs.

For the Satisfaction variable (Table 2: Q8,Q9 and Q10), Q9 had a 100%
approval which shows that learning with AR avatars increases the interest in
speech and makes children feel more confident. Also, Q8 with 80% in positive
responses has shown that parents and teachers thought that using our SLPMs
made it easier to explain SL positions to children. Q10 with 90% in positive
responses demonstrated that the SL book is an adequate tool for teaching the
reading and writing skill for an specific topic.
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Finally, the Learning Achievement variable (Table 2: Q1,Q2 and Q5) has
shown that the two educational levels of the MuCy model help deaf students
to cognitively understand relevant information from the SL, that they can
remember information through memorization (Q1) and that learning with
interactive technology children increase their learning achievement (Q5).

4 Conclusions

We have presented in this paper a SLTM and a kit of SLPMs that have been
implemented at ASPAS for two SL lessons. With the collected data we have
demonstrated that by using ICT (such as AR) and by promoting the CLEMR
deaf children have developed a high percentage of SLCS and other CS. Also,
a brief explanation of the process we used to create the AR SL application
based on the Cross-platform Unity3D is provided. So it can be reproduced by
any teacher that wanted to use the MuCy model and AR as a complementary
teaching resource.

With all the above, we have concluded that the Teaching-Learning Process
within a CLEMR reinforces social interactions and CS in deaf children. Also,
we have proved that teachers can adapt their classes to the educational needs
of their students for a specific topic. The MuCy model along with the SLPMs
also have proved to be an adequate complementary tool for teaching SL and
developing different CS in a continuous psychomotor cycle.

5 Future Research

To improve technologically our model and to create an Interactive-networked
desktop application with Mixed-Reality, we consider the convergence of
technologies such as motion capture and voice recognition. Since they are
appropriate to design collaborative and remote SL lessons.

For the motion capture of face, body and SL hands movements we will use
the OpenKinect camera [8], and for the voice recognition system the Carnegie’s
MellonOpen Source Sphinx SpeechRecognitionToolkit [4].With these technologies
interacting with each other synergistically in a desktop application, deaf people
will be able to learn SL by translating movements and sounds into text and
Animated-outputs (3D avatars in AR) within a remote CLEMR in real time.
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a SLTM to their students. Also, we thank the parents for their positive feedback
and for their collaboration.
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Abstract. In this paper, a facial recognition system is described, which carry 
out the classification process by analyzing 3D information of the face.  The 
process begins with the acquisition of the 3D face using light structured 
projection and the phase shifting technique. The faces are aligned respect a face 
profile and the region of front, eyes and nose is segmented. The descriptors are 
obtained using the eigenfaces approach and the classification is performed by 
linear discriminant analysis. The main contributions of this work are: a) the 
application of techniques of structured light projection for the calculation of the 
cloud of points related to the face, b) the use of the phase of the signal to 
perform recognition with 97% reliability, c) the use of the profile of the face in 
the alignment process and d) the robustness in the recognition process in the 
presence of gestures and facial expressions. 

Keywords: Biometrics, facial recognition, structured light projection, pattern 
recognition, artificial vision, 3D face, 3d recovery. 

1 Introduction 

The face recognition is one of the main ways of personal identification in our 
everyday social interaction; people focus the visual attention in features and facial 
expressions. Humans are able to recognize up to hundreds of faces including people 
that have not seen for a long time or with different lighting conditions, pose, facial 
expressions or face with accessories (Turk & Petland, 1991).  The development of 
automatic facial recognition system had been a challenge of several disciplines such 
as computer science, artificial vision, pattern recognition and biometrics. Under 
controlled conditions, the automatic face recognition systems are fast, accurate, 
economical and non-invasive. In the other hand,  under non-controlled conditions it 
fails since they have different kind of  problems such as variations in scale, 
orientation, facial expression, lighting conditions, occlusions, presence or absence of 
accessories among others (Cabello Pardos, 2004; Chenghua, Yunhong, Tieniu, & 
Long, 2004; Hwanjong, Ukil, Sangyoun, & Kwanghoon, 2006; Xue, Jianming, & 
Takashi, 2005; Zhang, 2010). 
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Traditionally, there are several methods to carry out the automatic identification of 
people such as passwords, personal identification numbers (PIN), radio frequency 
identification cards (RFID), keys, passport, driving license, among others. The 
disadvantage of these methods is that they use resources that can be lost, forgotten, 
shared, manipulated or stolen. It can have consequences either economic, illegal 
access, cloning of cards among others (Arun, Karthik, & Anil, 2006; Saeed & 
Nagashima, 2012).  In the other hand, identification techniques based on biometrics 
offer a more robust solution since using physical or behavioral traits that are unique, 
permanent and non-transferable in the individual. Physical features can be extracted 
from the eyes (iris, retina), hands (fingerprints, hand geometry, vascular patterns) or 
face, so it can be used the behavioral traits gait, bell speech, writing, signing, press 
dynamics keyboards, etc. (Zhang, 2010; Jain, Flynn, & Ross, 2008; Wayman, 2011).  

In this paper, it is presented the design of a facial recognition system, which uses 
the depth information of the face as biometric pattern. This is made up of modules of 
a typical pattern recognition system and implements techniques of different areas such 
as: biometrics, optics, machine vision, patter recognition, geometry and statistical 
difference (Woz, Graña, & Corchado, 2014). 

2 Development of the Face Verification System 

The proposed face verification system is composed of several modules that operate 
systematically over the three-dimensional information of the face. It is described in 
Figure 1. 

 

Fig. 1. Design of the facial recognition system 

2.1 Data Acquisition Module 

The data acquisition module aims to record a set of four intensity images by binary 
fringe projection and the 3D face data is recovered by four-step phase shifting method 
(Fu & Luo, 2011; Siva Gorthi & Rastogi, 2009).  
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(c) (d) 

Fig. 3. (continued) 

The projected binary pattern has some advantages over a sinusoidal light pattern 
projection. A projected binary pattern is uniform on changes of intensity of the video 
projector, and the registered fringe profile adopts a sinusoidal profile due to blurring 
effect provoked by the use of lens in the capture system. Figure 3 (a) describes the 
binary pattern generated by a computer, (b) the binary pattern profile computer 
generated in row 60, (c) the image recorded by a digital camera (c) and (d) profile of 
the image recorded  in row 60 (d). It can be seen that actually the profile of acquired 
pattern describes a sinusoidal function. 

2.2 Three-Dimensional Reconstruction Module 

The goal of this module is to obtain three-dimensional model of the face (3D model). 
It is approximated by the fringe projection technique with four-step phase-shifting 
method (Fu & Luo, 2011). Each image is described by the following Equation (2): ܫ௞ሺݔ, ሻݕ ൌ ܽሺݔ, ሻݕ ൅ ܾሺݔ, ,ݔሻcos ሺ߶ሺݕ ሻݕ ൅ ሺ݇ െ 1ሻ߰׏ሻ           (2) 

where ܽሺݔ, ሻݕ  is the background illumination, ܾሺݔ, ሻݕ  is the modulation factor, ߶ሺݔ,  is the phase shift ߰ߘ ,ሻ is the initial phase associate with the form of the faceݕ
between each fringe pattern, ݇  is the sequential number of the phase shift and 
capture. The phase of the signal is demodulated to detect the face shape from 
Equation (3): ߶ሺݔ, ሻݕ ൌ tanିଵ ூరሺ௫,௬ሻିூమሺ௫,௬ሻூభሺ௫,௬ሻିூయሺ௫,௬ሻ                           (3) 

The result of Equation (3) is wrapped as can be seen in Figure 4(b), so it is necessary 
to carry out a phase unwrapping algorithm for obtaining the continuous phase. The 
phase unwrapping algorithm is applied by using quality maps and discrete routes 
(Arevallilo Herráez, Burton, Lalor, & Gdeisat, 2002).  
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and the domus of the nose are samples in a figure 5 (a). From the calculation of the 
straight line which passes through the domus and the base of the nose is defined the 
upright profile of the face as shown in figures 5 (b) and (c). 

The face model is aligned by calculating of the matrix of transformation is 
calculated using the ICP algorithm. Using the algorithm ICP is calculated the matrix 
of transformation from the profile of the face to align and the face model,  as shown 
in figure 6 where (a) is the surface of the face before alignment and (b) is the surface 
of face after alignment. 

Finally, the segmentation process is applied to determinate the forehead eyes and 
the nose using the binary mask. The process is done according to Equation (4): ݃݁ݏݖሺݔ, ሻݕ  ൌ  ሾܾ݋ݖሺݔ, ,ݔሻ݉ሺݕ  ሻሿ                    (4)ݕ

where zseg(x,y) is segmented object face, zob(x,y) is the face object and m(x,y) is the 
binary mask. The result is described in Figure 7. 

 

 

x   

(a) (b) 

 

(c) 

Fig. 5. (a) Landmark over the face, (b) profile overlapped on face and (c) deep of  the face 
profile 
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(a) 

 

(b) 

Fig. 5. Example of a face surface (a) before alignment and (b) after alignment 

 

   

(a) (b) (c) 

Fig. 6. Face segmentation process. (a) Binary mask, (b) 3D model before performing the 
segmentation, (c) 3D model after enhance segmentation 

2.4 Feature Extraction Module 

The descriptors of the face are obtained using the technique of Principal Component 
Analysis (PCA) or eigenfaces (Turk & Petland, 1991; Chenghua, Yunhong, Tieniu, & 
Long, 2004; Xue, Jianming, & Takashi, 2005). It is based on the analysis of the 
variability of the depth information of the face, which reduces the dimension of the 
original data set. Initially, the 3D face data is stored in a matrix of M elements, and 
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then PCA decreases these elements to a vector of N elements (N << M). The 
descriptor ܠ of a face is determined from Equation (5). ܠ ൌ  (5)                                     ࢆࢁ 

where U are the main components of the covariance matrix of all training faces, ࢆ is 
the data of the face (Turk & Petland, 1991). 

2.5 Classification/Recognition Module 

The classification and recognition process are performed by Linear Discriminant  
Analysis technique (Krzanowski, 1988; Seber, 1984; Gonzalez & Woods, 2008; Bow, 
1984; Duda, Hart, & Stork, 2001; Andrews, 1972). It divides the feature space into 
mutually exclusive regions, where each region defines the area of influence of a class. 
The classification process identifies a set of discriminant functions for calculated 
decision functions. Then, the descriptors are classified by evaluation of the decision 
functions. 

A linear function defines the surface of decision between two adjacent classes is 
described by Equation (6). ݀௜௝ሺܠሻ ൌ ௝࢓൫்ܠ െ ௜൯࢓ ൅ ଵଶ ൫࢓௜ െ ௜࢓൫ࢀ௝൯࢓ ൅  ௝൯             (6)࢓

where ݀௜௝ሺܠሻ is the surface of decision between the classes ߱௜ y  ௝߱  (i്  ௜࢓  ,(݆
and  ࢓௝  are the prototype of classes ߱௜  y  ௝߱  respectively. The descriptor ܠ  is 
evaluated for each of the functions ݀௜௝ሺܠሻ and is assigned to the class ߱௜ if ݀௜௝ሺܠሻ ൐0 otherwise it is assigned in class ௝߱ (Bow, 1984; Gonzalez & Woods, 2008). 

2.6 Decision Process 

The validation of the classification of the descriptors is carried out by comparing the 
mean quadratic error (ECM) fixing a threshold. The threshold is defined from the 
calculation of the ECM's classification of a set of 3D models that are not registered in 
the system. In this way, if the error is less than the set threshold, the process of 
identification considers that face ࢏ܠ belongs to the class ௝߱. ൫࢏ܠ ϵ ω௝ ห ܯܥܧሺ࢏ܠሻ ൏ threshold൯                        (7) 

3 Results 

In the Facial verification system were recorded 173 facial models corresponding to 47 
users with an average of 4 faces per person. Figure 8 corresponds to samples of the 
recorded 3D models, they are encoded in grey levels for viewing in 2D. 
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Fig. 7. Sample of three-dimensional models 

They were considered two sets for the identification tests: Set A, consisting of 9 
users not registered in the system; and set B, consisting of all the users registered in 
the system. Table 1 summarizes the results. 

Table 1. Results of the classification of users registered and unregistered in the facial 
recognition system 

Set Num. of 
users 

Acceptance Reject False positive False negative 
Num. % Num. % Num. % Num. % 

A 9 0 0 9 100 0 0 0 0 
B 47 46 97.87 0 0 0 0 1 2.13 

 
The system is capable of classifying people with different facial expressions 

positively since analysis of the face is only done with regions that suffer minimal 
variations to these changes as shown in the next four examples. It was included 
images with facial expressions or people wearing accessories such as glasses. 

 
Example 1.  User ID: 0047 

 

  
(a) (b) 

Fig. 8. a) Face object and (b) set of faces of training 

 



250 M.A. Vázquez and F.J. Cuevas 

 

Example 2. User ID: 0022. 
 

  
(a) (b) 

Fig. 9. a) Face object and (b) set of faces of training 

 
Example 3. User ID: 0031. 

 

 

 

      (a) (b) 

Fig. 10. a) Face object and (b) set of faces of training 

 
 
 

Example 4. User ID: 0004. 
 

 
 

(a) (b) 

Fig. 11. a) Face object and (b) set of faces of training 
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The results of the classification are presented in table 2. It is worth mentioning that 
the error threshold for rejection is ECM=0.3682. The threshold was computed from 
the classification of faces whose identity is not registered in the system. 

Table 2. Results of the classification of examples 1-4 

Example ID_User ID_find ECM Result Num. of training faces. 
1 0022 0022 0.2547 Positive 20 
2 0047 0047 0.3109 Positive 6 
3 0031 0031 0.1809 Positive 2 
4 0004 0004 0.2279 Positive 3 

 
In example 1, it can be seen that one of the faces of the training set has errors of  

reconstruction on the side of the cheek, jaw and lips, this is because that at the time of 
scanning the user made any movement by altering the pattern of stripes. Even so, it 
qualify right way. In example 2, the important aspect to highlight is one of the faces 
of training has a slight rotation. The classification is positive. For example 3 and 4, 
the user only has two training images; despite this was one that generated a lower 
ECM. In example 4 the face was digitized with glasses, while those of training were 
digitized without this, despite the combination of variations between the object face 
and the training faces the classification is satisfactory.    

4 Conclusions 

It was introduced a facial recognition system that assigns the user identity from the 
analysis of the variation of the depth information from the surface of the face, which 
is obtained by using structured light projection and the phase shifting technique. The 
facial recognition system has proven to be a reliable and robust to identify effective 
users. It was able to identify effectively the 97.87% of users registered in the 
database, while 2.13% turned out with a false negative error. It is important to 
emphasize that the system is able to assign the (Heseltine, Pears, & Austin, 
2004)identity of persons with different facial expressions, because effectively to the 
analysis of the information of the chamfer is only done in the regions of the face in 
which presents minimum variation. It is worth mentioning that the proposed 
alignment process allows optimize the computational load and processing time to find 
the optimal transformation matrix. Applications of the developed system, in principle, 
can be used from the control of entry/exit in the business area, control of virtual 
access to computer resources to control physical access in restricted areas only to 
personnel authorized. 

In the last decade many systems related with the 3D facial recognition have been 
developed, such as systems that analyze points, lines and regions in the face surface 
(G. Gordon, 1991) with verification rates of 83.3% - 91.7%. In other hand also have 
developed systems that analyzes the entire information of face like in X. Chenghua, et 
al; Russ, et al; Yunqui, et al; and Heseltine et al. all this systems can recognize 
between 69 % - 100 %, however these use the entire information of face that requires 
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many computational resources. The system that we propose use only a small region of 
the face that allows optimizes time and computational resources. 
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Abstract. This paper offers an approach to biometric analysis using
ears for recognition. The ear has all the assets that a biometric trait
should possess. Because it is a study field in potential growth, this re-
search offers an approach using Speeded Up Robust Features (SURF)
and Fisher Linear Discriminant Analysis (LDA) as an input of two neu-
ral networks with the purpose to detect and recognize a person by the
patterns of its ear. It also includes the development of an application with
.net to show experimental results of the applied theory. In the preprocess-
ing task, the system adds sturdiness using Hausdorff distance to increase
the performance filtering for the subjects to use in the testing stage of the
neural network. To perform this study, we worked with the help of Ávila’s
police school (Spain), where we built a database with approximately 300
ears. The investigation results shown that the integration of LDA and
SURF in neural networks can improve the ear recognition process and
provide robustness in changes of illumination and perception.

Keywords: Neural Network, Fisher, SURFAlgorithm, Ear Recognition.

1 Introduction

The ear has been used as a mean of human recognition in forensic activities for
long time. During the investigation of several crime scenes, earprints commonly
have been used to identify a suspect when there is no information of fingerprints.
A recognition system based on images of the ears is very similar to a typical face
recognition system, however, the ears have some advantages over the face; for
instance, their appearance does not change due its expression is less affected by
the aging process; indeed, their details and internal form are maintained over the
years, although its size is changing over the years, their color is usually uniform
and their background is predictable.

Although the use of information from ear identification of individuals has been
studied, it is still debatable whether or not the ear can be considered unique or
unique enough to be used as a biometric. However, any physical or behavioural
trait can be used as biometric identification mechanism if it is universal, that
every human being possesses an identifier, being distinctive and unique to each
individual, invariant in time, and measurable automatically or manually; the ear
accomplish all these characteristics.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 254–265, 2014.
c© Springer International Publishing Switzerland 2014
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2 Brief Review of the Literature

Significant progress has been made in the past few years in ear biometrics field.
One of the most important techniques which are known to detect the ears is
raised by Burge and Burger [17] who have made the process of detection using
deformable contours with the observation that initialization contour requires user
interaction. Therefore, the location of the ear is not fully automatic. Meanwhile
Hurley et al. [9] used the technique of force field, this process ensures that it is
not required to know the location of the ear to perform recognition. However,
only applies when the technique has the specific image of the ear out of noise. In
[19], Yan and Bowyer have used manual technique based on two previous lines
for detection, where takes a line along the border between the ear and face while
another line crosses up and down the ear.

A. Cummings et al. [3] show a strategy using the image ray transform which
is capable of highlighting the ear tubular structures. The technique exploits the
helix elliptical shape to calculate the localization. Kumar et al [2], have introduced
a proposal where uses skin segmentation and edge map detection to find the ear,
once they find the ear region apply an active contour technique [20] to get the exact
location of ear contours, the technique has been tested over 700 ear images. As well
as these techniques there are many other significant proposals.

In other terms a biometric recognition system requires the discovery of unique
features that can be measured and compared in order to correctly identify sub-
jects. There are some known techniques for ear recognition specially in 2D and
3D images, as the strategies based on appearance, force transformation, geo-
metrical features, and the use of neural networks. The most used technique for
face recognition [18], principal component analysis (PCA), is also suitable for
use in ear recognition. PCA [12] is an orthogonal transform of a dataset which
exploits the training data with the propose to find out a set of orthogonal basis
vectors or a new axes that causes the projection onto the first axis (principal
component) to represent one greatest variance in data, subsequent orthogonal
axes to represent decreasing amounts of variance with minimum reconstruction
mean square error. This strategy fall under appearance based techniques.

The first application for ear recognition was the PCA by Victor et al. [4] they
used PCA to perform an comparative analysis between face and ear recognition,
concluding that the face performs better than the ear. However, Chang et al. [16]
also have accomplished a comparison using PCA and found that ears provided
similar performance to faces, they concluded that ears are essentially just as good
as faces for biometric recognition. There are many proposals to solve the problem,
in this paper only has done a small review from some of them, the next section
introduce an intent to solve the problem of ear recognition using a practical way,
applying some interesting concepts for 2D images and real time video.

3 Ear Recognition System

Most of ear biometric articles have centered their attention on recognition using
manually cropped ear images. This is due to the fact that ear detection is a
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complicated problem, especially because ear images vary in pose and scale under
different conditions. However, for a robust and efficient ear recognition system
is desired to detect the ear from the image face profile in an automatic way.

Recognition systems traditionally follow a set of standards, such as, acquiring
images, pre-processing, feature extraction, and the classification. Nevertheless, it
is important to notice that the process that we are about to describe is based in
the combination of some existing methods in order to build a robust system. In
this way, the system combines a series of algorithms that give significant results
individually, and when they are combined, achieve a higher degree of robustness
with improving in problems such as changes in brightness and perspective.

The chart one shows the workflow that the project will follow; describing how
face profile is captured and how we tried to detect the ear. Once it has been
detected is extracted removing the background; here the Hausdorff distance is
used to filter the candidates, the next step is the feature extraction using SURF
and LDA, features are used as input in two neural networks defining a threshold
to determine the precision required. If both neural networks compute different
results or the result does not exceed the threshold, the system will reject the
ear which will be classified as unrecognized. These tasks will be deepened in
upcoming sections.

Fig. 1. System flow chart

4 Detecting and Tracking the Ear

There are some techniques which could be used to detect ear automatically. In
fact, these techniques usually can detect the ear only when a profile face image
does not contain a noisy around the ear. These techniques are not useful, when
profile face images are affected by scaling and rotation. This section proposes an
useful ear localization technique which attempts to solve these issues.

4.1 Ear Localization

OpenCV and its wrapper for .net framework EmguCV includes different ob-
ject detectors based on the Viola-Jones framework, most of them are been con-
structed to deal with different patterns as frontal face, eyes, nose, etc. Modesto
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Fig. 2. Ear detection

Castellón-Santana et al. [7] have developed a Haarcascade classifier to be used
with OpenCV to detect left and right ears. This classifier represents a first step to
create a robust ear detection and tracking system. The application is developed
in C#.

With the ear identified we proceed to perform the pre-processing task, con-
verting the image to gray scale and begin the normalization process, the first
step is to perform the segmentation of the image applying a mask to extract
only the ear, then the image is converted to an edge map using the canny edge
filter. If w is the width of the image in pixels and h is the height of the image
in pixels, the canny edge detector takes as input an array w × h of gray values
and sigma. The output is a binary image with a value 1 for edge pixels, i.e., the
pixel which constitute an edge and a value 0 for all other pixels. We calculate a
line between major and minor y value in the edge image to rotate and normalize
each image, trying to put the lobule of the ear in the centre. This process is to
try to get all the images whose shape is similar to the image to identify. We
identify some points on the external shape of the ear and the angle created by
the center of the line drawn before and the section in the ear’s tragus with the
major x value.

Fig. 3. Image preprocessing

4.2 Application of the Hausdorff Distance

The Hausdorff distance measure used in this document is based on the assump-
tion that the ear regions have different degrees of importance, where character-
istics such as helix, antihelix, tragus, antitragus, concha, lobe and ear contour;
play the most important role in ear recognition. The algorithm applied is based
on what is stated in [15].
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Fig. 4. Hausdorff preprocessing

In applying the Hausdorff distance, basically operates the comparison of edge
maps. The advantage of using edges to match two objects, is that this representa-
tion is robust to illumination change. Accordingly, the edge detection algorithm
used will have a significant effect on performance. Figure 3 shows the flow used
in the application of the algorithm, and figure 4 represent an example of the
Hausdorff distance trying to put together two images, in this case is not im-
portant that two images have been taken in different perspectives because the
algorithm try to calculate the distance between the points and with this distance
we choose a group of image of our database, this task works like a filter choosing
and discarding some images in order to strengthen the classification system.

The procedure involves removing the background of the image as it was per-
formed in the preprocessing original, added some steps after image masking, we
proceed to obtain the edges using the canny and sobel filter, the image is reversed
to operate with a white background, then the ear is binarized, similar procedure
is applied to each image stored in the database. With the obtained objects we
compare pixels to get how similar are the two figures, as if they were geometric
figures performing a comparison process, calculating the Hausdorff distance, we
compare pixels to get how similar are the two figures, resulting in a collection
of values that contain the distance of the input image with respect to each item
in the database.

The object can be presented as an option having the smaller relative distance;
if not exceeds the minimum threshold value and identifies the user, otherwise the
problem is considered as an unsolved. In the developed system, the Hausdorff
algorithm is presented as an complementary pre-processing task to increase the
performance of the neural network and recognition process using SURF algo-
rithm, if the system procedures identify that the user is the same, even without
exceeding the thresholds defined in each process, the image is accepted to belong
to user input identified by all three techniques combined. In this stage we also
compute the SURF features to track the ear in the video.

4.3 Tracking the Ear

Speeded Up Robust Features (SURF)[11] is a scale and rotation invariant in-
terest point detector and descriptor. It has been designed for extracting highly
distinctive and invariant feature points (also called interest points or key-points)
from images.
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One of the basic reasons to use SURF for the feature representation is to
analyse how the distinctive characteristics works in images, and at the same time
is to found more robust with respect to change, taking into account the point
of view, rotation and scale, illumination changes and occlusion [11] as compared
to other scale and rotation invariant shape descriptors such as SIFT [8] and
GLOH [14]. In addition for the extracting SURF features from an image there
are two main steps, which describe how to find key points and the calculation of
their descriptor vectors. The result for the feature vectors SURF is the relative
measured to the dominant orientation to generate each vector that represent an
invariant with respect to rotation of the image.

Fig. 5. Example of SURF features

The way SURF process pairing is using the most proximate neighbour ratio
pairing. To get the greatest pairing match for a key-point of a picture inside in
another picture is elucidated by detecting the most proximate neighbour in the
other key-points from a second picture where the most proximate neighbour is
defined as the key-point with the least Euclidean distance from the known key-
point of the first picture between their characteristic unidirectional matrices.
Due to the fact that these SURF vectors are invariant to the image rotation, the
process of ear detection combining the previous viola-jones approach with the
SURF vectors becomes robust and efficient.

Fig. 6. Tracking ear using SURF features

The approach to isolate the ear in the image, the prototype we used for the ear
identification should reveal the characteristics of scale and rotation immutability.
To calculate such prototypes in a suggested method, an invariant shape char-
acteristic to rotation and scale was used. Among numerous scale and rotation
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invariant shape characteristics, SURF [13] offers respectable distinctive features
and at the same time it is robust to variations in viewing circumstances, rota-
tions and scales. SURF denotes a picture by detecting some exclusive feature
points in it and then by describing them with the support of a unidirectional
feature descriptor matrix.

5 Ear Recognition Using Neural Networks

Neural networks provide a great alternative to many other conventional classi-
fiers. This type of algorithms represent powerful tools that can be trained to
perform complex tasks and functions in computer vision applications, either in
pre-processing tasks, feature extraction and pattern recognition. Two neural net-
works are used in the system, the first one based on the SURF algorithm we have
been talking and the second using a classification based on LDA, both networks
have been trained and proven using the database of the police college of Ávila.
The training was performed using 3 poses of the ear of each person and the tests
were done with 10-n poses of the same people.

Fig. 7. Training phase of both Neural Networks

After calculating the features using SURF the projection vectors are calcu-
lated for the training set and then used to train the network. Similarly, after
calculation of the fisherears using the LDA, projection vectors are calculated
for the training set. Therefore, the second neural network is trained by these
vectors.

5.1 SURF Neural Network

The ear image is recreated through the SURF algorithm as a set of salient points,
where each on is associated with a vector descriptor. Each can be of 64 or 128
dimensions. If 128 dimensional vector is chosen, it is more exacting in comparison
to the 64 vector. So the 128 dimensional descriptor vector is considered the most
exacting feature based in the knowledge that is always best to represent the
image with the most powerful discriminative features.
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Fig. 8. Avila’s Police School Database

A method to obtain unique characteristic fusion of one sole individual is pro-
posed by combining characteristics acquired from various training instances of
the individual. If we have n ear images of an individual for training, a fused
prototype is gained by fusing the feature descriptor array of all training images
collected, considering the redundant descriptor array only once. We had to use
a small database made for the training purpose with 309 pictures matching to
3 ear captures from 103 persons. Having all the images processed, a collection
was made with their respective tags describing the images and fusion vector
calculated before indicating to whom the image belongs.

The parameter settings of the neural network used in this method are dy-
namic, the output neurons depends on Hausdorff Distance filter stage where the
algorithm selects some possible answers to the recognition problem in order to
reduce the amount of candidates. The hidden layer is created dynamically, re-
specting that the number of hidden neurons should be between the size of the
input layer and the size of the output layer, should be 2/3 the size of the input
layer, plus the size of the output layer; and less than twice the size of the input
layer based on the research of Jeff Heaton [10].

5.2 Linear Discriminant Analysis Neural Network

Linear discriminant analysis or fisherears method in our case, overcomes the
limitations of PCA method by applying the fisher’s linear discriminant criterion.
This criterion tries to maximize the ratio of the determinant of the between-class
scatter matrix of the projected samples to the determinant of the within-class.
The LDA approach is similar to the eigenears method which projects the training
images into a subspace. The test images are projected into the same subspace and
identified using a similarity measure. The ear which has the minimum distance
with the test ear image is labelled with the identity of that image. The minimum
distance can be calculated using the Euclidian distance. The Fisher algorithm
that we implement basically goes like the version exposed in [5,21].

We construct the image matrix x with each column representing an image.
Each image is assigned to a class in the corresponding class vector c. Then, we
proceed to project x into the (N−c) dimensional subspace as P with the rotation
matrix WPca identified by a PCA, where:
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– N is the number of samples in x.
– c is unique number of classes (length(unique(C)))

In the next step we calculate the between-classes scatter of the projection P
as Sb =

∑c
i=1 Ni ∗ (meani −mean) ∗ (meani −mean)T where:

– mean is the total mean of P
– meani is the mean of class i in P
– Ni is the number of samples for class i

Also, we proceed to calculate the within-classes scatter of P using the next
formula Sw =

∑c
i=1

∑
xk∈Xi

(xk −meani) ∗ (xk −meani)
T where:

– xi are the samples of class i
– xk is a sample of xi

– meani is the mean of class i in P .

We apply a standard linear discriminant analysis and maximize the ratio of
the determinant of between-class scatter and within-class scatter. The solution
is given by the set of generalized eigenvectors Wfld of Sb and Sw corresponding
to their eigenvalue. The rank of Sb is almost (c − 1), so there are only (c − 1)
non-zero eigenvalues, cut off the rest. Finally we obtain the fisherears by W =
WPca ∗Wfld [21].

These vectors are used as inputs to train our neural network. In the training
algorithm, the unidirectional vectors belonging to an individual, are taken as
positive returning 1 as the neuron output assigned to that user and 0 to other
neurons when the new image has been captured, we compute new descriptors.
These descriptors are entered into the neural network, the outputs of individual
neurons are compared, and if the maximum output level exceeds the predefined
threshold, then it is determined that the user belongs to the ear assigned to the
neuron with the index activated.

6 Experimental Results

The results obtained in the process of detection and recognition of the ear are
presented in this section, table 1 shows the percentages of accuracy when only
using the Viola-Jones classifier included in OpenCV vs the potentiation accom-
plished by adding the tracking with SURF features. That can be seen in 2D
images or photographs the difference are not so evident, however when the pro-
cess is done on video, the difference is almost 10 percentage points, and is only
done when considering the location of the ear in the video in different pose and
lighting conditions. If we take into consideration the time it succeeds in maintain-
ing trying to identify the object, the algorithm combined with SURF tracking
is much more accurate because these features allow you to place the image even
if it has a 180 degrees event that does not happen with the ears.

In table 2 and figure 9 we can observe the results of the recognition process
and system performance. At this stage we have compared the results obtained
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Table 1. Ear Detection (Haar-Cascade and adding SURF tracking)

#Attemps EarLocalization(%)

Haar− Cascade | with SURF tracking

2D Images 308 92.53 98.70
Real T ime V ideo 314 86.69 95.13

Table 2. (%)Performance of Conventional PCA vs LDA-NN and SURF-NN

Training Images | Testing Images | PCA | LDA−NN | SURF −NN

20 80 73 81 82
30 71 77 83 84
50 87 78 88 84
80 104 83 88 89

100 149 83 89 93
120 186 85 90 94
150 305 86 93 97

Fig. 9. Recognition rate vs number of training ears

with traditional algorithms such as PCA and our propose using the two neural
networks with SURF and LDA to check the validity of our work. In this sense the
results are encouraging, using SURF features as input of a neural network with
different test subjects, we get a recognition percentage higher than the traditional
algorithms in video. Summarizing with perspective and illumination in normal
conditions, we get 86% of succeed in recognition with PCA, 93% with LDA-
NN algorithm, using the neural network with SURF descriptors, the percentage
increased to 97%, over more than 300 attempts of different individuals.

7 Conclusion and Future Work

The integration of two algorithms is the main result of this paper. the first
technique is based on the SURF preprocessing followed by a feed forward neural
network based classifier (SURF-NN), and the second is based on the LDA with
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another feed forward neural network (LDA-NN). The feature projection vectors
obtained through the SURF and LDA techniques are used as input values in the
training and testing stages in both architectures. The proposed system shows
improvement on the recognition rates over the conventional fisher and PCA that
use the Euclidean distance. Additionally, the recognition performance of SURF-
NN is higher than the LDA-NN among the proposed system.

The neural network using SURF descriptors as input appears to be better over
variation in lighting. The LDA-NN and SURF-NN perform better than the PCA
traditional method over changes on illumination and perspective. Changes in
preprocessing process allows better results specially using Hausdorff distance as
a filter stage. Results have shown that approximately 95.03% of ear recognition
accuracy is achieved with a simple 3-layer feed-forward neural network with
back-propagation training even if the images contains some noise.

As future work, the most interesting and useful tool for the police is to achieve
the development of an application not only able to propose candidates from
the image of an ear, but also to achieve the identification and recognition of a
criminal using an earprint. The results of this research are pointing towards that
goal, they show a significant progress to approach the final purpose, recognition
based on these earprints.
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Abstract. Linear spectral unmixing aims to estimate the fractional abun-
dances of spectral signatures in eachpixel.TheLinearMixingModel (LMM)
of hyperspectral images assumes that pixel spectra are affine combinations
of fundamental spectral signatures called endmembers.Endmember induc-
tionalgorithms (EIA) extract the endmembers fromthehyperspectral data.
The WMalgorithm assumes that a set ofAffine Independentvectors can be
extracted from the rows and columns of dualLatticeAutoassociativeMem-
ories (LAAM) built on the image spectra. Indeed, the set of endmembers
induced by this algorithm defines a convex polytope covering the hyper-
spectral image data. However, the number of endmembers extracted can
be huge. This calls for additional endmember selection steps, and to ap-
proaching the unmixing problem with linear sparse regression techniques.
In this paper, we combine WM algorithm with clustering techniques and
Conjugate Gradient Pursuit (CGP) for endmember induction. Our experi-
ments are conductedusinghyperspectral imagingobtainedby theAirborne
Visible/Infrared Imaging Spectometer of the NASA Jet Propulsion Labo-
ratory. The limited length of the paper limits the experimental depth to the
confirmation of the validity of the proposed method.

1 Introduction

The Linear Mixing Model (LMM) [7] assumes that the spectral signature of
one pixel of the hyperspectral image is a linear combination of the endmember
spectra corresponding to the aggregation of materials in the scene due to re-
duced sensor spatial resolution. Given a hyperspectral image H, whose pixels
are vectors in L-dimensional space, it spectral signature is characterized by a
set of endmembers, E = {e1, e2, ..., eq}. The spatial-spectral characterization is
a tuple (E, α), where , α is an q × 1 vector of fractional abundances resulting
from the unmixing process. For each pixel, the linear model is written as

x = Eα+ n (1)

where x is a is a L × 1 column vector of measured reflectance values and n
represents the noise affecting each band.

� Ion Marques has a predoctoral grant from the Basque Goverment.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 266–273, 2014.
© Springer International Publishing Switzerland 2014



Hybrid Sparse Linear and Lattice Method 267

The typical unsupervised hyperspectral scenario involves two steps: a) Induc-
ing a set of endmembers E from the hyperspectral image and b) estimating
the fractional abundances α. Contrarily to this unsupervised approach, a semi-
supervised proposition would involve obtaining endmembers from some spectral
library by an expert user. The unsupervised approach has the advantage of not
requiring user expertise, and of being automatically fitted to the image con-
tent. For instance, endmembers can be used as features for content based image
retrieval [2].

The WM algorithm [10] is a Lattice Computing based EIA finding a collection
of affine independent vectors that define a convex polytope covering the data of
the image in high dimensional spectral space. The algorithm is very fast, using
only lattice operators and the resulting endmember set has a direct relation with
the image data. However, it has the inconvenient of producing too many end-
members, which are strongly correlated. Therefore, some endmember selection
method is needed to find the relevant endmembers which produce the most par-
simonious explanation of the data. In this paper we propose a clustering step
followed by the application of greedy sparse methods, based on gradient pursuit
[1]. The aim of the sparse methods is to find the minimal set of contributions
from a dictionary that make up the data with minimal loss. Formally, if we
denote a sparse fractional abundance vector α, the unmixing problem is then

min
α
‖α‖0 subject to ‖x−Eα‖2 ≤ δ, α ≥ 0, 1Tα = 1, (2)

where 1T is a line vector of 1’s, ‖α‖0 denotes the number of nonzero compo-
nents of α, and δ ≥ 0 is the error tolerance.

In this regard, the WM provides the data dictionary, and sparse method
performs the selection of the endmembers for the optimal unmixing of the image.

The contents of the paper are the following: Section 2 recalls the definition
of the WM algorithm. Section 3 recalls the endember selction step and sparse
estimation process based on gradient pursuit. Section 4 gives some experimen-
tal results on a well known hyperspectral image. Finally, Section 5 gives some
conclusions of our work.

2 WM Algorithm

2.1 Method

The WM algorithm was proposed in [10,11,3]. Given an hyperspectral image H,
it is reshaped to form a matrix X of dimension N × L, where N is the number
of image pixels, and L is the number of spectral bands. The algorithm starts
by computing the minimal hyperbox covering the data, B (v,u), where v and
u are the minimal and maximal corners, respectively, whose components are
computed as follows:

vk = min
ξ

xξ
k and uk = max

ξ
xξ
k; k = 1, . . . , L; ξ = 1, . . . , N . (3)
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Next, the WM algorithm computes the dual erosive and dilative Lattice Auto-
Associative Memories (LAAMs), WXX and MXX [9]. The columns of WXX and
MXX are scaled by v and u, forming the additive scaled sets W =

{
wk

}L
k=1

and M =
{
mk

}L
k=1

:

wk = uk +Wk; mk = vk +Mk, ∀k = 1, . . . , L, (4)

where Wk and Mk denote the k-th column of WXX and MXX , respectively.
Finally, the set V = W ∪M ∪{v,u} contains the vertices of the convex polytope
covering all the image pixel spectra represented as points in the high dimensional
space. The algorithm is simple and fast but the number of induced endmembers,
the amount of column vectors in V , can be too large for practical purposes. Fur-
thermore, some of the endmembers induced that way can show high correlation
even if they are affine independent. To obtain a meaningful set of endmembers,
we search for an optimal subset of V in the sense of minimizing the unmixing
residual error and the number of endmembers.

3 Endmember Selection and Sparse Unmixing

3.1 Enbmember Selection via k-means

Lets have a set E of induced endmembers with WM algorithm. We assume
that several endmember will be highly correlated, therefore the convex polytope
that covers all the data could be defined by fewer endmembers. Thus, surplus
endmembers will be occupying nearby positions in the high dimensional space.
We aim to induce a new set of endmembers E� ⊂ E. To achieve this goal, we
perform k-means with k equal to the number of endmembers we want to retain.
We propose the use of two “closeness” measurements in the clustering process:

1. Pearson correlation distance between endmembers x and y, i.e dist (x,y) =

1 − corr (x,y) = 1 −
∑n

i=1(xi−μx)(yi−μy)

(n−1)σxσy
. Each centroid is the mean of the

points in that cluster, after normalizing those points to unit Euclidean length.
2. Cosine dissimilarity between endmembers x and y, i.e dist (x,y) = 1 −

cos θ = 1 −
∑n

i=1(xi·yi)√∑n
i=1 x2

i

√∑n
i=1 y2

i

. Each centroid is the component-wise mean

of the points in that cluster, after centering and normalizing those points to
zero mean and unit standard deviation.

We perform the clustering l times, selecting random initial cluster points at each
iteration. We choose the iteration whose the sum of distances is minimum. This
high number of repetition works towards reaching the global minimum. The set
E� will consist of the endmembers that are closer to the centroids of said clusters.

3.2 Sparse Unmixing Using CGP

The sparse signal approximation problem can be summarized as follows: Let have
a data matrix X (i.e. as defined as in section 2). We define a matrix Φ ∈ R

q×L
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called the dictionary. The q columns of Φ are referred as atoms.Therefore, each
of the q induced endmembers corresponds to one atom of the dictionary. The
problem is to find a mixing matrix M so that

X = ΦM+ ε, (5)

where matrix M optimizes certain sparsity measure. In terms of hyperspectral
unmixing and in the context of our proposed method, Ritter’s WM algorithm
and the clustering method defined in section 3.1 provide the dictionary Φ, thus
Φ = E�. The matrix M is in fact the collection of abundance images obtained
by the unmixing process.

There are several sparse unmixing approaches that have been recently used
with hyperspectral data, like sparsity-constrained Nonnegative Matrix Factor-
ization [6,8], Pursuit algorithms [5] or iterative spectral mixture analysis[12].
One of many methods to achieve this sparsification is to use Conjugate Gradient
Pursuit [1].

Conjugate Gradient Pursuit The conjugate gradient method is a popular di-
rectional optimization method. This method is guaranteed to solve quadratic
problems in as many steps as the dimension of the problem. It calculates a
similar decomposition as the QR factorization.

4 Experimental Design and Results

We test our method using a sub-image of the AVIRIS Cuprite dataset[4]. It
corresponds to the flight f970619t01p02_r02, run 2, section 3. I has a size with
512 × 614 pixels. A false grayscale image can be sen in figure 1 The scene consists
of 224 spectral bands between 0.4 μm and 2.5 μm, with spectral resolution of 10
nm. Before the analysis, bands 1–3, 105–115, 150–170 and 223–224 were removed
due to water absorption, artifacts and low SNR in those bands, leaving a total
of 187 spectral bands. The Cuprite site is well understood mineralogically and
is broadly used as a trusted benchmark for hyperspectral research.

One of the problems that the proposed method aims to solve is the exces-
sive number of endmembers and the too high correlation between many of them.
The WM algorithm drops 376 endmember candidates, which are plotted in figure
?? . We perform the k-means algorithm, as presented in section 3.1, with k = 10

and l = 200. The motivation of choosing k is to have a small enough number of
endmembers, validating the method while being able to show the visual results.
The high number of repetitions are sufficient as to ensure that no local maxi-
mum is achieved by k-means. We center and scale the data prior to k-means, in
order to achieve certain numeral stability. The resulting 10 endmembers showed
significant variability.

The next step is to calculate the sparse representation of the hyperspectral
image. We use the selected endmembers as a dictionary and the hyperspectral
image the signal, to obtain the aforementioned sparse abundances applying CGP.
We allow a maximum representation error of 0.05. The result is a sparse mixing
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Fig. 1. False grayscale image of the Cuprite subsection used for this experiment

Table 1. Endmembers selected with the proposed method

Pearson Correlation

Distance (x10−3) 3.639 5.176 3.991 3.133 1.386 1.431 21.994 22.904 2.561 1.522

Endmember 183 106 35 245 87 67 1 362 274 313

Cosine dissimilarity

Distance(x10−3) 4.373 1.992 8.752 7.123 0.771 2.295 8.460 2.209 1.772 0.648

Endmember 292 101 362 371 153 258 174 32 232 275

matrix which corresponds to the abundance images for each selected endmember.
Figures 2 and 3 illustrates the 10 endmembers abundances. Whiter regions imply
higher abundance. Each endmember is more abundant in different regions, as
can be observed. The scarce white pixels illustrate the sparse nature of the
hyperspectral unmixing problem.

5 Discussion and Future Work

One fast and effective procedure to obtain endmembers is the WM Algorithm pro-
posed by Ritter at al. [10,11]. The output is a set of affine independent vectors
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Fig. 2. Resulting abundances of applying CGP on 10-means WM induced first six
endmembers of Cuprite scene, ordered left to right, top to bottom
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Fig. 3. Resulting abundances of applying CGP on 10-means WM induced las four
endmembers of Cuprite scene, ordered left to right, top to bottom

which are the vertices of a convex polytope covering the sample data. We have
experimentally proven that this method, like many others, is able to induce too
many endmembers. These endmembers can be highly correlated. We propose a
clustering step to reduce the number of endmember prior to the unmixing pro-
cess. Proposing the unmixing problem as a linear regression problem, we use CGP
algorithm to calculate sparse abundances. Experiments on a complex and well
documented hyperspectral image show that the approach is able to select a few
endmembers that are not highly correlated. The non-linearity is introduced by the
WM algorithm, which a Lattice Computing base algorithm. The visual assessment
of the results disjoint endmembers that are present in disparate abundances on the
pixels of the scene. Future work involves, on one side, selecting k with some unsu-
pervised criterion, and on the other hand, comparing our unmixing results with
those obtained using USGS Spectral Library as the sparse algorithm’s dictionary.
This last step, which would greatly extend further from the limited scope of this
paper, could demonstrate with ground truth the utility of the whole unsupervised
unmixing method.
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Abstract. Hyperspectral image analysis is a dynamically developing
branch of computer vision due to the numerous practical applications and
high complexity of data. There exist a need for introducing novel machine
learning methods, that can tackle high dimensionality and large number
of classes in these images. In this paper, we introduce a novel ensemble
method for classification of hyperspectral data. The pool of classifiers
is built on the basis of color decomposition of the given image. Each
base classifier corresponds to a single color channel that is extracted.
We propose a new method for decomposing hyperspectral image into 11
different color channels. As not all of the channels may bear as useful
information as other, we need to promote the most relevant ones. For
this, our ensemble uses a weighted trained fuser, which uses a neural
methods for establishing weights. We show, that the proposed ensemble
can outperform other state-of-the-art classifiers in the given task.

Keywords: machine learning, classifier ensemble, multiple classifier sys-
tem, hyperspectral image, image segmentation, color channels.

1 Introduction

Hyperspectral image is a collection of high-resolution monochromatic pictures
covering large spacial region for broad range of wavelengths. From structural
point of view it is a three-dimensional matrix of brightness. First two dimen-
sions are width and length of flat projection. Third one is a number of spectral
band. Main idea of hyperspectral imaging is minimization of range covered by
every band with maximization of band number. Commonly hyperspectral images
consist of at least 100 of such bands.

Taking a slice (two-dimensional matrix) from a hyperspectral cube can provide
us information of brightness of the area for a given spectral band (Figure 1(a)).
Taking a vector alongside the spectral band axis provides us information about
brightness of one particular pixels for every covered spectral band. Such a vector
is commonly named a signature. Example signature is presented on Figure 1(b).

Signatures are used to detect type of material represented by pixel on an
image. It is possible to distinguish type of ground, vegetation, used building
material, rock strata or many other.
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(a) Slice (b) Signature

Fig. 1. Hyperspectral image elements

Method of separation of an hyperspectral image into channels is based on
human perception of colorful images. Its main base is to replace a reading from
photoreceptors with metric, doing e.g. elementary statistical operations on signa-
ture vector. Monochromatic image from this kind of metric can turn into channel
used to construct colorful picture or, after posterization, set of labels. It also im-
plements a method of separation of homogenous areas on image, used also to
filter noisy ranges of spectrum.

After the image color decomposition, we need to apply machine learning algo-
rithms in order to conduct segmentation or classification. Among a plethora of
classification methods, ensembles has gained a significant interest of researchers
over the last decade [7]. Combining multiple classifiers can lead to a significant
improvement of the accuracy in comparison to single learner. There are many
different methods for forming efficient ensembles [14], but they all share several
fundamental ideas. In order for the ensemble to work, we need to have more
than one classifiers at our disposal. They can be trained on the given dataset, or
supplied by heterogeneous sources (e.g., from different sensors [10]). A special
attention should be paid to the properties of used classifiers. For an ensemble
to work properly, it must consist of classifiers that at the same time display a
high individual accuracy and are mutually complementary with each other. As,
in most cases, not all of the available classifiers satisfy this condition, one needs
to discard the irrelevant models. This step has a crucial impact on the quality of
the formed committee and is known as classifier selection or ensemble pruning
[4]. Another important part of ensemble design is the combination rule. It will
fuse the individual outputs of base classifiers into a single committee decision.
This task can be tackled in two different ways: with untrained or trained fuser.
Untrained fusers (such as voting) [13] are simple and straightforward to use, but
can be subject of performance limitations. Trained fusers adapt their behavior to
the analyzed data, but require some time to establish their rules and a dedicated
training set [9].

In this work, we propose a novel ensemble dedicated to analysis of hyperspec-
tral data. Its base classifiers are being built on the basis of decomposed color
channels. This assures their initial diversity, as every color channel carries differ-
ent information. We further augment this idea by using a trained fuser, based on
perceptron learning. This allows us to assign higher weights to more competent
classifiers. As not all of the channels carry equally useful features, we boost the
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Fig. 2. Diagram of conversion stages

influence of the most relevant ones on the final decision of the ensemble. Exper-
imental results show, that the proposed method can outperform state-of-the-art
classifiers in hyperspectral data analysis.

2 Separation of Color Channels in Hyperspectral Images

Most common method of generating false-color pictures from hyperspectral data
is maping three bands from a wide signature into rgb channels. For case of
spectral depth reduction, the most popular standard is pca1 [1]. Three, richest
in information, principal components from hyperspectral cube are mapped to
various color models chanels (rgb, hsl, hsv) [12].

Some works suggest to balance s/n
2 to enhance contrast of an image [6] and

reduce noise impact.
Main motivation behind the proposed method was to introduce a new rep-

resentation, preserving as much information as possible, that is acceptable for
human color perception, with possibly simple, low time-consuming method. As
for the classification step this method allows us to use more information than
is carried by three standard color channels, while maintaining a more compact
representation than full spectral singature.

From mathematical angle, we can percept a matrix of cone cells of same type
as a function, projecting three-dimensional input onto two-dimensional output.
Hyperspectrals are nothing more than discrete form of this three-dimensional
input. So, an hyperspectral cube gives us enough information to obtain other
functions generating monochromatic image. One may describe them as artifictial
cone cells matrixes. Later in this paper we are calling them, as well as theires
outpus, the metrics.

There are five phases of metrics generation process. Chain of consecutive steps
is presented with diagram on Figure 2.

2.1 Edges Detection

Calculation of a difference between maximal and minimal values in nearest neigh-
bourhood of every pixel of image can be used to detect borders between present
areas [5].

1 Principal Components Analysis.
2 Signal-to-noise ratio.
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Fig. 3. Mask of region borders for Salinas (a) before and (b) after filtering

This can be implemented in a form of bigger, four-dimensional image. An
additional dimension would be a shift of each layer by unit vector for every
direction achievable on a surface. This allows us to fuse a new image without
transformations in a form of four dimensional matrix from nine three dimensional
images

In the next step we calculate a difference between maximal and minimal value
in a fourth dimension to compress an image back into three dimensions. Values
of single pixels of obtained cube are differentiation of theires nearest neighbour-
hood.

A flat mask would be less complex for later operations, than three-dimensional
array. To achieve it as an output of this stage, we are flattering image alongside
axis of wavelengths. Mask generated with this method is presented on Figure 3.

2.2 Filter Construction

As the side effect of conducted edge detection method we are receiving measure-
ment of entropy (H̄) for every layer of image. Dividing amount of all values (ρ)
from every layer by calculations of pixels per layer (ppl) gives us an vector with
normalized value of entropy (Figure 4(a)).

H̄ =

∑
ρ

ppl
(1)

Assuming that every hyperspectral cube contains wavelengths with high noise
ratio (which is absolutely right for aviris-sourced images) adequate threshold for
drain most of them would be mean value of entropy (Figure 4(b)). Nonetheless,
filter like this is not separating hills of entropy changes.

To caulk filter, entropy vector was build up build from information about
its dynamics (D̄H) (Figure 4(c)). An vector of dinamics was made in a way
analogous to edge detection, by calculating discrepancy between actual (H̄) and
next value (H̄ ′) on the vector of entropy.

D̄H = |H̄ − H̄ ′| (2)

Mean dinamics filter was generated in an analogous way as the one for en-
tropy (Figure 4(d)). Concluding filter was the blend of mean entropy and mean
dinamics filters. Figure 4(f) shows ability of segregation informations from noises
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(a) Entropy and (b) Mean entropy filter

(c) Dinamics and (d) Mean dinamics filter

(e) Union of filters and (f) Information and noise separation

Fig. 4. Filtering process

crosswise the spectrum. Figure 3 presents difference between unfiltered and fil-
tered mask of region borders.

2.3 Metrics

By using signatures with filtered-out noise, we can effectively use simple statisti-
cal operations like maximum or minimum, and improve the precision of average
and median value. We propose a set of eleven example metrics. Figure 5 provides
color visualization3 for all of them.

First three metrics are three equal ranges from whole spectrum coverted to
hsv. Filtered hyperspectral cube was divided into three smaller, equal cubes.
Every cube was flattered with mean value function. Three layers was combined
as channels into rgb image, later converted into hsv. Output, hsv image was
divided into three metrics, one per every parameter. Metrics 4—7 are minimal
or maximal value and indexes. Minimal and maximal values and indexes for full
filtered spectral signature was computed. Metrics 8—9 are mean and median
values for full filtered spectral signature. Last two metrics are differences between
masks 4—7.

2.4 Smart Posterization

Posterization of an image is a process of color quantization of image. It allows
grouping similar pixels of image with very low computational cost [11].

We can assign one from n labels on the image for its every pixel only by
multiplicating its matrix by n and round it to the floor. Unfortunately, using
this method we must pay attention for the risk of dividing original region classes
into many quants. To avoid this hazard, a simple method was implemented.

3 Visualizations are generated as hsv images, with metric as hue and edges mask as
value channel.
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Fig. 5. Color visualization of proposed metrics

Fig. 6. Color visualization of proposed metrics after smart posterization

We calculate mean signature for every quant of posterization and comparing
it with every other quant. If the mean value of difference for some comparison
is lower than an arbitrary treshold, labels of both quants are unified. Result of
this, enhanced proposition of posterization of metrics is presented on Figure 6.

3 Proposed Ensemble Classifier

In the paper, we propose a novel classification algorithm for tackling complex
hyperspectral data. We want to propose an ensemble classifier for this task. We
need to have a pool of efficient classifiers, that are mutually complementary to
each other.

The general idea behind this approach is as follows. For constructing base
classifiers, we use the proposed color channel decomposition. The input image
is separated into 11 different channels, each serving as an input training set for
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Hyperspectral Image

Channel #1 Channel #2 Channel #11

Classifier #1 Classifier #2 Classifier #11

Trained
Fuser

Fig. 7. Idea of the proposed ensemble for hyperspectral image analysis, based on color
channel decomposition

individual learner. In order to promote the best classifiers, coming from the most
relevant color channels, we use a trained fuser that can adapt its combination
rule to the analyzed dataset. The schema of the proposed ensemble classifier is
given in Figure 7.

Let us take a closer look on the components of the ensemble.
Forming a proper pool of classifiers has a crucial impact on the quality of the

ensemble under consideration [3]. In our previous works, we have shown, that
using input data partitioning may have a beneficial influence on the committee
classifier [8]. One may use artificial data partitioning (e.g., bootstraping, random
feature subspaces) or use some subgroups embedded in the nature of the data.
Here, we propose to use different color channels as basis for classifiers in the
committee. By this, from 11 different color channels we form 11 base classifiers.
As each of them uses different decomposition of input hyperspectral image, they
should use different information and be supplementary to each other. With this,
we assure initial diversity among the pool of classifiers, which is one of the
principles in ensemble approach [14].

At the same time, we should have in mind that the proposed color decompo-
sition scheme does not assure in any explicit way that extracted channels carry
significantly different information. Therefore, there is no way to say beforehand
which of these channels should be used and which discarded. We need to enhance
the influence of the better channels on the quality of recognition system, by pro-
moting classifiers trained on them. For this, we propose to utilize a trained fuser,
based on discriminants and neural methods of training. Such a trained fuser can
adapt its combination rules to the data at hand, resulting in high-quality com-
bined classifier. Additionally, the fuser’s weights are dependent on class, so each
classifier may have different weights associated for each class. This is especially
important for problems with significant number of classes, and hyperspectral
images tend to have large number of different class labels.
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Assume we have N classifiers Ψ (1), Ψ (2), ..., Ψ (N). For a given sample x ∈ X ,
each individual classifier make a decision regarding class i ∈ M = {1, ...,M}.
Let F (l) (i, x) denote this decision of the l-th classifier Ψ (l), then a combined
classifier Ψ can reach a decision based on [15]

Ψ (x) = i if F̂ (i, x) = max F̂ (k, x)
k∈M

, (3)

where

F̂ (i, x) =

N∑
l=1

w(l)(i)F (l) (i, x) and

N∑
i=1

w(l)(i) = 1, (4)

and the weights w are dependent on the classifier and the class, i.e. w(l) (i) is
assigned to the l -th classifier and the i-th class.

We employ a perceptron as a trained classifier fusion approach based on deci-
sions obtained from discriminant functions for the classifiers [15]. One perceptron
fuser is constructed for each of the classes under consideration. Once trained (we
employ the Quickprop algorithm in our implementation), the input weights es-
tablished during the learning process are then the weights assigned to each of
the base classifiers.

4 Experimental Evaluation

In this section, we experimentally analyze the usefulness of our ensemble method
and compare it to several state-of-the-art machine learning methods for hyper-
spectral data analysis.

4.1 Used Hyperspectral Images

Illustrations of channel separation method and all experimental evaluation was
obtained using example, benchmark Salinas dataset. This hyperspectral image
was taken over Valley of Salinas in usa, ca.

Pictured terrain include bare soils, vegetables and vineyard fields, labeled in
16 classes. Image have a high noise ratio in some ranges, so it can be easily
used as an example for noise filtering. Entire scene was used to present example
metrics set on Figure 5.

Side of every pixel square is about 3.7 m on real surface. Image consist of
217 x 512 pixels and 224 spectral bands from 0.4 to 2.5 μm, with nominal
spectral resolution of 10 nm.

4.2 Set-up

Our ensemble uses a Support Vector Machine with rbf kernel as a base classifier.
We use 11 base classifiers, as there are 11 color channels after decomposition.

For comparison, we used thee different popular classifiers: Support Vector Ma-
chine (svm), Random Forest and Boosted svm. We trained them on normal pixel
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data and entire data after decomposition. With this, we can see what influence
has the color decomposition on the performance of classifiers and does the pro-
posed ensemble is better than pixel-based and color-based standard classifiers.
The details of the used classifiers are given in Table 1.

Table 1. Segment table representation

Classifier Parameter

SVM SMO training, RBF kernel, C = 1.2, γ = 0.5

Random Forest 80 trees, 12 features in tree

Boosted SVM 10 classifier, majority voting

For testing, we used a statistical test to compare the results and judge if their
differences were statistically significant. For this purpose, we used a combined
5× 2 cv F Test [2], where preprocessing procedures were run independently for
each of the folds.

4.3 Results

The results of the experiment are presented in the Table 2. They show the clas-
sifiers’ accuracy. Each classifier has assigned its index number (in the row with
classifier names). These indexes correspond with numbers in the statistical test
row and indicates in comparison with which other tested classification methods
(represented by their indexes) the considered classifier is statistically superior.

Table 2. Results of the experiment with respect to accuracy [%]

SVM1 RandF2 BoostSVM3 SVM+color4 RandF+color5 BoostSVM+color6 Proposed7

64.85 68.53 67.22 60.13 66.23 60.87 72.86

4, 6 1, 3, 4, 5, 6 1, 4, 6 − 1, 4, 6 − All

4.4 Discussion

From the experimental results, we may draw several interesting conclusions.
First of all, let us take a look on the differences between using standard

pixel-based representation and color channel-based representation. What is very
interesting, all of the methods work significantly worse when using color space as
an input. This can be explained by a great increase of the feature space size. For
standard pixel-based representation, we have one set of features. For color-based
channel decomposition, we have 11 set of features. Using their intersection as
input, we get a 11 times bigger feature space with the same number of objects.
This may lead to a significant drop of classifier’s performance, as we have no
control over what features are used for classification. Some of channel information
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can be irrelevant and mislead the constructed classifier. Therefore, simple usage
of decomposed image into color channels is not a good direction.

However, our proposed method can outperform all other reference methods in
a significant way. This can be explained by the fact, how the ensemble is formed.
It uses all the beneficial information from the decomposed color channels, while
being robust to increased feature space. Our ensemble uses 11 different feature
sets, but each of them is delegated to a single classifier. Therefore, at one hand
we do not increase the complexity of single classifier, while at the same time
giving more information to the committee. By using trained fuser, we are able
to boost the influence of certain channels on the final decision, while discarding
irrelevant ones.

5 Conclusions

In this paper, we proposed two novel approaches for handling hyperspectral im-
ages. We showed a new method for decomposing hyperspectral images, based
on selecting different color channels. Each of them can be used for efficient vi-
sualization of hyperspectral images, or as a data pre-processing step. We use
this as a feature extraction procedure, to get more information about the image.
We introduce a novel ensemble classifier, in which base learners are formed on
the basis of each color channel. This assures initial diversity among classifiers.
We further augment this approach by applying trained fuser, based on discrimi-
nant functions and perceptron training methods. This allows us to assign higher
weights to classifiers carrying more discriminant power and boost their influence
on the final aggregated output.

Experimental analysis proves the quality of our method. We showed, that
the proposed ensemble can outperform several state-of-the-art methods in a
statistically significant way.

In our future works, we would like to add ensemble pruning approach to
discard irrelevant classifiers and reduce the complexity of our method.
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Dept. of Computers & Communications Technologies, University of Extremadura
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Abstract. In this paper, we study the Reporting Cells scheme, a pop-
ular strategy used to control the movement of mobile terminals in the
Public Land Mobile Networks. In contrast to previously published works,
we propose a multiobjective approach that allows us to avoid the draw-
backs of the linear aggregation of the objective functions. Furthermore,
we provide a novel formulation to take into account aspects of the Re-
porting Cells that have not been considered in previous works. Exper-
imental results show that our proposal outperforms other optimization
techniques published in the literature.

Keywords: Reporting Cells Planning Problem, Mobile Location Man-
agement, Multiobjective Optimization, Non-dominated Sorting Genetic
Algorithm 2.

1 Introduction

One of the most important management tasks in the Public Land Mobile Net-
works (PLMNs) is the mobile location management. In fact, D. Nowoswiat and
G. Milliken show in [1] that the signaling traffic generated by this management
task is more than 33% of the total signaling load. That is why the use of soft
computing to minimize the signaling traffic associated with the mobile location
management is a very interesting research line.

In the PLMNs, the network operator divides the coverage area into several
smaller regions (known as network cells) with the goal of providing mobile ser-
vices with few radio-electric resources (the available resources are distributed
and reused among the different network cells) [2]. And therefore, every mobile
network should have a system to automatically track the movement of its sub-
scribers across the different cells. Commonly, a mobile location management
strategy consists of two main procedures: the subscriber’s location update (LU),
and the paging (PA). The first procedure is initiated by the mobile terminals to

� This work was partially funded by the Spanish Ministry of Economy and Competi-
tiveness and the ERDF (European Regional Development Fund), under the contract
TIN2012-30685 (BIO project). The work of Vı́ctor Berrocal-Plaza has been devel-
oped under the Grant FPU-AP2010-5841 from the Spanish Government.
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notify the network that they have changed their location (in terms of network
cells). And the second one is used by the mobile network to know the exact cell
in which a callee terminal is located.

This work addresses the Reporting Cells Planning Problem (RCPP), a popular
strategy proposed by A. Bar-Noy and I. Kessler in [3] to control the subscribers’
movement. In their work, A. Bar-Noy and I. Kessler demonstrated that the
RCPP is in general an NP-complete optimization problem. Though the RCPP
belongs to the multiobjective optimization field (see Section 2), this problem has
not been yet tackled with multiobjective optimization techniques. A. Hac and
X. Zhou proposed a heuristic method in which the paging cost was considered as
a constraint [4]. R. Subrata and A. Y. Zomaya developed three single-objective
metaheuristics in [5], where the objective functions were linearly combined. The
same technique (the linear aggregation of objective functions, see Section 4.1)
was used in [6,7,8], where the RCPP was also studied with single-objective meta-
heuristics. However, the linear aggregation has several drawbacks: the weight co-
efficient (β ∈ �) should be configured properly, the proper value of β might be
different for different states of the signaling network, and a single-objective opti-
mizer must perform an independent run per each value of this coefficient. With
the aim of avoiding such drawbacks, we propose our version (in terms of our evo-
lutionary operators specific to solve the RCPP) of the Non-dominated Sorting
Genetic Algorithm II (NSGAII, a well-known multiobjective metaheuristic [9]).
This is a novel contribution of our work because, to the best of our knowledge,
there are no other authors that tackle the RCPP with a multiobjective approach.
Furthermore, we provide a novel formulation to take into account aspects of the
RCPP that have not been considered in the formulation defined in [5,6,7,8].

The paper is organized as follows. Section 2 presents a detailed explanation
of the RCPP. The main features of a multiobjective optimization problem and
our version of the NSGAII are shown in Section 3. An in-depth analysis of
our proposal and a comparison with other works published in the literature
are discussed in Section 4. Our conclusion and future work are summarized in
Section 5.

2 Reporting Cells Planning Problem

The Reporting Cells scheme is a static strategy to control the subscribers’ move-
ment across the network cells. In this strategy, a mobile station only updates its
location when it moves to a new Reporting Cell (RC), and the paging is only
performed in the vicinity of the last updated Reporting Cell (for the mobile
station in question) [3]. For definition, the vicinity of a RC (V) is the set of
network cells in which it is possible to find the callee’s mobile station. Therefore,
this vicinity consists of the RC in question and the set of non-Reporting Cells
(nRCs) that are reachable from this RC without passing over other RC (because
a mobile station is free to move among non-Reporting Cells (nRCs) without
updating its location). It should be noted that, when all the network cells are
nRCs, the callee’s mobile station must be searched in the whole mobile network.
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According to this location management strategy, the main challenge consists
in finding the configurations of RCs that reduce to the minimum the number of
location updates (or location update cost) and the number of paging messages
(or paging cost). These two objective functions can be formulated as Equation
1 and Equation 2 respectively.

f 1 = min

{
Tfin∑

t=Tini

Nuser∑
i=1

γt,i

}
, (1)

f 2 = min

{
Tfin∑

t=Tini

Nuser∑
i=1

ρt,i ·VFt,i

}
. (2)

In these equations, [Tini,Tfin] is the time interval during which the loca-
tion update cost and the paging cost are calculated. Nuser is the number of
mobile subscribers. γt,i is a binary variable that is equal to 1 when the mo-
bile station i moves to a new Reporting Cell in the time t, otherwise γt,i is
equal to 0. ρt,i is a binary variable that is equal to 1 when the mobile sta-
tion i has an incoming call in the time t, otherwise this variable is equal to
0. And VFt,i is the Vicinity Factor associated with the mobile station i in the
time t. This last variable will be equal to the network size (number of network
cells, Ncell) if there is no any RC in the network, otherwise this variable will
be equal to the vicinity (V) of the last updated RC (for the mobile station
i). Note that these two objective functions are conflicting (and hence, they de-
fine a multiobjective optimization problem). For example, if we would minimize
the location update cost, we should configure all the network cells as nRC (i.e.
γt,i = 0, ∀t ∈ [Tini,Tfin] , ∀i ∈ [1,Nuser]). However, this configuration maximizes
the paging cost because every callee’s mobile station must be searched in the
whole network (i.e. VFt,i = Ncell, ∀t ∈ [Tini,Tfin] , ∀i ∈ [1,Nuser]). On the other
hand, if we would minimize the paging cost, all the network cells should be
configured as RC (i.e. VFt,i = 1, ∀t ∈ [Tini,Tfin] , ∀i ∈ [1,Nuser]), but this config-
uration maximizes the location update cost (because a location update will be
performed whenever a mobile station moves to a new network cell).

3 Multiobjective Optimization

There are many engineering problems in which two or more conflicting objective
functions must be optimized simultaneously, e.g. the Reporting Cells Planning
Problem (RCPP). In this kind of problems (commonly known as Multiobjective
Optimization Problems, MOPs), the main challenge consists in finding the best
possible set of non-dominated solutions (where every non-dominated solution is
associated with a specific trade-off among objectives). If we assume a bi-objective
MOP in which the two objective functions must be minimized (as the RCPP),
a solution x1 is said to dominate the solution x2 (expressed as x1 ≺ x2) when
∀k ∈ [1, 2] , z1k = f k

(
x1
)
≤ z2k = f k

(
x2
)
∧ ∃k ∈ [1, 2] : z1k < z2k. Commonly, the

image (in the objective space Z = f (X )) of this set of non-dominated solutions
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Fig. 1. Hypervolume for a minimization problem with two objectives

is referred as Pareto Front (PF). In the literature, we can find several indicators
to estimate the quality of a set of non-dominated solutions [10]. One of the most
accepted indicators is the Hypervolume (IH). This indicator measures the area of
the objective space that is dominated by the Pareto Front and is bounded by the
reference points (see Fig. 1). In the RCPP, these reference points are calculated
by means of the two extreme configurations of RCs: when all the network cells
are RCs (or Always Update, [f max

1 , f min
2 ] ), and when all the network cells are

nRCs (or Never Update, [f min
1 , f max

2 ] ). A formal definition of this indicator is
presented in Equation 3. According to this definition and taking into account
that the main target of any multiobjective optimization algorithm is to find a
diverse set of non-dominated solutions, the set A will be better than the set
B when IH (A) > IH (B). With the aim of finding the best possible sets of
non-dominated solutions, we have adapted the Non-dominated Sorting Genetic
Algorithm II (NSGAII, a well-known metaheuristic) [9]. A detailed explanation
of our version of the NSGAII (in terms of our evolutionary operators specific to
solve the RCPP) is presented in Section 3.1.

IH(A) =

{⋃
i

areai | ai ∈ A

}
. (3)

3.1 The Non-dominated Sorting Genetic Algorithm II

The Non-dominated Sorting Genetic Algorithm II (NSGAII) is the multiobjec-
tive evolutionary algorithm proposed by K. Deb et al. in [9]. This algorithm is
a population-based metaheuristic (i.e. where every individual is an encoded so-
lution of the problem) in which the evolutionary operators of biological systems
(i.e. recombination of parents or crossover, mutation and natural selection) are
iteratively applied during NG generations with the aim of finding the best pos-
sible set of non-dominated solutions (see Fig. 2). As we can see in Fig. 2, the
first step of NSGAII consists in generating and evaluating the first population of
parents (of Npop individuals). Then, the crossover and mutation operations are
used to generate a new population of Npop individuals (offspring). And finally,
the natural selection is applied with the goal of selecting the best individuals
found so far as the parent population of the next generation.
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Fig. 2. Main tasks of the Non-dominated Sorting Genetic Algorithm II

(a) Swap-based mutation (b) Replacement-based mutation

Fig. 3. Mutation operations

Individual Representation. Every individual (i.e. an encoded solution of the
problem, xi) is a vector in which we store whether a network cell is a Reporting
Cell (xij = 1) or a non-Reporting Cell (xij = 0). On the other hand, the first
population of parents is randomly generated by means of a discrete uniform
distribution.

Crossover Operation. This operation is performed with probability PC in
order to generate a new population of Npop offspring by recombining the par-
ent population [10]. In this work, we have implemented an elitist multi-point
crossover in which the maximum number of crossover points is equal to 4.

Mutation Operations. This evolutionary operator is performed with proba-
bility PM over the offspring population. With this operation, we slightly change
the genetic information of the offspring with the aim of exploring unknown re-
gions of the objective space. In this work, we propose two mutation operations
specific to solve the RCPP. The first mutation operation consists in swapping
the value of two neighboring cells (they have to belong to different states, i.e.
RC and nRC). Fig. 3(a) shows an example of this operation. And the second
one consists in replacing the value of a network cell by the value of one of its
neighboring cells of the other state. An example of this last operation is shown
in Fig. 3(b).
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Natural Selection. The natural selection is used to select the best individ-
uals found so far as the parent population of the next generation. K. Deb et
al. define in [9] a fitness function to estimate the quality of a solution in the
multiobjective context (yi = f fitness

(
zi
)
). This fitness function has two main

procedures: the fast non-dominated sorting and the crowding distance. The fast
non-dominated sorting arranges the solutions (or individuals) in fronts by using
the non-dominance concept. And the crowding distance computes an estimation
of the density of solutions surrounding a particular point in the objective space.
This last procedure is used to discriminate among solutions of the same front.
For further information about these two procedures, please consult [9].

4 Experimental Results

This section presents a comparison with other works published in the litera-
ture [6,7,8]. This experimental study is organized in the following two sections.
Firstly, we must determine the quality of our proposal. For it, we have compared
our version of NSGAII with the metaheuristics published in [6,7,8] (see Section
4.1). Obviously, we have used the same problem formulation and the same test
networks. And then, after demonstrating the goodness of our algorithm, we an-
alyze the differences between the formulation proposed in this manuscript and
the formulation defined in [6,7,8]. This last is shown in Section 4.2.

4.1 Comparison with Other Optimization Techniques

In this section, we compare our proposal with other algorithms published in the
literature: Geometric Particle Swarm Optimization (GPSO) [6], a hybridized
Hopfield Neural Network with the Ball Dropping technique (HNN-BD) [6], Dif-
ferential Evolution (DE) [7], and Scatter Search (SS) [8]. All of these algorithms
are single-objective metaheuristics with the following objective function:

f SO
3 (β = 10) = 10 · f 4 + f 5, (4)

where

f 4 = min

{
Ncell−1∑

i=0

λi · NLU (i)

}
, (5)

f 5 = min

{
Ncell−1∑

i=0

NP (i) · ν (i)
}
. (6)

In these equations, λi is a binary variable that is equal to 1 when the network
cell i is a RC, otherwise λi is equal to 0. NLU(i) is the number of location updates
of the cell i. NP(i) is the number of incoming calls in the cell i. And ν(i) is equal
to the vicinity of the cell i when this cell is a RC, otherwise ν(i) is equal to the
maximum vicinity of all the RC reachable from this nRC. The main differences
with respect to our formulation will be explained in Section 4.2.
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Fig. 4. Pareto Fronts associated with the median Hypervolume. [f 4, f 5]

With the aim of performing a fair comparison with these works, we have
used the same formulation, the same test networks (12 test networks of differ-
ent complexity that have been generated by using realistic call and mobility
patterns [6]), the same population size (Npop = 175), and the same number of
generations (NG = 1000). The other parameters of our version of NSGAII have
been configured by means of a parametric study of 31 independent runs per
experiment. We have chosen the parameter configuration that maximizes the
Hypervolume: PC = 0.75 and PM = 0.25. Table 1 shows statistical data of
the Hypervolume (mean and standard deviation of 31 independent runs) and
the reference points for these 12 test networks. And Fig. 4(a)-Fig.4(l) present
the Pareto Fronts associated with the median Hypervolume. In this figure, we
can see that our proposal achieves good sets of non-dominated solutions, which
extend between the two extreme configurations of Reporting Cells. On the other
hand, Table 2 gathers the results of the comparison with the algorithms pub-
lished in [6,7,8]. In this table, we present: the minimum cost (Min.), the average
cost (Aver.), and the deviation percentage (Dev.(%)) from the minimum cost
[6]. It should be noted that these algorithms are single-objective metaheuristics
(i.e. they provide only one solution, the one that best optimizes Equation 4)
and that our proposal is a multiobjective evolutionary algorithm (i.e. it provides
a diverse set of non-dominated solutions). Therefore, in order to compare our
version of NSGAII with these single-objective metaheuristics, we must search in
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Table 1. Statistics of Hypervolume (IH) for our approach. [f 4, f 5]

Test Network

Ref. points TN1 TN2 TN3 TN4 TN5 TN6 TN7 TN8 TN9 TN10 TN11 TN12

LUmax 11480 11428 11867 30861 30237 29864 47854 46184 42970 54428 49336 49775

LUmin 0 0 0 0 0 0 0 0 0 0 0 0

PAmax 125184 124576 125248 256500 256788 255636 691008 680000 690112 1691300 1666400 1676400

PAmin 7824 7786 7828 7125 7133 7101 10797 10625 10783 16913 16664 16764

Statistics of IH

Aver.(%) 60.59 61.44 62.58 71.78 71.93 72.73 75.89 76.71 76.95 78.50 79.80 79.65

Dev.(%) 0.00 0.00 0.00 0.04 0.01 0.03 0.16 0.11 0.17 0.28 0.26 0.30

Table 2. Comparison with other optimization techniques: f SO
3 (10). We indicate with

”-” the information that is not available in the corresponding reference

Test Network

Algorithm TN1 TN2 TN3 TN4 TN5 TN6 TN7 TN8 TN9 TN10 TN11 TN12

Min. 98,535 97,156 95,038 173,701 182,331 174,519 308,702 287,149 264,204 385,927 357,368 370,868

NSGAII Aver. 98,535 97,156 95,038 173,701 182,331 174,605 308,859 287,149 264,396 387,416 358,777 371,349

Dev.(%) 0.00 0.00 0.00 0.00 0.00 0.13 0.05 0.00 0.09 0.20 0.16 0.15

Min. 98,535 97,156 95,038 173,701 182,331 174,519 307,695 287,149 264,204 385,927 357,714 370,868

SS[8] Aver. - - - - - - - - - - - -

Dev.(%) - - - - - - - - - - - -

Min. 98,535 97,156 95,038 173,701 182,331 174,519 308,401 287,149 264,204 386,681 358,167 371,829

DE[7] Aver. - - - - - - - - - - - -

Dev.(%) - - - - - - - - - - - -

Min. 98,535 97,156 95,038 173,701 182,331 174,519 308,929 287,149 264,204 386,351 358,167 370,868

HNN-BD[6] Aver. 98,627 97,655 95,751 174,690 182,430 176,050 311,351 287,149 264,695 387,820 359,036 374,205

Dev.(%) 0.09 0.51 0.75 0.56 0.05 0.87 0.78 0.00 0.18 0.38 0.24 0.89

Min. 98,535 97,156 95,038 173,701 182,331 174,519 308,401 287,149 264,204 385,972 359,191 370,868

GPSO[6] Aver. 98,535 97,156 95,038 174,090 182,331 175,080 310,062 287,805 264,475 387,825 359,928 373,722

Dev.(%) 0.00 0.00 0.00 0.22 0.00 0.32 0.53 0.22 0.10 0.48 0.20 0.76

our Pareto Fronts the solution that best optimizes the objective function used
in [6,7,8] (see Equation 4). Table 2 shows that our proposal achieves better and
more stable results (in average) than the algorithms published in [6], and also
better results than DE [7] in the most difficult test networks (TN10-TN12).

In summary, we could conclude that our proposal is very interesting because it
achieves a wide range of non-dominated solutions and, at the same time, equals
or outperforms the single-objective metaheuristics published in [6,7,8]. This last
is far from trivial, because these are algorithms specialized in the search of only
one solution.

4.2 Comparison between Formulations

In this section, we present a comparison between the formulation proposed in this
manuscript (Equation 1 and Equation 2) and the formulation defined in [6,7,8]
(Equation 5 and Equation 6). We provide a new formulation because Equa-
tion 5 and Equation 6 do not adjust to the Reporting Cells strategy proposed
by A. Bar-Noy and I. Kessler in [3]. Firstly, the Never Update configuration
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Fig. 5. Pareto Fronts associated with the median Hypervolume. Open dot: [f 4, f 5].
Dot: [f 1, f 2]

Table 3. Comparison between formulations

Ref. points [f 1, f 2] [f 4, f 5]

Test Network LUmax LUmin PAmax PAmin Aver.(%) Dev.(%) Aver.(%) Dev.(%)

TN13 5,719 0 37,075 1,483 72.40 0.00 65.59 0.01

TN14 8,852 0 71,015 2,029 76.38 0.01 71.69 0.03

TN15 13,401 0 135,926 2,774 79.58 0.06 75.57 0.03

TN16 20,238 0 225,225 3,575 79,88 0.03 74.64 0.10

(i.e. when all the network cells are nRCs) is not considered in Equation 6. Sec-
ondly, the authors of the works [6,7,8] did not take into account that a mobile
station only updates its location when it moves to a new RC (i.e. a RC different
to the last updated RC). And thirdly, due to the fact that the mobile network
knows the last updated RC of every mobile station, the callee’s mobile station
must be searched in the vicinity of its last updated RC. This is not reflected
in the definition of the variable ν(i) in Equation 6. With the goal of comparing
these two formulations, we have used the network simulator published in [11]
to generate other four test networks (TN13 (5x5 cells), TN14 (5x7 cells), TN15
(7x7 cells), and TN16 (7x9 cells)). We have generated these new test networks
because the test networks TN1-TN12 do not provide a mobile activity trace
per subscriber (they only provide the variables NLU(i) and NP(i)). TN13-TN16
are hosted on http://arco.unex.es/vicberpla/RC-MLM.html. Note that the
authors of this network simulator also proposed the test networks studied in Sec-
tion 4.1. The results of this comparative study are gathered in Table 3, where
we present statistical data of the Hypervolume (mean and standard deviation of
31 independent runs) and the reference points for every test network. And Fig.
5(a)-Fig. 5(d) show the Pareto Fronts associated with the median Hypervolume.
Table 3 and Fig. 5(a)-Fig. 5(d) highlight that, with a more realistic formulation,
we are able to improve considerably the results obtained by our proposal. In this
study we have used the same configuration of NSGAII as in Section 4.1, so the
improvement is only due to the new formulation.

5 Conclusion and Future Work

This paper addresses the Reporting Cells Planning Problem, a popular strategy
to manage one of the most important tasks in any Public Land Mobile Network:

http://arco.unex.es/vicberpla/RC-MLM.html
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the mobile location management. In contrast to previously published works, we
propose a multiobjective approach with the aim of avoiding the drawbacks as-
sociated with the linear aggregation of the objective functions. For it, we have
implemented our version of the Non-dominated Sorting Genetic Algorithm II
(a well-known multiobjective metaheuristic). Furthermore, we provide a novel
formulation to take into account aspects of the RCPP that have not been consid-
ered in other works. By means of an experimental study, we have shown that our
NSGAII is very competitive, because it achieves good Pareto Fronts and, at the
same time, it outperforms (in average) the results obtained with single-objective
metaheuristics. Moreover, we have illustrated the benefits of our formulation. As
a future work, it would be a good challenge to implement other multiobjective
optimization techniques (e.g. SPEA2). Furthermore, the study of other mobile
location management strategies could be an interesting research line.
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6. Alba, E., Garćıa-Nieto, J., Taheri, J., Zomaya, A.Y.: New research in nature in-
spired algorithms for mobility management in GSM networks. In: Giacobini, M.,
Brabazon, A., Cagnoni, S., Di Caro, G.A., Drechsler, R., Ekárt, A., Esparcia-
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Abstract. This work presents an evolutionary approach to modify the
voting system of the k-Nearest Neighbours (kNN). The main novelty of
this article lies on the optimization process of voting regardless of the
distance of every neighbour. The calculated real-valued vector through
the evolutionary process can be seen as the relative contribution of every
neighbour to select the label of an unclassified example. We have tested
our approach on 30 datasets of the UCI repository and results have
been compared with those obtained from other 6 variants of the kNN
predictor, resulting in a realistic improvement statistically supported.

Keywords: kNN voting, evolutionary computation, fuzzy kNN.

1 Introduction

Weighting models are common techniques in hybrid approaches [1,2] and more
specifically they are usually applied to classification problems. A proper fit of
weights in the training step can thus improve the accuracy of a model. Artificial
Neural Networks (ANNs) and Support Vector Machines (SVMs) might be the
most evident examples of using weights in learning models, although it is also
usual in the k-Nearest Neighbours rule (kNN). In any case, the main goal of
weighting systems is to optimize a set of weights in the training step to obtain
the highest accuracy and avoid overfitting in the resulting model.

If we focus on kNN weighting methods, most proposals are based on features or
instances weighting by mean of a global or local procedure. An example of global
methods can be found in [3] where authors select and remove features through a
kNN-based genetic algorithm. That system optimizes a weighting vector to scale
the feature space and also, it uses a bit vector to select features simultaneously.
In a later work, the same authors show a hybrid evolutionary algorithm based
on the Bayesian discriminant function [4]. The goal of this proposal is to isolate
characteristics belonging to large datasets of biomedical origin by selecting and
extracting features. Other heuristics can be found in the literature. Thus, in [5]
the authors present an approach that is able of both selecting and weighting
features simultaneously by using tabu search.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 296–305, 2014.
c© Springer International Publishing Switzerland 2014
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Regarding weighted decision regions, Fernández et al. propose a local weight-
ing system besides a prototype-based classifier [6]. After a data normalization
based on the position of the instances regarding the prototype (or region) which
they belong to, the weights are iteratively calculated. Alsukker et al. use differen-
tial evolution to find weights for different features of data [7]. They describe four
approaches: feature weighting, neighbour weighting, class weighting and mixed
weighting (features and classes), with the latter being the one providing the best
results. Mohemmed et al. present a nearest-centroid-based classifier [8]. The ba-
sis of this method lies in the calculation of prototypical instances by considering
the arithmetic average of the training data. When an unlabeled instance has to
be classified, the distance to every prototype is calculated and the nearest one is
selected. The optimization of the best centroids that minimize the classification
error is carried out through particle swarm.

Moreover, Paredes et al. use different similarity functions to improve the be-
haviour of nearest neighbour [9]. In a first approximation they consider a weight
by feature and instance on training data, resulting in a non-viable number of
parameters in the learning process. Thus, the authors present three types of
reduction: a weight by class and feature (label dependency), a weight by pro-
totype (prototype dependency) and a combination of the previous ones. The
optimization process is carried out by descendant gradient.

Another work based on label dependency is described in [10]. This approach
shows an evolutionary algorithm to find a weighted matrix (a weight by feature
and class) besides an optimum number (k) of neighbours. Furthermore, the re-
sults are statistically tested beyond the classical cross-validation method. There
are also references about the use of weights on unbalanced data. Liu et al. define
a new measure called Class Confidence Weight (CCW) to gauge the probability
that a feature value belong to a class [11]. The CCW estimation is performed
by mixture models for numeric features and Bayesian nets for categorical data.

We can find another point of view in the use of weights by applying fuzzy
sets theory to the kNN rule. The basis of this idea lies in the modulation of the
class membership by the neighbours and the adaptation of the predictive voting
system. This approach is called Fuzzy k Nearest Neighbour (Fuzzy kNN) and it
presents good results in many classification problems [12]. The main handicap
of this paradigm is the fuzzy membership definition, because although it can be
established by the expert or even deducted from data analysis, the assignment
of fuzzy values remains an open problem nowadays [13,14].

With all the previous in mind, we consider the use of a weighted system to
improve the kNN rule to relativize the class membership in the training phase.
Concretely, we work with the idea that the k neighbours contribute with dif-
ferent weights in the voting process of the kNN rule. Thus, we have designed
an evolutionary system, called Evolutionary Voting of Neighbours (EVoN), to
calculate the optimum vote weight of every neighbour from the training data
and the application of the subsequent k-NN. Unlike most of the approaches in
the literature our vector of weights is calculated independently of the neighbours
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distance. Furthermore, its performance has been statistically validated on UCI
datasets [15].

The remaining of this study is organized as follows. Section 2 presents the
elements of the evolutionary algorithm designed to calculate the contribution
of the k nearest neighbours. The results and a number of statistical tests are
specified in Section 3. And finally, Section 4 presents the conclusions and future
work.

2 Method

In this section our voting optimization system called Evolutionary Voting of
Neighbours (EVoN) is described. For this, in subsection 2.1 we present the pur-
pose of this work and how the weighting vector from the learning process is used.
The subsection 2.2 exposes the optimization algorithm in detail.

2.1 Purpose and Functionality

As previously described, the aim of our work is to find a set of weights to modify
the influence of every neighbour when they vote. Thus, we try to improve the
class prediction of an unlabelled instance and therefore improve the kNN rule.
Whilst there are many references of approaches that use weighting votes, as
far as we know, most of the studies focus on the distance between instances.
In this way, the nearest neighbours are “heavier” than the furthest ones and
therefore, their influence is greater. In our case, weights are calculated by an
evolutionary algorithm regardless the distance. Obtaining a real-valued vector
could transform the influence of every neighbour regarding the class to predict
in the classification step. This means that the vote of a labeled neighbour is a
real value instead of the typical absolute value of 1. Thus, the label that classifies
a new instance is the maximum of the sums of the calculated weights for the
existing labels into the k nearest neighbours.

To show the learning process, we assume that the set of classes (or labels)
is represented by the natural numbers from 1 to b, with b being the number of
labels. Thus, let D = {(e, l) | e ∈ R

f and l ∈ {1, 2, ..., b}} be the dataset under
study with f being the number of features and b the number of labels. Let label
be an application that assigns to every element e the class to which it belongs to.
Let’s suppose that D is divided in the sets TR and TS with each of them being
the training set and the testing set respectively, such that D = TR ∪ TS and
TR ∩ TS = ∅. In this manner, the instances of TS (testing set) will be used to
evaluate the fitness of EVoN and therefore, they are not been considered for the
weights calculation. As will be detailed in subsection 2.2, obtaining a vectorW =
(ω1, ω2, ..., ωk) is carried out from the instances of TR exclusively. To classify
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the instance y from TS, the k nearest instances to y are calculated from TR. If
xi is each neighbour, the assigned label to the instance y is given by:

label(y) = arg max
l∈{1..b}

k∑
i=1

ωiδ(l, label(xi)) (1)

where δ(l, label(xi)) is 1 if label(xi) = l and 0 in other case.

2.2 Voting Optimization

This subsection details the search algorithm to calculate the optimum contribu-
tion of k nearest neighbours. As mentioned above, this task is done by an evolu-
tionary algorithm and therefore, it is necessary to define its main characteristics
i.e., individual encoding, genetic operators, fitness function and generational re-
placement policy.

Individual Encoding. In our approach, an individual is a real-valued vector
symbolizing the relative contribution of every neighbour in the voting system of
the kNN rule. In the chosen design, the value at first position is associated with
the nearest neighbour, and the one at position i affects to the i-th neighbour.
In addition, a constraint is established to ensure that the closest neighbours are
more important i.e., ω1 ≥ ω2 ≥ ...ωk.

Regarding the initial population, it integrates individuals with k sorted values
between 0 and 1. To include the classic kNN, we include several vectors with
the first k values set to 1 and the remaining set to 0 in the initial population
e.g., (1.0, 0.0, ..., 0.0) for k = 1, (1.0, 1.0, ..., 0.0) for k = 2, and so on. Finally,
the maximum value of 1 for a weight may be surpassed during the evolutionary
process to highlight the importance of a concrete neighbour regarding the rest.

Crossover and Mutation. As we have mentioned in subsection 2.2 there is
a constraint in the order of the genes. On the other hand, the main goal of the
crossover operator is building a new individual (offspring) from the genotypic
characteristics of two parents (parent1 and parent2). To achieve both aims, the
crossover operator in the i-th gene is defined as follows:

offspring(i) =

{
BLX − α if i = 1

(max−min) ∗ γ +min in other case
Where:

BLX − α is the crossover operator defined in Eshelman and Schaffer [16]
γ is a random value between 0 and 1
max = offspring(i− 1)
min = minimum(parent1(i), parent2(i), offspring(i− 1))
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Regarding the mutation operator, if we consider the individual indiv, the i-th
gene can change according to the following equation:

indiv′(i) =

⎧⎨⎩
indiv(i) + indiv(i) ∗ δ if i = 1
indiv(i)− indiv(i) ∗ δ if i = k

(indiv(i− 1)− indiv(i+ 1)) ∗ γ + indiv(i+ 1) otherwise

Where δ is a random value between 0 and 1 at the beginning. Later, the
upper limit is reduced in g/G with G being the number of generations of the
evolutionary algorithm and g the current generation. This reduction is used to
improve the fit across generations. Thus, for G = 100 and g = 10, the δ upper
limit is 1 in the first ten generations. In the following ten, it is 0.9. After another
ten generations, it is 0.8 and so on.

Fitness Function. The evolutionary algorithm uses TR ⊂ D exclusively to
obtain the contributions of the neighbours in the training step. Because of we
know the labels of the instances from TR, the fitness function is based on the
cross-validation error rate by using kNN and the weighted voting system.

The Figure 1 shows the fitness calculation with m×s cross validations, where
m is the number of iterations of the validation process (line 3) and s being the
number of partitions of training data TR (line 4). Thus, the set TR is divided in
the bags B1, B2...Bs for each validation. Then, every bag Bj is evaluated through
a classification process by using TR − Bj as a training set. This evaluation is
driven by the function Evaluate which we will describe later. The classification
error on every Bj is accumulated on average by partialError (lines 7 and 9),
and by error in every validation (line 10). Finally, the fitness value is the result
of calculating the average of all validations (line 12).

The input parameters of the function Evaluate are the weighted vector W ,
the k value, and the subsets TR − Bj and Bj (line 7). Therefore, the result of
this function is the error rate on Bj taking TR − Bj as reference to calculate
the neighbours.

For every single instance from the set used to measure the fitness (line 16), the
returned label by the function NearestN is the majority one according to the
k nearest instances belonging to the set used as training data (line 17). If
the returned label does not correspond to the real label of the testing instance,
the error is increased by 1 (line 19). Then, the resulting error is normalized with
the size of the set used as testing data (line 22). Therefore, the value returned
by Evaluate is a real number between 0 (all instances are well-classified) and 1
(all instances are misclassified).

The function NearestN calculates the nearest instances to the example y
belonging to the set under evaluation (line 24 and seq.). Every example of the
neighbours bag is then inserted in a sorted set according to the distance to y.
Thus, the example at the first position will be the nearest to y and the one
at the last position will be the furthest (line 27). When we select the k nearest
neighbours from the sorted set (line 29), the majority label is returned according
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1: Fitness(W,k, TR) : error
2: error = 0
3: for i = 1 to m do
4: Divide TR in s bags: B1...Bs

5: partialError = 0
6: for j = 1 to s do
7: partialError = partialError+ Evaluate(W,k, TR−Bj , Bj)
8: end for
9: partialError = partialError/s
10: error = error + partialError
11: end for
12: error = error/m
13: return error

14: Evaluate(W,k, T rain, T est) : error
15: error = 0
16: for each instT est in Test do
17: lab = NearestN(W,k, T rain, instT est)
18: if lab �= label(insTest) then
19: error = error + 1
20: end if
21: end for
22: error = error/size(Test)
23: return error

24: NearestN(W,k, T rain, y) : labY
25: sortedInst and kNeighbours are empty sorted sets
26: for each x in Train do
27: insert x in sortedInst sorted by d(x, y)
28: end for
29: kNeighbours = sortedInst.get(k)
30: labY = majorityLabel(kneighbours,W )
31: return labY

Fig. 1. Fitness function

to the relative contribution of each neighbour expressed by the vector W and by
applying the equation 1 (lines 30 and 31).

Generational Policy. Regarding the transition between generations, we chose
an elitist designwhere the best individual is transferred from one generation to the
next but without being affected by the mutation operator. The remaining popula-
tion is built as follows: being N the number of individuals, C − 1 individuals are
created by cloning the best individual from the previous generation, and the next
N − C individuals result from the crossover operation. The selection of the indi-
viduals to cross is carried out by the tournament method. All individuals except
the first one is affected by the mutation operation with a probability of p.
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3 Results

To measure the quality of our approach, we have compared EVoN with IBk
(implementation of kNN in the framework WEKA[17]) with k=1, 3 and 5. In
addition, we have used an implementation of Fuzzy kNN that can be downloaded
from [18].

Table 1. Accuracy of every studied algorithm

EVoN IB1 IB3 IB5 FNN1 FNN3 FNN5

australian 85.6 ± 1.3 80.2 ± 2.2 83.5 ± 1.9 84.3 ± 1.2 80.2 ± 2.2 83.8 ± 1.9 84.3 ± 1.1

balance s. 89.6 ± 0.6 86.8 ± 0.9 86.9 ± 1.1 88.2 ± 0.9 78.2 ± 3.5 82.3 ± 2.4 84.6 ± 1.3

breast t. 66.5 ± 5.3 68.2 ± 5.0 63.9 ± 5.9 65.3 ± 7.6 68.5 ± 5.0 65.9 ± 5.3 68.2 ± 5.5

breast w. 96.9 ± 1.1 95.6 ± 1.0 96.6 ± 0.9 97.1 ± 1.0 95.9 ± 1.0 96.6 ± 0.9 97.3 ± 1.0

car 93.4 ± 0.5 93.1 ± 0.5 93.1 ± 0.5 93.1 ± 0.5 76.9 ± 1.5 82.2 ± 1.5 85.9 ± 1.4

cmc 46.6 ± 1.5 44.3 ± 1.3 47.0 ± 1.6 45.9 ± 1.5 43.8 ± 1.3 45.4 ± 1.8 45.8 ± 1.4

diabetes 75.1 ± 1.6 70.9 ± 2.1 74.3 ± 2.2 74.7 ± 1.5 71.0 ± 1.8 74.2 ± 2.3 74.6 ± 1.5

ecoli 87.1 ± 2.1 80.2 ± 2.8 84.8 ± 2.1 86.4 ± 1.9 80.2 ± 2.8 84.8 ± 2.0 87.0 ± 1.9

glass 69.1 ± 2.8 70.0 ± 3.3 68.6 ± 3.4 66.1 ± 4.6 70.0 ± 3.4 68.9 ± 2.9 68.3 ± 3.5

haberman 70.9 ± 1.9 67.0 ± 2.5 71.5 ± 2.7 71.0 ± 1.7 66.2 ± 2.3 71.4 ± 2.3 70.5 ± 1.8

heart s. 80.6 ± 2.5 75.2 ± 3.1 78.5 ± 3.3 78.3 ± 3.1 75.4 ± 3.2 78.5 ± 3.3 78.4 ± 3.0

hill v. 49.0 ± 1.4 50.3 ± 1.5 51.1 ± 2.4 51.3 ± 2.5 50.2 ± 1.4 50.9 ± 2.2 51.4 ± 2.6

ionosphere 86.0 ± 2.4 86.8 ± 2.4 86.1 ± 1.7 85.6 ± 1.5 86.8 ± 2.4 86.1 ± 1.7 85.6 ± 1.5

liver d. 63.2 ± 5.2 59.3 ± 3.9 61.8 ± 3.8 58.3 ± 3.7 59.7 ± 4.0 62.1 ± 4.0 58.7 ± 3.9

lymphoma 83.3 ± 2.7 81.7 ± 3.0 78.7 ± 4.1 78.5 ± 4.3 82.1 ± 3.3 80.4 ± 4.0 79.4 ± 3.6

mammogr. 82.4 ± 1.6 76.8 ± 1.8 80.9 ± 1.8 82.2 ± 1.5 76.1 ± 2.0 80.6 ± 1.9 81.4 ± 1.4

mfeat m. 73.2 ± 1.3 65.8 ± 1.4 69.6 ± 1.3 71.0 ± 1.1 66.0 ± 1.6 69.7 ± 1.2 71.6 ± 1

ozone 94.1 ± 0.2 92.2 ± 0.9 93.9 ± 0.3 94.0 ± 0.3 92.2 ± 0.9 93.9 ± 0.3 94.0 ± 0.3

pendigits 99.3 ± 0.1 99.3 ± 0.1 99.3 ± 0.0 99.2 ± 0.0 99.3 ± 0.1 99.4 ± 0.0 99.2 ± 0.0

postoper. 72.6 ± 3.7 62.8 ± 3.0 69.2 ± 4.3 72.4 ± 3.8 56.5 ± 6.9 63.0 ± 5.6 64.9 ± 5.0

sonar 84.3 ± 3.6 84.8 ± 3.4 83.0 ± 4.9 82.5 ± 3.6 85.2 ± 3.2 82.3 ± 5.0 82.8 ± 3.7

sponge 88.7 ± 1.7 92.3 ± 3.0 88.7 ± 1.7 88.7 ± 1.7 91.7 ± 3.6 90.2 ± 2.2 88.7 ± 1.7

tae 63.3 ± 4.8 60.9 ± 6.1 50.3 ± 7.7 53.6 ± 5.8 62.4 ± 5.5 57.1 ± 5.2 54.4 ± 5.3

transfusion 78.3 ± 1.3 69.4 ± 2.0 73.8 ± 1.5 75.9 ± 1.6 68.9 ± 1.6 73.0 ± 1.3 75.6 ± 1.7

vehicle 71.3 ± 1.6 70.0 ± 1.4 70.5 ± 1.5 70.9 ± 1.5 69.8 ± 1.5 71.2 ± 1.7 72.3 ± 1.4

vote 93.1 ± 1.6 93.0 ± 1.5 93.9 ± 1.8 94.0 ± 2.3 93.1 ± 1.2 93.1 ± 1.7 94.0 ± 2.3

vowel 99.0 ± 0.3 99.0 ± 0.3 96.4 ± 1.4 92.7 ± 1.3 99.0 ± 0.3 96.4 ± 1.4 93.2 ± 1.3

wine 96.6 ± 1.6 94.5 ± 1.8 95.6 ± 2.2 95.4 ± 2.3 94.4 ± 1.8 95.7 ± 2.2 95.3 ± 2.3

yeast 60.4 ± 1.1 52.9 ± 1.4 55.2 ± 1.1 57.5 ± 1.3 53.0 ± 1.4 55.9 ± 1.3 57.6 ± 1.1

zoo 94.6 ± 2.2 95.3 ± 2.8 92.7 ± 2.7 94.6 ± 2.1 96.2 ± 2.1 92.7 ± 2.7 94.6 ± 2.1

79.8 ± 2.0 77.3 ± 2.2 78.0 ± 2.4 78.3 ± 2.3 76.3 ± 2.4 77.6 ± 2.4 78.0 ± 2.2
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In the experiments we have chosen 30 datasets from the repository UCI[15]
with different types of features and classes. Furthermore, all data had the same
preprocessing profile i.e., binarization of nominal features, normalization and re-
placement of missing values by the average. Regarding the evolutionary search
configuration we have used a population of 100 individuals, 100 generations,
10% of elitism and a mutation probability of 0.1. In relation to the parameters
α (crossover) and g (mutation) their values were 0.5 and 20 respectively. With
previous parameters and using four Intel Xeon Processors E7-4820, the com-
putation time for one execution of the evolutionary algorithm with the biggest
data file (ozone dataset) with 2534 instances and 73 features was 40 minutes
aproximately.

Table 1 shows the results of the analyzed algorithms for each dataset and the
global averaged accuracy reached. Every dataset was evaluated with 10CV using
5 different seeds (50 executions in total). We can verify that the performance of
our algorithm was the best in 16 out of the 30 datasets, and the second best in 4
out of the remaining 14. Although our approach seems to outperform the rest of
competitors, the results have to be statistically validated to reinforce that con-
clusion. Thus, we have carried out a non-parametric Friedman test and a Holm
post-hoc procedure to find out if the performances of the different algorithms are
statistically different. The reason for using non-parametric tests lies in the high
vulnerability of the necessary conditions to apply parametric tests, specially for
the sphericity condition [19,20].

After applying the Friedman’ test we obtain the first position in the resulting
ranking of algorithms. This fact is consistent with the averaged results obtained
by each algorithm. After the calculation of the Friedman statistic, a p − value
of 2.679E − 4 was reached. Therefore, the null hypothesis (no statistical differ-
ence among the different algorithms) can be refused with α = 0.05. Notice that
Friedman’ test is not capable of stand out the best method. Thus, the Holm
post-hoc procedure allows to compare a control algorithm (in this case EVoN,
the best approach candidate) with the remaining. In this case all hypothesis of
equivalent performance were also rejected, so we can say that our algorithm is
significantly better than its competitors from a statistical point of view.

4 Conclusions

This work presents an method able of calculating the optimum contribution of
the k nearest neighbours. Unlike the classical approach that assigns an unitary
vote to each neighbour, our algorithm consider a real value (a weight). The main
novelty is that, to the best of our knowledge, there are not previous works that
consider a distance-independent kNN voting system. Thus, we use evolutionary
computation to search a weighted-vector representing the contribution of every
instance from the training data. This process is carried out through the genetic
operators and without the intervention of the distance function. Our voting
approach was tested on 30 datasets from the UCI repository against another 6
kNN-based algorithms, with the results showing a realistic improvement that was
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statistically supported. In future work, we will focus in the improvement of the
fitness function of the evolutionary algorithm to avoid the full dependence with
the classification error rate. The main goal of this idea is to achieve a smoothing
effect of the learning curve, and therefore accomplish a more accurate searching
task of solutions.
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Abstract. This research deals with the hybridization of the two softcomputing 
fields, which are chaos theory and evolutionary computation. This paper aims 
on the investigations on the multi-chaos-driven evolutionary algorithm Diffe-
rential Evolution (DE) concept. This paper is aimed at the embedding and alter-
nating of set of two discrete dissipative chaotic systems in the form of chaos 
pseudo random number generators for the DE. In this paper the novel initial 
concept of DE/rand/1/bin strategy driven alternately by two chaotic maps (sys-
tems) is introduced. From the previous research, it follows that very promising 
results were obtained through the utilization of different chaotic maps, which 
have unique properties with connection to DE. The idea is then to connect these 
two different influences to the performance of DE into the one multi-chaotic 
concept. Repeated simulations were performed on the selected set of shifted 
benchmark functions in higher dimensions. Finally, the obtained results are 
compared with canonical DE. 

Keywords: Differential Evolution, Deterministic chaos, Dissipative systems, 
Optimization. 

1 Introduction 

These days the methods based on soft computing such as neural networks, evolutio-
nary algorithms (EA’s), fuzzy logic, and genetic programming are known as powerful 
tool for almost any difficult and complex optimization problem. Differential Evolu-
tion (DE) [1] is one of the most potent heuristics available. 

This research deals with the hybridization of the two softcomputing fields, which 
are chaos theory and evolutionary computation. This paper is aimed at investigating 
the novel concept of multi-chaos driven DE. Although a number of DE variants have 
been recently developed, the focus of this paper is the embedding of chaotic systems 
in the form of Chaos Pseudo Random Number Generator (CPRNG) for the DE. 
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Firstly, the motivation for this research is proposed. The next sections are focused 
on the description of evolutionary algorithm DE, the concept of chaos driven DE and 
the used test function. Results and conclusion follow afterwards. 

2 Motivation 

This research is an extension and continuation of the previous successful initial expe-
riment with chaos driven DE (ChaosDE) [2], [3] with test functions in higher dimen-
sions. 

In this paper the novel initial concept of DE/rand/1/bin strategy driven alternately 
by two chaotic maps (systems) is introduced. From the previous research it follows, 
that very promising results were obtained through the utilization of Delayed Logistic, 
Lozi, Burgers and Tinkerbelt maps. The last two mentioned chaotic maps have unique 
properties with connection to DE: strong progress towards global extreme, but weak 
overall statistical results, like average cost function (CF) value and std. dev., and ten-
dency to premature stagnation. While through the utilization of the Lozi and Delayed 
Logistic map the continuously stable and very satisfactory performance of ChaosDE 
was achieved. The idea is then to connect these two different influences to the per-
formance of DE into the one multi-chaotic concept. 

A chaotic approach generally uses the chaotic map in the place of a pseudo random 
number generator [4]. This causes the heuristic to map unique regions, since the chao-
tic map iterates to new regions. The task is then to select a very good chaotic map as 
the pseudo random number generator. 

The focus of our research is the embedding of chaotic systems in the form of 
CPRNG for evolutionary algorithms. The initial concept of embedding chaotic dy-
namics into the evolutionary algorithms is given in [5]. Later, the initial study [6] was 
focused on the simple embedding of chaotic systems in the form of chaos pseudo 
random number generator (CPRNG) for DE and Self Organizing Migration Algo-
rithm (SOMA) [7] in the task of optimal PID tuning. Also the PSO (Particle Swarm 
Optimization) algorithm with elements of chaos was introduced as CPSO [8]. The 
concept of ChaosDE proved itself to be a powerful heuristic also in combinatorial 
problems domain [9]. At the same time the chaos embedded PSO with inertia weigh 
strategy was closely investigated [10], followed by the introduction of a PSO strategy 
driven alternately by two chaotic systems [11]. 

The primary aim of this work is to use and test the implementation of natural chao-
tic dynamics into evolutionary algorithm as a multi-chaotic pseudo random number 
generator. 

3 Differential Evolution 

DE is a population-based optimization method that works on real-number-coded indi-
viduals [1]. For each individual Gix ,


 in the current generation G, DE generates a  

new trial individual Gix ,′


 by adding the weighted difference between two randomly 
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selected individuals Grx ,1


 and Grx ,2


 to a randomly selected third individual Grx ,3


. The 

resulting individual Gix ,′


 is crossed-over with the original individual Gix ,


. The fitness 

of the resulting individual, referred to as a perturbed vector 1, +Giu


, is then compared 

with the fitness of Gix ,


. If the fitness of 1, +Giu


 is greater than the fitness of Gix ,


, then 

Gix ,


 is replaced with 1, +Giu


; otherwise, Gix ,


 remains in the population as 1, +Gix


. DE is 

quite robust, fast, and effective, with global optimization ability. It does not require 
the objective function to be differentiable, and it works well even with noisy and 
time-dependent objective functions. Please refer to [1], [12] for the detailed descrip-
tion of the used DERand1Bin strategy (1) (both for ChaosDE and Canonical DE) as 
well as for the complete description of all other strategies. 

 ( )GrGrGrGi xxFxu ,3,2,11, −⋅+=+  (1) 

4 The Concept of ChaosDE 

The general idea of ChaosDE and CPRNG is to replace the default pseudorandom 
number generator (PRNG) with the discrete chaotic map. As the discrete chaotic map 
is a set of equations with a static start position, we created a random start position of 
the map, in order to have different start position for different experiments (runs of 
EA’s). This random position is initialized with the default PRNG, as a one-off rando-
mizer. Once the start position of the chaotic map has been obtained, the map gene-
rates the next sequence using its current position. 

The first possible way is to generate and store a long data sequence (approx. 50-
500 thousands numbers) during the evolutionary process initialization and keep  
the pointer to the actual used value in the memory. In case of the using up of the 
whole sequence, the new one will be generated with the last known value as the new 
initial one. 

The second approach is that the chaotic map is not re-initialized during the experi-
ment and any long data series is not stored, thus it is imperative to keep the current 
state of the map in memory to obtain the new output values. 

As two different types of numbers are required in ChaosDE; real and integers, the 
use of modulo operators is used to obtain values between the specified ranges, as 
given in the following equations (2) and (3): 

 rndreal = mod (abs (rndChaos) , 1.0) (2) 

 rndint = mod (abs (rndChaos) , 1.0) × Range + 1 (3) 

Where abs refers to the absolute portion of the chaotic map generated number rnd-
Chaos, and mod is the modulo operator. Range specifies the value (inclusive) till 
where the number is to be scaled. 
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5 Chaotic Maps 

This section contains the description of discrete dissipative chaotic maps used as the 
chaotic pseudo random generators for DE. In this research, direct output iterations of 
the chaotic maps were used for the generation of real numbers in the process of cros-
sover based on the user defined CR value and for the generation of the integer values 
used for selection of individuals. Following chaotic maps were used: Burgers (4), and 
Lozi map (5). 

The Burgers mapping is a discretization of a pair of coupled differential equations 
which were used by Burgers [13] to illustrate the relevance of the concept of bifurca-
tion to the study of hydrodynamics flows. The map equations are given in (4) with 
control parameters a = 0.75 and b = 1.75 as suggested in [14]. 
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The Lozi map is a discrete two-dimensional chaotic map. The map equations are 
given in (5). The parameters used in this work are: a = 1.7 and b = 0.5 as suggested in 
[14]. For these values, the system exhibits typical chaotic behavior and with this pa-
rameter setting it is used in the most research papers and other literature sources. 
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5.1 Graphical Example – Lozi Map and Burgers Map 

The illustrative histograms of the distribution of real numbers transferred into the 
range <0 - 1> generated by means of studied chaotic maps are in Figures 1 and 2. 
 

 

Fig. 1. Histogram of the distribution of real numbers transferred into the range <0 - 1> generat-
ed by means of the chaotic Lozi map – 5000 samples 
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Fig. 2. Histogram of the distribution of real numbers transferred into the range <0 - 1> generat-
ed by means of the chaotic Burgers map – 5000 samples 

6 Benchmark Functions 

For the purpose of evolutionary algorithms performance comparison within this initial 
research, the shifted 1st De Jong’s function (6), shifted Ackley’s original function in 
the form (7) and shifted Rastrigin`s function (8) were utilized. 
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Function minimum: Position for En: (x1, x2…xn) = s; Value for En: y = 0 
Function interval: <-30, 30>. 
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Where si is a random number from the 50% range of function interval; s vector is 
randomly generated before each run of the optimization process. 
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7 Results 

The novelty of this approach represents the utilization of discrete chaotic maps as the 
multi-chaotic pseudo random number generator for the DE. In this paper, the canoni-
cal DE strategy DERand1Bin and the Multi-Chaos DERand1Bin strategy driven al-
ternately by two different chaotic maps (ChaosDE) were used.  

The previous research [2], [3] showed that through utilization of Burgers and Tin-
kerbelt map the unique properties with connection to DE were achieved: strong 
progress towards global extreme, but weak overall statistical results, like average 
(benchmark function) Cost Function (CF) value and std. dev. Whereas through the 
utilization of the Lozi and Delayed Logistic map the continuously stable and very 
satisfactory performance of ChaosDE was achieved. The idea is then to connect these 
two different influences to the performance of DE into the one novel multi-chaotic 
concept. The moment of manual switching over between two chaotic maps as well as 
the parameter settings for both canonical DE and ChaosDE were obtained analytically 
based on numerous experiments and simulations (see Table 1) 

Table 1. Parameter set up for canonical DE and ChaosDE 

DE Parameter Value 

Popsize 75 

F 0.8 

Cr 0.8 

Dimensions 30 

Generations 100•D = 3000D = 3000 

Max Cost Function Evaluations (CFE) 225000 

 
Experiments were performed in the combined environments of Wolfram Mathema-

tica and C language, canonical DE therefore used the built-in C language pseudo 
random number generator Mersenne Twister C representing traditional pseudorandom 
number generators in comparisons. All experiments used different initialization,  
i.e. different initial population was generated in each run of Canonical or Chaos  
driven DE. 

Within this initial research, one type of experiment was performed. It utilizes the 
maximum number of generations fixed at 3000 generations. This allowed the possibil-
ity to analyze the progress of DE within a limited number of generations and cost 
function evaluations.  

The statistical results of the experiments are shown in Tables 2, 4, 6, which 
represent the simple statistics for cost function values, e.g. average, median, maxi-
mum values, standard deviations and minimum values representing the best individual 
solution for all 50 repeated runs of canonical DE and several versions of ChaosDE 
and Multi-ChaosDE. 
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Tables 3, 5 and 7 compare the progress of several versions of ChaosDE, Multi-
ChaosDE and Canonical DE. These tables contain the average CF values for the gen-
eration No. 750, 1500, 2250 and 3000 from all 50 runs. The bold values within the all 
Tables 2 - 7 depict the best obtained result. The graphical comparison of the time 
evolution of average CF values for all 50 runs of ChaosDE/Multi-ChaosDE and ca-
nonical DERand1Bin strategy is depicted in Fig. 3 - 5. Following versions of Multi-
ChaosDE were studied: 

• Burgers-Lozi-Switch-500: Start with Burgers map CPRNG, switch to the Lozi map 
CPRNG after 500 generations. 

• Lozi-Burgers-Switch-1500: Start with Lozi map CPRNG, switch to the Burgers 
map CPRNG after 1500 generations. 

Table 2. Simple results statistics for the shifted 1st De Jong’s function – 30D 

DE Version Avg CF Median CF Max CF Min CF StdDev 

Canonical DE 5.929778 5.435726 11.69084 2.53501 2.432546 

Lozi-No-Switch 3.73E-05 2.27E-05 0.000222 1.54E-06 4.17E-05 

Burger-No-Switch 1.02E-14 2.88E-15 5.73E-14 5.98E-17 1.49E-14 

Burger-Lozi-Switch-500 1.78E-06 4.2E-07 2.95E-05 1.59E-08 4.61E-06 

Lozi-Burger-Switch-1500 8.34E-10 2.75E-10 1.2E-08 2.81E-11 1.76E-09 

 

Table 3. Comparison of progress towards the minimum for the shifted 1st De Jong’s function 

DE Version 

Generation No.

750 

Generation No.

1500 

Generation No.

2250 

Generation No. 

3000 

Canonical DE 482.4017 114.3075 26.34619 5.929778 

Lozi-No-Switch 90.40304 0.74516 0.004854 3.73E-05 

Burger-No-Switch 0.531726 1.33E-05 4.32E-10 1.02E-14 

Burger-Lozi-Switch-500 2.764289 0.022319 0.000201 1.78E-06 

Lozi-Burger-Switch-1500 87.49406 0.709014 3.15E-05 8.34E-10 

 

Table 4. Simple results statistics for the shifted Ackley’s original function – 30D 

DE Version Avg CF Median CF Max CF Min CF StdDev 

Canonical DE 3.791676 3.841045 4.518592 2.95934 0.341008 

Lozi-No-Switch 0.005533 0.00452 0.014929 0.00154 0.003334 

Burger-No-Switch 0.067287 6.34E-08 1.501747 5.47E-09 0.27714 

Burger-Lozi-Switch-500 8.04E-04 7.24E-04 0.002667 1.85 E-04 4.84E-04 

Lozi-Burger-Switch-1500 1.77E-05 1.03E-05 7.6E-05 1.95E-06 1.46E-05 
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Table 5. Comparison of progress towards the min. for the shifted Ackley’s original function 

DE Version 

Generation No.

750 

Generation No.

1500 

Generation No.

2250 

Generation No. 

3000 

Canonical DE 13.16276 8.511778 5.506989 3.791676 

Lozi-No-Switch 8.199525 1.79389 0.081797 0.005533 

Burger-No-Switch 1.548046 0.071167 0.067307 0.067287 

Burger-Lozi-Switch-500 2.797948 0.168713 0.009855 8.04E-04 

Lozi-Burger-Switch-1500 7.852258 1.621723 0.003654 1.77E-05 

 

Table 6. Simple results statistics for the shifted Rastrigin`s function – 30D 

DE Version Avg CF Median CF Max CF Min CF StdDev 

Canonical DE 270.9612 273.2324 305.4176 234.2218 15.99992 

Lozi-No-Switch 50.68194 45.70853 110.4599 21.52906 21.71585 

Burger-No-Switch 44.36785 43.06218 80.76961 16.9143 15.17985 

Burger-Lozi-Switch-500 38.67436 36.68143 82.46749 16.18175 11.82373 

Lozi-Burger-Switch-1500 42.94927 43.09553 72.74598 20.8219 13.53718 

 

Table 7. Comparison of progress towards the minimum for the shifted Rastrigin`s function 

DE Version 

Generation No.

750 

Generation No.

1500 

Generation No.

2250 

Generation No. 

3000 

Canonical DE 790.1378 404.8734 308.3072 270.9612 

Lozi-No-Switch 370.954 177.9286 93.68944 50.68194 

Burger-No-Switch 189.6604 55.04461 44.56468 44.36785 

Burger-Lozi-Switch-500 221.8914 116.8081 60.55444 38.67436 

Lozi-Burger-Switch-1500 365.1778 171.6624 57.50722 42.94927 

 
Obtained numerical results given in Tables 2 - 7 and graphical comparisons in Fig-

ures 3 - 5 support the claim that all Multi-Chaos/ChaosDE versions have given better 
overall results in comparison with the canonical DE version. Although the shifted 
benchmark functions were utilized, from the presented data for the unimodal 1st De 
Jong’s function it follows, that Multi-Chaos DE versions driven by Lozi/Burgers Map 
have given very satisfactory results, nevertheless the single-chaos concept of original 
ChaosDE has given the best overall results. High sensitivity of the differential evolu-
tion on the selection, settings and internal dynamics of the chaotic PRNG is fully 
manifested in the case of multi-modal functions. The influence of different internal 
chaotic dynamics and the exact moment of switching over of two different CPRNGs 
are clearly visible from Fig. 4 and Fig. 5. Multi-ChaosDE concept has reached the 
best results from all 50 runs. 
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Fig. 3. Comparison of the time evolution of avg. CF values for the all 50 runs of Canonical DE, 
ChaosDE and Multi-ChaosDE. shifted 1st De Jong’s function, D = 30. 

 

 

Fig. 4. Comparison of the time evolution of avg. CF values for the all 50 runs of Canonical DE, 
ChaosDE and Multi-ChaosDE. shifted Ackley’s original function, D = 30. 
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Fig. 5. Comparison of the time evolution of avg. CF values for the all 50 runs of Canonical DE, 
ChaosDE and Multi-ChaosDE. shifted Rastrigin`s function, D = 30. 

For the Burgers-Lozi-Switch-500 version the progressive Burgers map CPRNG se-
cured the faster approaching towards the global extreme from the very beginning of 
evolutionary process. The very fast switch over to the Lozi map based CPRNG helped 
to avoid the Burgers map based CPRNG weak spots, which are the weak overall sta-
tistical results, like average CF value and std. dev.; and tendency to stagnation. The 
initial faster convergence (starting of evolutionary process) and subsequent conti-
nuously stable searching process without premature stagnation issues is visible from 
Figures 3 - 5 (magenta lines).  

Through the utilization of Lozi-Burgers-Switch-1500 version, the strong progress 
towards global extreme given by Burgers map CPRNG helped to the evolutionary 
process driven from the start by mans of Lozi map CPRNG to achieve almost the best 
avg. CF and median CF values. The moment of switch (at 1500 generations) is clearly 
visible from Figures 3 - 5 (black lines). 

8 Conclusion 

In this paper, the novel concept of multi-chaos driven DERand1Bin strategy was 
tested and compared with the canonical DERand1Bin strategy on the selected bench-
mark function in higher dimension. Based on obtained results, it may be claimed, that 
the developed Multi-ChaosDE gives considerably better results than other compared 
heuristics in cases of complex multimodal benchmark functions. 

This research represents the example of hybridizing of two discrete chaotic sys-
tems as a multi-chaotic pseudo-random number generator with evolutionary algo-
rithms. Presented data shows the high sensitivity of DE to the selection and internal 
dynamics of used CPRNG. 
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Since this was a preliminary study of the novel presented concept, only small set of 
shifted benchmark functions in higher dimensions was utilized to test the influence of 
alternating several CPRNGs to the performance of original previous ChaosDE con-
cept. Nevertheless the original concept of ChaosDE itself was tested on huge set of 
both simple and complex benchmark functions based mostly on the IEEE CEC 2005 
benchmark set and with nine different discrete dissipative chaotic systems. Thus 
based on the deeper analysis of results from the previous research the composition of 
the presented experiment was prepared. 

Future plans include testing of combination of different chaotic systems as well as 
the adaptive switching and obtaining a large number of results to perform statistical 
tests. 

Furthermore chaotic systems have additional parameters, which can by tuned. This 
issue opens up the possibility of examining the impact of these parameters to genera-
tion of random numbers, and thus influence on the results obtained using differential 
evolution. 
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Abstract. Recent studies propose that some dynamical systems, such
as climate, ecological and financial systems, among others, present criti-
cal transition points named to as tipping points (TP). Climate TPs can
severely affect millions of lives on Earth so that an active scientific com-
munity is working on finding early warning signals. This paper deals with
the segmentation of a paleoclimate time series to find segments sharing
common patterns with the purpose of finding one or more kinds of seg-
ments corresponding to TPs. Due to the limitations of classical statistical
methods, we propose the use of a genetic algorithm to automatically seg-
ment the series together with a method to perform time series segmen-
tation comparisons. Without a priori information, the method clusters
together most of the TPs and avoids false positives, which is a promising
result given the challenging nature of the problem.

Keywords: Time series segmentation, genetic algorithms, clustering,
paleoclimate data, tipping points, abrupt climate change.

1 Introduction

In contrast to the famous statement of Linnaeus (1751) “natura non facit saltus”
(or nature makes no leaps), it has been proven that some points of no return,
thresholds and phase changes are widespread in nature and these are often non
linear [1]. Such events can be rarely anticipated and some of them can have detri-
mental consequences on Earth’s climate and large-scale impacts on human and
ecological systems. Therefore, this increases the imperious necessity of study-
ing, analysing and developing techniques for characterizing them in order to
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construct reliable early warning systems. Although the human being have influ-
enced their local environment for millennia, e.g. reducing biodiversity, it is now,
since the industrial revolution, that truly global changes are been noticed [2].
Examples that are currently receiving attention include the potential collapse of
the Atlantic thermohaline circulation, the dieback of the Amazon rainforest or
the decay of the Greenland ice sheet [1]. Formally, a climate “tipping point” (also
known as “little things can make a big difference”) occurs when a small change
in forcing triggers a strongly nonlinear response in the internal dynamics of part
of the climate system, qualitatively changing its future state.

The critical relevance of early TPs detection has produced a growing attention
of the scientific community. Lenton differences between several types of TPs, and
presents some indicators that can help to detect them, such as the increase of
autocorrelation of the series values [3]. In [4], more concrete techniques regard-
ing data processing and indicators are presented. They study a bank of methods
using only simulated ecological data concluding, in concordance with the liter-
ature, that there is no unique best indicator for identifying an upcoming tran-
sition. They also conclude that all the methods require specific data-treatment.
Up to our knowledge, all previous works tackle the TPs detection with statistical
methods trying to select (by trial and error) the method more suitable to detect
those transitions. They require an intensive data preprocessing that include, for
instance, the use of Gaussian filters or rolling windows that introduces extra pa-
rameters (such as the width of the Gaussian function or size of the window) that
need to be optimised [3,4]. The main limitation behind these methods is that
different TPs and different statistical descriptors require different and specific
treatments.

This paper deals with climate time series segmentation. We introduce a seg-
mentation method as a first step to better understand the time series. This
segmentation provides a more compact representation of the time series through
splitting it into segments with similar behaviour [5]. A segmentation analysis
avoids the necessity of specifying predefined sliding windows for the different
TPs, which is one of the main difficulties of previous TP detection methods [4].
Moreover, the segmentation algorithm is able to detect differences between the
TPs. We address the segmentation problem as a heuristic search problem with
the proposal of a Genetic Algorithm (GA) to overcome the limitations of tradi-
tional statistical methods. The GA segments the data trying to obtain diverse
clusters of segments based on six statistical properties. Measuring the quality of
a segmentation can be only achieved by expert evaluation of the solutions given
by the algorithm. An important contribution of this paper is a quantitative
method to perform comparisons with respect to an expected ideal segmentation
of the series to assess the robustness and stability of the method. This method
allows evaluating a segmentation algorithm with a minimal effort by the expert,
who has only to provide the ideal segmentation. We test the proposal with data
collected within the North Greenland Ice Core Project δ18O ice core data [6,15]
which includes climate records from -60,000 years to the present.
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The rest of the paper is organised as follows. Section 2 presents the segmenta-
tion algorithm, while Section 3 presents a proposal for segmentation comparison
and discusses the experimental results. The last section depicts the conclusions.

2 Segmentation Algorithm

Given a time series Y = {yn}Nn=1, our objective is to divide the values of yn
into m consecutive subsets or segments. These segments should present a ho-
mogeneous behaviour regarding the values of yn. This is done by partition-
ing the time indexes (n = 1, . . . , N) into segments: s1 = {y1, . . . , yt1}, s2 =
{yt1 , . . . , yt2}, . . . , sm = {ytm−1 , . . . , yN}, where t’s are the cut points and are
subscripted in ascending order (t1 < t2 < tm−1). The cut points belong to two
segments (the one before and the one after, which allows to analyse consistently
the transition from one segment to the next). The integer m and the cut points
ti, i = 1, . . . ,m − 1, are the parameters to be determined by the algorithm. As
done in [7], we extend this setting by trying to group the segments into k different
classes or clusters (k < m), where k is a parameter defined by the user. In this
way, each sl segment will be associated to a class label: (s1, z1), . . . ,(sm, zm),
where zl, l = 1, . . . ,m, is the class label of the l-th segment and takes values in
a set of k different labels, zl ∈ {C1, . . . , Ck}.

2.1 Summary of the Algorithm

The Genetic Algorithm considered in this paper can be included in the area of
time series segmentation [5,8,9,10]. Each possible segmentation is represented
as an array of binary values (chromosome representation), where a value of 1
represents a cut point. The evolution starts from a population of randomly gen-
erated segmentations. Mutation and crossover operators are applied to explore
and exploit the search space. This procedure is repeated g generations. To eval-
uate a solution (or segmentation), we select a set of statistics to be calculated
for each segment. Then, similar segments are grouped using a clustering process.
The different characteristics of the GA are defined in the following subsections.

2.2 Chromosome Representation

As stated before, each individual chromosome consists of an array of binary
values, where the length of the chromosome is the time series length, N . Each
position ci stores whether the time index ti of the time series represents a cut
point for the evaluated solution1. In this sense, for a given segment si delimited
by the cut points ti−1 and ti (ti−1 < ti), the corresponding chromosome values
will be ci−1 = 1, ci = 1 and cl = 0, ∀l|ti−1 < l < ti.

1 Note that the first and last points of the chromosome are considered as cut points.
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2.3 Initial Population

The population of the GA is a set of binary vectors of length N . In order to
initialise the population, an average segment length has to be specified by the
user (sl). Taking into account that the cut points belong to two segments, the
number of cut points will be m = � N

sl−1
�, so the chromosomes are binary arrays

where m random positions are 1s and the rest are 0s.

2.4 Fitness Evaluation

Evaluation of the quality of a segmentation consists of three different steps:
extracting the characteristics of the segments, applying a clustering process and
measuring the quality of this clustering.

Extracting Segment Characteristics. Given that the segments in a chro-
mosome can have different length, an approach is designed to project all the
segments into the same dimensional space. Six statistical metrics are considered
and measured for all chromosome segments. Then, the similarities between seg-
ments can be calculated in the 6-dimensional space. Consider ss as a segment
fulfilling the previously stated conditions (i.e., ss is a segment delimited by the
cut points ts−1 and ts, where the segment length is ts− ts−1 +1). The mapping
is done by the function f : R(ts−ts−1+1) → R6, in the following way:

f(ss) =
(
S2
s , γ1s, γ2s, as,MSEs, ACs

)
(1)

where the different characteristics are defined as:

1. Variance (S2
s ): It measures the variability of the segment:

S2
s = 1

ts−ts−1+1

∑ts
i=ts−1

(yi − ys)
2
, (2)

where yi are the time series values of the segment, and ys is the average
value of the segment.

2. Skewness (γ1s): It represents the (vertical) asymmetry of the distribution of
the series values in the segment with respect to the arithmetic mean:

γ1s =
1

ts−ts−1+1

∑ts
i=ts−1

(yi−ys)
3

S3
s

, (3)

where Ss is the standard deviation of the s-th segment.
3. Kurtosis (γ2s): This statistic is related to the degree of concentration that

the values present around the mean of the distribution:

γ2s =
1

ts−ts−1+1

∑ts
i=ts−1

(yi−ys)
4

S4
s

− 3. (4)

4. Slope of a linear regression over the points of the segment (as): A linear
model is constructed for every segment trying to achieve the best linear
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approximation of the points of the time series in the evaluated segment. The
slope is a measure of the general tendency of the segment:

as =
Syt
s

(St
s)

2 , (5)

where, for the s-th segment, Syt
s is the covariance between the time indexes,

t, and the time series values, y; and St
s is the standard deviation of the time

values. Covariance Syt
s is defined by:

Syt
s = 1

ts−ts−1+1

∑ts
i=ts−1

(i− ts) · (yi − ys). (6)

5. Mean Squared Error (MSEs): Considering the same linear model than the
one used for the slope, we measure the error (MSEs) of this linear fitting:

MSEs = S2
s · (1− r2s), where r2s =

Syt
s

S2
s ·(St

s)
2 . (7)

6. Autocorrelation coefficient (ACs): This a measure of the correlation between
the current values of the time series and the previous ones:

ACs =

∑ts
i=ts−1

(yi−ys)·(yi+1−ys)

S2
s

. (8)

Clustering Process: k-means. A clustering process is applied to group simi-
lar segments (taking into account the six selected statistical measures). For sim-
plicity, the algorithm chosen for the clustering step is the well-known k-means.
Before the clustering algorithm, note that a normalisation of the values of the
segment metrics is conducted, as the distance from each segment to its centroid
strongly depends on the range of values of each metric (e.g. variance can have a
much broader range of variation than skewness).

In the classic k-means, the initial centroids are randomly chosen from the set
of patterns. Instead, we have developed a deterministic process to select these
centroids which ensures that a chromosome will always present the same fitness.
First, we choose the feature with the maximum standard deviation. The first
initial centroid will be the segment with the highest value for this feature. The
second one will be the segment with the highest Euclidean distance from the
first centroid. The third centroid will be that which is farthest from both, and so
on. This assures a deterministic initialisation, at the same time that the initial
centroids are as far as possible from each other, favouring centroids diversity.

Measuring the Quality of the Clustering Process. The last step of the
evaluation of the chromosome is to measure how well the segments are grouped
(compactness of the clustering). It is clear that different clustering algorithms
usually lead to different clusters or reveal different clustering structures. In
this sense, the problem of objectively and quantitatively evaluating the clus-
tering results is particularly important and this is known in the literature as
cluster validation. There are two different testing criteria for this purpose [11]:
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external criteria and internal criteria. When a clustering result is evaluated based
on the data that was clustered itself, this is called internal evaluation. In exter-
nal evaluation, clustering results are evaluated using for example known class
labels. Based on these concepts, the internal criteria evaluation metrics will be
a suitable option for the evolution, because the GA is not given any a priori
information of the segments to be found. Note that the segments metrics are
normalised at this step as well. We have considered four different metrics:

1. Sum of squared errors (SSE): The simplest error measure is the sum of
squared errors (considering errors as the distance from each point to their
centroid), i.e.:

SSE = 1
N

∑k
i=1

∑
x∈Ci

d(x, ci)
2, (9)

where k is the number of clusters, ci is the centroid of cluster Ci and d(x, ci)
is the Euclidean distance between pattern x and centroid ci. This function
does not prevent clusters to fall very close in the clustering space. As this
index has to be minimised, the fitness will be defined as f = 1

1+SSE .
2. Caliński and Harabasz index (CH): This index has been found to be one of

the best performing ones for adjusting the value of k. It is defined as:

CH = Tr(SB)·(N−k)
Tr(SW )·(k−1) , (10)

where N is the number of patterns, and Tr(SB) and Tr(SW ) are the trace
of the between and within-class scatter matrix, respectively. Note that the
value of k will be fixed in our algorithm. As this index has to be maximised,
the fitness will be defined as f = CH .

3. Davies-Bouldin index (DB): This index also attempts to maximize the bet-
ween-cluster distance while minimising the distance between the cluster cen-
troids to the rest of points. It is calculated as follows:

DB = 1
k

∑k
i=1 maxi�=j

αi+αj

d(ci,cj)
, (11)

where αi is the average distance of all elements in cluster Ci to centroid ci,
and d(ci, cj) is the distance between centroids ci and cj . As this index has
to be minimised, the fitness will be defined as f = 1

1+DB .
4. Dunn index (DU): The Dunn index attempts to identify clusters that are

compact and and well-separated. In this case, the distance between two clus-
ters is defined as d(Ci, Cj) = minx∈Ci,y∈Cj d(x,y), that is, the minimum dis-
tance between a pair of points x and y belonging to Ci and Cj . Furthermore,
we could define the diameter diam(Ci) of cluster Ci as the maximum distance
between two of its members, such as: diam(Ci) = maxx,y∈Ci d(x,y). Then,
the Dunn index is constructed as:

DU = mini=1,...,k

(
minj=i+1,...,k

(
d(Ci,Cj)

maxl=1,...,k diam(Cl)

))
. (12)

The Dunn index has been found to be very sensitive to noise, but this disad-
vantage can be avoided by considering different definitions of cluster distance
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or cluster diameter. For example, as suggested in [11], the cluster diameter
can be computed as:

diam(Ci) = 1
NCi

(NCi
−1)

∑
x,y∈Ci

d(x,y), (13)

where NCi is the number of patterns belonging to cluster Ci. This cluster
diameter estimation has been found to be more robust in the presence of
noise. As this index has to be maximised, the fitness will be f = DU .

2.5 Selection and Replacement Processes

All individuals will be considered for reproduction and generation of offspring,
promoting a greater diversity because all individuals are possible parents. After
the application of the genetic operators, the offspring and the parent population
are joined and a replacement process is performed by roulette wheel selection.
The selection probability for each individual chromosome is calculated from its
fitness value. The roulette wheel process is repeated as many times as the popu-
lation size minus one, and the last place is kept for the best segmentation of the
previous generation, thus being an elitist algorithm. As can be seen, the selection
process promotes diversity, while the replacement process promotes elitism.

2.6 Mutation Operator

Two mutation operators are included in the GA with the aim of reducing the
dependency with respect to the initial population and escaping from local op-
tima. The probability pm of performing any mutation is decided by the user.
Once a mutation is decided to be performed, the kind of perturbation applied to
the chromosome is randomly selected from the following two: 1) add or remove
(with the same probability) a given number of cut points of the segmentation;
and 2) move a given number of cut points of the segmentation towards the left
or the right (with the same probability).

For all the mutations, the number of cut points to be mutated is decided by
a user parameter as a percentage of the current number of cut points. When
moving cut points to the right or the left, each selected cut point is randomly
pushed towards the previous or the following cut point (with the constraint that
it never reaches the previous or the next point).

2.7 Crossover Operator

The algorithm includes a crossover operator, whose main function is to perform
an exploitation of the existing solutions. For each parent individual, the crossover
operator is applied with a given probability pc. The operator randomly selects
the other parent and a time index. It interchanges the left and right parts of the
chromosomes selected with respect to the time index.
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3 Experiments

The dataset chosen for this study is the North Greenland Ice Core Project
(NGRIP) δ18O ice core data [6,15]. The δ18O water isotope record is used as
a proxy for past atmospheric temperature. We focus on the 20-yr resolution
δ18O isotope records. The dataset is pre-processed by obtaining a 5-point aver-
age in order to reduce short-term fluctuations within the data. In this way, the
time series we have considered is {y∗n}

N/5
n=1 with y∗i = 1

5

∑5i+4
j=5i yi.

3.1 Experimental Setting

The experimental design is presented in this subsection. The GA was configured
with the following parameters: the number of individuals of the population is P =
100. The crossover probability is pc = 0.8 and the mutation probability pm = 0.2.
The percentage of cut points to be mutated is the integer part of the 20% of the
number of cut points, and the average segment length for the initialisation is
sl = 4. The maximum number of generations is set to g = 100, and the k-means
clustering process is allowed a maximum of 20 iterations. These parameters were
optimised by a trial and error procedure, although the algorithm showed a very
robust performance to their values. The most important parameters for the final
performance of the algorithm were sl and k.

We performed different experiments considering the 4 different fitness func-
tions presented in Section 2.4 and different values of k for the k-means algorithm
(k = 2, . . . , 6). It is important to recall that the algorithm estimates the optimal
segments and clusters them without any prior information of the DO events.
The only information given to the algorithm is the time series and the statistic
characteristics to use for the clustering in order to validate whether the statistics
proposed in the literature are useful for characterising paleoclimate TPs in gen-
eral. Given the stochastic nature of GAs, the algorithm was run 30 times with
different seeds to evaluate its stability and robustness.

3.2 Evaluation Metrics

In order to evaluate the results of the algorithm, two evaluation metrics were
used. These measures analyse both the homogeneity of cluster assignation with
respect to the DO events and the robustness of the results obtained from different
seeds. They are not included in the fitness function, serving only as an automatic
way of evaluating the quality of the segmentation, avoiding the intervention of
the expert. Both are indexes comparing two different clustering partitions:

1. Rand index (RI) This metric is particularly useful for data clustering eval-
uation [12]. It is related to the accuracy, but is applicable even when class
labels are not available for the data, as in our case. A set Y = {yn}Nn=1 is
given (in our case, the time series), and two clustering partitions of Y are to
be compared: X = {X1, . . . , Xr} and Z = {Z1, . . . , Zs}. For a given segmen-
tation, the partitions are defined in the following way: Xl is a set containing
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Fig. 1. Representation of the ideal segmentation and the different DO events

every yi ∈ ss, ss ∈ Cl, i.e. the partitions are based on the label assigned to
each time series value yi from the current segmentation. The following two
numbers are defined: a (number of pairs in Y that are in the same set in
X and Z) and b (number of pairs in Y that are in different sets in X and
Z). Then, the Rand index is defined as: RI = (a + b)/

(
n
2

)
. This metric has

a value between 0 and 1, with 0 indicating that the two partitions do not
agree on any pair of points and 1 indicating that they are exactly the same.

2. Adjusted rand index (ARI): It is a corrected version of the RI [13] trying to
fix some known problems with the RI, e.g. the expected value of the RI of
two random partitions does not take a constant value and it approaches its
upper limit of unity as the number of clusters increases. ARI values range
from −1 to +1, yielding negative values if the index is less than the expected
index. The detailed formulation can be found in [13].

In order to evaluate the segmentation returned by the algorithm, we com-
pare it with an ideal segmentation2. The ideal segmentation (Fig. 1) has been
designed by examining the literature about Dansgaard-Oeschger (DO) events,
which are associated to TPs. In the Figure, the onsets of the DO events (in a first
approximation, we do not consider the error margin) reported in [15] are repre-
sented by vertical lines and the segments covering the period precursor to the
DO events (which we hypothesize as TP) are delimited by the slope close to the
corresponding onset. The closer the segmentation returned by the GA is to this
ideal segmentation, the better the segmentation. To perform this comparison,
RI and ARI indexes will be used (ARI_Ideal and RI_Ideal).

Given that the wishful ideal segmentation would be binary (non DO event
or DO event) and the segmentation returned by the GA can have a value of
k > 2, we need to binarise the segmentation of the GA (i.e. decide which clusters
2 Hypothetically ideal segmentation, based on the available data. The hypothesis is

that the onset of the DO events is detected from combined analysis of benthic sedi-
ment data and ice core analysis [14]. Those data do not always agree, therefore part
of the error margin. The method of timing contributes the rest of the error.
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Table 1. NGRIP average segmentation results for different algorithm settings

Fitness k ARI_Ideal RI_Ideal ARI_Seeds RI_Seeds
DB 5 0.315± 0.060 0 .777 ± 0 .015 0.346± 0.078 0.727± 0.040
DU 5 0 .308 ± 0 .067 0.788± 0.018 0 .341 ± 0 .092 0.727± 0.046
CH 5 0.260 ± 0.073 0.772 ± 0.008 0.223 ± 0.105 0.644 ± 0.074
SSE 5 0.279 ± 0.048 0.770 ± 0.018 0.057 ± 0.018 0.638 ± 0.017

Fitness k ARI_TPs RI_TPs ARI_Seeds RI_Seeds
DB 2 0.171 ± 0.132 0.766 ± 0.001 0.258 ± 0.292 0.821± 0.081
DB 3 0.257 ± 0.081 0.758 ± 0.013 0 .411 ± 0 .152 0 .780 ± 0 .046
DB 4 0 .304 ± 0 .045 0.773 ± 0.009 0.412± 0.080 0.761 ± 0.037
DB 5 0.315± 0.060 0 .777 ± 0 .015 0.346 ± 0.078 0.727 ± 0.040
DB 6 0.286 ± 0.075 0.779± 0.014 0.214 ± 0.109 0.615 ± 0.084

represent the DO events and which not). Preliminary experiments revealed that
DO events were usually grouped under one or two clusters, so we evaluated
ARI_Ideal and RI_Ideal for all possible combinations of one or two clusters.
The final value was the maximum ARI_Ideal and RI_Ideal values of all these
combinations. Moreover, the stability of the GA was estimated by comparing the
30 segmentations from the different runs. This was done by averaging RI and
ARI comparing all possible pairs of segmentations (ARI_Seeds and RI_Seeds).

3.3 Results

All these results are included in Table 1. The first part of the table compares
the different fitness functions for a predefined value of k = 5 (as we initially
observed that this was obtaining suitable results). As can be seen, both DB
and DU fitness functions obtain very good segmentation quality and stability,
although DB performs slightly better. In contrast, CH and SSE are performing
poorly in both scenarios (it is noteworthy the very low stability obtained by the
SSE fitness function, which may be due to the fact that it only minimises the
intra-cluster distances and obviates the inter-cluster distances). The result that
the algorithm is robust and stable to different initialisations is crucial for the
following parts of the study (i.e. develop an early warning system for TPs of
climatic component). Concerning the experiment that studies different values of
k, it can be seen that k = 5 is indeed the optimal value for the segmentation.
This result indicates that the concept and nature of DO events is too complex
to only consider a binary approach (TPs versus non TPs). The climate system
exhibits a dynamical behaviour with intrinsic variability hence a binary approach
is not able to encompass all features present within a DO event, being k = 5 a
reasonable choice. Moreover, the method can group several DO events together
and is still a useful tool to better understand the behaviour of DO events.

The segmentation obtaining the highest ARI_Ideal metric (with a value of
0.498) for the fitness function DB, along with a representation of the 18 DO
events can be seen in Fig. 2. The segments have been coloured according to their
cluster assignation. The clusters associated to the DO events are C1 and C5. If we
compare this segmentation to the one in Fig. 1, we can see that almost all DO
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events are correctly segmented by the algorithm (C1 and C5 segments are always
close to the DO onset) and that there are not “false positives” labels (C1 and
C5 segments are not found in a non DO event part of the series). However, five
events are not detected: 2, 9, 11, 13 and 16 (some of which have been found in
the literature to be caused by random fluctuations of the dynamics of the time
series and for which there is no evidence of increase in the selected statistics).
The clustering space of this segmentation can be analysed in Fig. 3. This Figure
confirms that there are some differences between the two clusters associated to
the DO events (C1 and C5), mainly from the values of the S2

s metric.

4 Conclusions

This work tackles the problem of time series segmentation in the context of pa-
leoclimate time series analysis. We propose a Genetic Algorithm to perform the
segmentation and clustering of the time series by using six statistic characteris-
tics that have been found to reveal incoming tipping points (TPs). The results
have shown that the method clusters together most of the TPs avoiding “false
positives”, which is a promising result because it demonstrates that most of the
TPs can be segmented with the same data analysis, as opposed to other propos-
als in the literature, which design TP-specific descriptors. Future work includes
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extending the method to find early warning signals and considering other time
series datasets, mutation and crossover operators and fitness functions.
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Abstract. Massive open online courses have a large impact in developing
countries, helping to improve education in poor regions. However, instruc-
tors cannot review open-ended work from students as they do in smaller
class settings. In the context of computer science courses where students’
code is reviewed, there are some methods that use code metrics for au-
tomatically providing the student with a qualification. Notwithstanding
this, a high number of incomplete and conflicting sources of information
must be combined in the prediction process, and it may happen that there
are too many variables involved to make any meaningful predictions. In
this work a new method is proposed for sorting a set of metrics by their
relevance in the prediction of student qualifications that can cope with
incomplete and imprecise results. Measurements taken on variable-sized
sets of assignments are aggregated into fuzzy values, and a fuzzy random
variable-based definition of mutual information is used to build a partial
ranking of metrics according to their predictive power. The most relevant
metrics are fed to a genetic fuzzy system that models the dependence be-
tween the fuzzy code metrics and the qualifications of the correspond-
ing students. A set comprising 800 source code files, collected in class-
room Computer Science lectures taught between 2013 and 2014, was used
for validating the hypotheses of this research, and it was found that the
new rankingmethod significantly improves the predictive capability of the
models.

1 Introduction

On-line courses are ubiquitous nowadays. Almost every institution, university,
college or high-school offers freely accessible on-line courses. Massive Open On-
line Courses (MOOCs) and Distance Learning have a large impact in developing
countries, helping to improve education in poor regions.

Learning Management Systems or Content Management Systems are used to
provide the students with different kinds of material and also allow students
and teachers to interact via lectures, assignments, exams or gradings. However,
the resources needed for tracking students and taking examination are time
consuming for the organizing institutions, thus there is demand for intelligent
techniques that help the instructor to manage large groups of students. In par-
ticular, procedures are seeked that partial or completely automate the grading

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 330–341, 2014.
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process, understood as taking standardized measurements of varying levels of
achievement in a course [3].

There are topics, however, whose qualification is troublesome. Think for in-
stance in computer programming, where the usual examination procedure con-
sists in challenging the students with a set of problems to be solved. In online
courses, the student’s solutions, comprising one or more source code files, are
uploaded to the platform, where the person at charge scores the task. This
needs a long time and it is also difficult for the teacher to be objective and
unbiased. If the grading depends not only on the program output correctness
(using a set of sample data inputs) but also on the structure of the solution
(data types, control flow, efficiency) or the documentation quality, the situation
is even worse. In addition to this, the students should follow the usual software
developing process and thus the solution of each assignment should pass through
several stages until it reaches a maturity level such that it can be submitted as
a completed task. Those intermediate stages could provide a valuable feedback
to the teacher, regarding individual students’ needs and also teacher’s lectures,
materials or strategies quality.

This problem has been addressed before by different researchers. In [22] a semi
automated system for task submission and grading is proposed, but the grading
itself must be done manually by the teacher. Other systems exist that are able to
check submitted source code automatically, for instance the WebToTeach system
[3]. Similar to this, and focused on programming, the methods in [19] or [11]
achieve an automatic grading by comparing the output of each student program
with the output of a correct program. There is no measurement of the internals of
the source code, which it is labelled as correct if the output is correct, regardless
of the solution strategy. The AutoLEP system [28] is more recent. One of the
salient points of this last work is a procedure to compare any implementation
of an algorithm against a single model. Furthermore, in [27] a methodology is
presented that accomplishes automatic grading by testing the program results
against a predefined set of inputs, and also by formally verifying the source code
or by measuring the similarities between the control flow graph and the teacher’s
solution. The parameters of a linear model are found that averages the influence
of the three techniques in order to match teacher’s and automatic grading in a
corpus of manually graded exercises. Finally, in [16], software metrics are used to
measure the properties of the students’ programs and a fuzzy rule-based system
is used to determine how close the programs submitted by students and the
solutions provided by the teacher are, partially achieving an automatic grading.

However, these approaches are not without problems. Automatic grading may
not only be intended to compare students’ and teacher’s solutions to a particu-
lar problem but also to determine the level of achievement of each programming
concept, as mentioned before. But programming concepts are, generally speak-
ing, related to sets of different source code files written by the students. The
metrics of all source codes in these sets should be jointly considered by the grad-
ing system. Since these sets may be of different sizes for different students and
some of its elements may be missing, a robust combination method is needed.
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Furthermore, not all metrics are equally informative for each programming con-
cept, thus a procedure is needed for chosing the most relevant ones. Because of
this, in this paper:

– A method is proposed for building a fuzzy compound value that summarizes
the values of the software metrics of different source files that are related
to the same programming concept. This compound value takes into account
both the average value and the dispersion of the different metrics.

– The relevance of the different metrics is assessed with an extension of the
Mutual Information (MI) criterion to fuzzy data. It will be shown that the
extension described in this paper exploits better the available data and sig-
nificantly improves the crisp definition of MI for this problem.

– A genetic fuzzy system that can learn rules from interval and fuzzy data
is used to build the fuzzy rule based system that performs the automatic
grading on the basis of the metrics that have been selected in the preceding
step.

This paper is organized as follows: in Section 2, a brief state of the art in soft-
ware metrics for software analysis is given. In Section 3, a method for combining
the values of a metric over a set of different source files is proposed. In Section
4, a method for ranking the importance of the fuzzy aggregated metric values is
proposed, and in Section 5 the rule learning algorithm is described. In Section 6
numerical results are provided that validate the claims of this paper with actual
data collected in classroom lectures in 2013 and 2014. Section 7 concludes the
paper and highlights future research lines.

2 Software Metrics for Software Analysis

Software metrics have been actively researched since the early stages of Com-
puter Science, and an extensive amount of results are available; see for instance
[1] or [18], where comprehensive surveys about Software Metrics are performed.

In this work, software metrics will be used to measure the quality of the
students’ submitted source code. It will be assumed that better coding leads to
higher scoring, but static analysis is also used to obtain additional insights about
the student’s programs. According to [24], the most relevant software metrics in
this context are:

– Number of lines of code: a naive measurement of the code size.
– Ratio between lines of comments and lines of code: a measurement of code
documentation.

– Halstead metrics [13]: these metrics have been reported to be useful to eval-
uate students programs [2].

– Cyclomatic number [20]: often related to complexity measures and thus usu-
ally referred to as cyclomatic complexity number, but there is not a full
agreement about the subject [2]. The cyclomatic number is a graph the-
ory concept that has been translated to software because a program can be
modeled as a strongly connected graph [30].
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Most of the software analysis tools1 provide these features and many other in-
dexes. As the number of software metrics increases, the odds that some of them
are closely related or overlap in the property being measured increases too. For
instance, it is hard to conceive an increase of the cyclomatic number without
a simultaneous increase of the lines of code. Moreover, an increase in the value
of a metric is not always consistent with an improvement in the code quality.
For instance, it may happen that the complexity of a given problem solution
is too low, because the student is unwinding a loop, or the complexity may
be greater than expected because the student is using a quadratic algorithm
for a problem with linear solution. In either case, the dependence between the
metric value and the desired solution is highly problem dependent. Because of
this, some researchers propose to use feature selection techniques for finding the
best software metrics for the problem at hand. In [21], a stochastic procedure is
employed to select the subset of quantitative measures that bring out the best
software quality prediction. Another example is [17], where eighteen filter based
feature selection procedures are tested against sixteen software datasets, in this
case searching for fault prone modules.

In this paper, a set of software metrics that are commonly used to measure
student’s source code properties [16] with some additions from [23] for extracting
information related with style and structure will be used, and feature selection
techniques will be developed that help to select the best set of metrics for each
programming concept.

3 Fuzzy Data as an Aggregate of Disperse Information

As mentioned, the grading process is intended to determine the level of achieve-
ment of each programming concept, which in turn is assessed by means of a
set of source code files written by the students. The metrics of all files in these
sets are jointly considered by the grading system. Given that these sets are of
different sizes for different students and some of its elements may be missing, a
robust combination method is needed.

The proposed combination is based on the assumption that the application
of a software metric to a given source code can be assimilated to the process
of measuring the value of an observable variable or item that provides partial
information to describe an unobservable or latent variable. In this case, the
latent variable is the degree of assessment of a given programming concept. It is
remarked that the information provided by different items may be in conflict.

The conversion of a set of items into a compound value that can be fed into
a model has been solved in different ways in other contexts. For instance, in
marketing problems certain models have been designed where sets of items are
preprocessed and aggregated into a characteristic value [6]. The most commonly
used aggregation operator is the mean, although many different functions may
be used instead [7].

1 http://www.webappsec.org/

http://www.webappsec.org/
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In [26], however, a different approach was used: it was assumed that there
exists a true value for the latent variable, but also that this value cannot be
precised further than a set that contains it. The same idea will be adopted in
this paper. Observe that this method is compatible with a possibilistic view
of the uncertainty, where fuzzy sets are used for describing partial knowledge
about the data. This interpretation is grounded in the result that the contour
function of a possibility distribution is a fuzzy set [12], and α-cuts of fuzzy
sets are linked to confidence intervals about the unknown value of the feature
with significance levels 1 − α (see reference [10]). This last property supports
the use of intervals or fuzzy data for modelling uncertain data: a fuzzy set is
found such that their α-cuts are confidence intervals with degree 1 − α of the
expected value of the observation error. In this paper, bootstrap estimates of
these confidence intervals have been used, that are stacked to form the fuzzy
membership functions describing the aggregated value of the metrics.

4 Feature Selection for Fuzzy Data

In this section, a method for ranking the importance of the fuzzy aggregated
metrics in relation to the grading problem is presented. The importances of
the different metrics will be ordered by means of an estimation of the degree
of independence between the scores assigned by the teacher to the members
of a control group and the fuzzy aggregated values of the metric in the set of
source files. This degree of independence is based on an estimation of the mutual
information between a random variable (the grades) and a fuzzy random variable
(each aggregated metric).

A fuzzy random variable will be regarded as a nested family of random sets,
(Λα)α∈(0,1), each one associated to a confidence level 1−α [9]. A random set is a
mapping where the images of the outcomes of the random experiment are crisp
sets. A random variable X is a selection of a random set Γ when the image of
any outcome by X is contained in the image of the same outcome by Γ . For a
random variable X : Ω → R and a random set Γ : Ω → P(R), X is a selection
of Γ (written X ∈ S(Γ )) when

X(ω) ∈ Γ (ω) for all ω ∈ Ω. (1)

In turn, a random set can be viewed as a family of random variables (its selec-
tions.)

The mutual information between a random variable X and a random set Γ
is defined as the set of all the values of mutual information between the variable
X and each one of the selections of Γ :

MI(X,Γ ) = {MI(X,T ) | T ∈ S(Γ )}. (2)

and the mutual information between a random variable X and a fuzzy random
variable Λ is the fuzzy set defined by the membership function

M̃I(X,Λ)(t) = sup{α | t ∈ MI(X,Λα)}. (3)
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Let
Σ(X1, . . . , XM , Y ) = (σ1, σ2, . . . , σM ) (4)

be a ranking of the variables (X1, X2, . . . , XM ) according to their relevance. The
notation

Σ(X1, . . . , XM , Y )(k) = σk (5)

will be used in the following. In this paper, the ranking Σ is a permutation of
the M elements 1, . . . ,M fulfilling that2

MI(σ1) ≤ MI(σ2) ≤ . . . ≤MI(σM ). (6)

Now let be M +1 fuzzy paired samples (X̃k
1 , X̃

k
2 , . . . , X̃

k
N), and an also paired

crisp sample (Y1, Y2, . . . , YN ) fromM+1 fuzzy random variables X̃1, X̃2, . . . , X̃M

and the standard random variable Y . It is proposed that the ranking of the
variables X̃1, X̃2, . . . , X̃M is the fuzzy permutation Σ̃ defined as follows:[

Σ̃(X̃1, . . . , X̃M , Y )(k)
]
α
={

Σ(X1, . . . , XM , Y )(k) | X1 ∈ S([X̃1(ω)]α) . . . X
M ∈ S([X̃M (ω)]α)

}
. (7)

Each element of Σ̃ is a fuzzy set describing the set of ranks of each fuzzy ag-
gregated metric X̃k. In this paper the metrics will be ordered according to the
modal points of this fuzzy permutation; see Section 6 for a detailed practical
case.

5 Genetic Learning of Fuzzy Rules from Imprecise Data
in Modeling Problems

The fuzzy aggregated metrics are the inputs of a rule-based model that predicts
the grades of a student. In this section the rule learning algorithm introduced in
[25] is briefly described for the convenience of the reader. Fuzzy models comprise
R rules with the form

If x is Ar then y is Br with weight wr , (8)

2 Alternatively, Σ could also be thought of as the outcome of any suitable feature
selection algorithm, for instance [4].
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where x and y are the feature and the output vectors, respectively, and Ar are
conjunctions of linguistic labels, which in turn are associated to fuzzy sets. Br is
a singleton or a fuzzy number. In this paper, Ar and Br are not modified during
the learning, to preserve the linguistic interpretability, but each rule is assigned
a weight wr. The output Ỹ of the fuzzy model for a fuzzy input X̃ is defined
through the membership function

Ỹ (y) = sup
{
X̃(x) | Y =

R∑
r=1

fr(x)
}

(9)

where each function fr(x) is a product βrAr(x). Ar(x) is the membership of x to
a linguistic expression whose terms are labels of the linguistic variables defined
over the input variables, connected by the operators “AND” and “OR”. βr is
the product of the centroid of Br and the weight wr assigned to the rule.

5.1 NMIC: A Multiobjective Michigan-Style Genetic Fuzzy Model
for Imprecise Data

The NMIC learning method is based on the hypothesis that the best model
will comprise rules that are in nondominated sets under confidence and support
measures [15]. An extension of the NSGA-II algorithm to fuzzy data is repeatedly
launched to obtain Pareto fronts containing nondominated rules in terms of
confidence and support. Every front is regarded as a population of a Michigan-
type algorithm, where each individual is an antecedent of a fuzzy rule and the
whole population is a fuzzy model. Individuals (rules) are weighted and selected
by means of a procedure called SVD select that will be explained later in this
section. The pseudocode of the NMIC algorithm is shown in Figure 1. The
codification and genetic operators are described in reference [25].

Initialize P

Evaluate confidence and support in P

SVD select P

Create Intermediate Population Q

while iter ≤ maxiter

Evaluate confidence and support in P+Q

SVD select P+Q

non dominated sort P+Q

compute crowding distance P+Q

P ← selection of P+Q

SVD select P

non dominated sort P

Create Intermediate Population Q

end while

Output the nondominated elements of P

Fig. 1. Pseudocode of the NMIC algorithm
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The fitness of an individual has three components: the support of the an-
tecedent of the rule, its confidence and the weight of the rule. The support is
the fuzzy arithmetic-based sum of the memberships of the antecedent for all the
points in the sample. The confidence is used to compare the degree to which a
rule explains all the examples that it covers. In this case, this is understood as
the inverse of the (fuzzy) variance of the examples covered by the rule, i.e. all
examples in the dataset, weighed by their memberships to the antecedent of the
rule.

The SVD select procedure consists in assigning each rule in the Pareto front
a weight, with the purpose of obtaining a compact rulebase, while at the same
time these weights achieve the best matching between the data and the model.
Let A be the matrix of the memberships of the antecedents of all rules in the
Pareto front, at the centerpoint of the inputs. Let Y be a column vector with the
centers of the desired outputs of the model, and let W be another column vector
formed by the weights of these rules, those that we want to obtain. The assign-
ment of weights that minimizes the error (and therefore solves the cooperation
problem) is

K = (AtA)−1AtY (10)

provided that the rank rA of A coincides with its number of columns, the number
of individuals in the Pareto front. In most cases, rA is lower than this, therefore
C = AtA does not have inverse. In this particular case, the eigenvalues of all the
submatrices A′ of A formed by removing only one of its columns are computed.
When it is found a submatrix A′ whose non null eigenvalues are the same as
those of A, the column is removed and the process restarted from A′. At the end
of the process, a matrix with rA columns and full rank is obtained and Eq. 10
can be applied.

6 Numerical Results

Fourty six volunteering students from the first course of an Engineering Degree
in Computer Science at Oviedo University, Spain, participated in this study.
The Python programming language was used. Students were allowed to upload
as many source code files as they wished, ranging from none to more than a
solution for each problem. 800 files were uploaded. Seven programming concepts
were studied: Standard I/O, Conditionals, While loop, For loop, Functions, File
I/O and Lists. The evaluation of the students comprised both theoretical and
practice skills, with two exams each, at the midterm and at the end of the term.
The uploaded exercises were not part of the exams and had no impact on the final
grading. 23 software metrics and properties were measured for each source file,
thus the feature selection stage has to choose between 161 different combinations
of programming concept and software metric.

The most relevant metrics, and the supports of their fuzzy ranks, are shown
in the following table:
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Programming concept Description of the metric Average rank

Conditional Number of warnings and errors 2.00 ± 0.11
Iteration Code documentation 3.17 ± 0.46

Conditional Number of Characters 4.58 ± 0.67
Conditional Code ratio 4.77 ± 1.40
Functions Style convention adherence 6.54 ± 2.38
Conditional Style convention adherence 7.47 ± 0.66
Conditional Number of tokens 9.88 ± 1.60

The first conclusion that may be drawn from this selection is that the best
students seem to have better coding style and produce a larger documentation.
However, these indicators arguably have a limited practical use for automatic
gradings; further work is needed to find a different set of software metrics with
a higher descriptive power.

Notwithstanding this, from a methodological point of view the proposed tech-
nique is robust and the available information is better exploited with the combi-
nation of the fuzzy feature selection and NMIC than it is with alternate feature
selection and model learning algorithms. To prove this fact, neural networks,
generalized additive models [14], regression trees [5] and the NMIC algorithm
were launched over subsets comprising the first 6, 8 and 10 metrics chosen by
the both the fuzzy feature selection algorithm and their crisp version operating
on the centerpoints of the aggregated data. The combination of the NMIC algo-
rithm with fuzzy data was consistently better in all cases (statistically relevant
results, according to Friedman/Wilcoxon tests).

6 var 8 var 10 var

Algorithm Crisp IM Fuzzy IM Crisp IM Fuzzy IM Crisp IM Fuzzy IM

NEU 12.69 8.52 14.70 20.34 19.77 12.72
GAM 7.09 7.24 9.25 8.25 10.94 10.36
TREE 7.60 7.19 8.58 8.30 8.33 7.31
NMIC 7.35 6.94 8.40 7.88 6.55 6.54

AVG RANK 1.75 1.25 1.75 1.25 2 1

In the left part of Figure 2 a set of boxplots is drawn containing the paired dif-
ferences of linear regression (LIN), neural networks (NET), generalized additive
models (GAM), regression trees (TRE), the NMIC algorithm applied to the cen-
terpoints of the fuzzy data (NMC) and the same algorithm applied to the fuzzy
aggregated metrics (NMI). Values lower than zero mean than the fuzzy feature
selection algorithm is better than the crisp selection, and positive values mean
the opposite. Again, the ranking proposed in this paper is significantly better
than the same estimator applied to the average value of the metrics, demon-
strating that the fuzzy aggregation loses less information than the alternatives
and also that the proposed method is able to exploit this extra information.
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Fig. 2. Left part: paired differences of linear regression (LIN), neural networks (NET),
generalized additive models (GAM), regression trees (TRE), the NMIC algorithm ap-
plied to the centerpoints of the fuzzy data (NMC) and the same algorithm applied to
the fuzzy aggregated metrics (NMI). Right part: most relevant metrics according to
the proposed algorithm (black circles and bars) and according to a MI-based ranking
estimated on the centerpoints of the data (red circles).

Finally, in the right part of the same Figure 2 the rank of the most relevant
metrics, according to the proposed algorithm, are graphically displayed with
black circles and bars. The ranking of the same metrics, according to a MI-
based ordering which is based on the centerpoints of the data (red circles) is
superimposed. In this practical case, the first three metrics are the same for
both methods, but at the fourth position both ranks begin to differ. The black
error bars mean that the dispersion of the fuzzy data is high enough so that the
rank of the metric changes for different selections of the data; this information
would have been lost if a crisp feature selection method was used.

7 Concluding Remarks

A method for ranking software tests according to their relevance in an automatic
grading systems has been proposed. The main innovation of the new method lies
in the development of a set of techniques that can make use of a fuzzy aggregation
of the information contained in a variable number of exercises about the same
learning subject.

The technique has proven to be effective, as the fuzzy aggregation clearly pre-
serves information that would be lost with crisp aggregations. From a method-
ological point of view, the new algorithm is a solid alternative. However, from
the point of view of the automated grading techniques for MOOCs, the results
are less convincing, as the most powerful metrics found in the available list were
related to the quality of the documentation, the programming style and the size
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of the code. While it is clear that the best students consistently perform better in
these metrics, it is also clear that these indicators could be easily altered by the
student thus their use for grading online students cannot be recommended and
further work is needed to find a different set of software metrics with a higher
descriptive power.
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from the European Regional Development Fund.
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Abstract. This paper proposes an improvement of Evolutionary Strategies for
objective functions with non-linearly correlated variables. It focuses on detecting
non-linear local dependencies among variables of the objective function by ana-
lyzing the manifold in the search space that contains the current population and
transforming individuals to a reduced search space defined by the Kernel Princi-
pal Components. Experiments performed on some popular benchmark functions
confirm that the method may significantly improve the search process, especially
in the case of complex objective functions with a large number of variables, which
usually occur in many practical applications.

1 Introduction

Evolutionary Algorithms (EAs), [1], [5], [12], are an increasingly popular technique of
solving optimization problems, which try to find an optimum of an objective function
on a search space by maintaining a population of candidate solutions, representing data
points in the search space, and moving it towards more and more promising regions
using some evolutionary operators.

Many contemporary applications of EAs concern complex optimization problems
with objective functions of a large number of variables defined on highly dimensional
search spaces. Classic EAs usually do not inspect neither the real dimensionality of the
search space nor the dependencies between variables of the objective function. How-
ever, in many practical applications, such as decision support systems, classifier sys-
tems, image analysis or signal processing systems, where the dimension of the search
space often exceeds one hundred, some correlations between variables of the objec-
tive function exist. Discovering such correlations provides an opportunity to reduce the
dimensionality of the optimization problem and its complexity.

Although there are numerous techniques of detecting global dependencies among
variables over the entire search space [14], usually in a preprocessing phase, there has
been little research on local dependencies over neighborhoods of optimal solutions and
detecting them during runtime. It includes Correlation Matrix Adaptation - Evolution-
ary Strategies (CMA-ES) [6] or Evolution Strategies with Internal Dimensionality Re-
duction (ESIDR) [9].

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 342–353, 2014.
c© Springer International Publishing Switzerland 2014



Optimizing Objective Functions with Non-Linearly Correlated Variables 343

The most popular techniques for exploring linear dependencies include the Princi-
pal Component Analysis (PCA) [7] and the Multidimensional Scaling (MDS) [4]. PCA
tries to transform the original coordinate system to a new system with orthogonal axes
ordered by the amount of variance of the original data sample that they describe. It uses
the covariance matrix of the data sample and compute its eigenvalues and eigenvec-
tors that defines the principal components being the axes of the new coordinate system.
Ignoring the principal components with the lowest values of the corresponding eigen-
values leads to the dimensionality reduction. MDS tries to find a transformation from
the original data space to a reduced one that preserve the distances between particular
data points. It is similar to PCA, if the distance is euclidean, but may work with other
distance functions. MDS is often used to visualize data samples on the plane, espe-
cially if the data sample contains non-numeric variables, which does not allow to use
euclidean distances.

Exploring non-linear dependencies is more challenging [2]. Some methods, rather
simple but efficient in many cases, extend PCA. For instance, the Kernel Principal
Component Analysis (KPCA) [11], which maps the data sample to a higher dimen-
sional space by a non-linear transformation and then tries to apply PCA to the mapped
data sample and reduce its dimensionality. It uses the so-called kernel trick to avoid
computing distances in the higher dimensional space. Other methods, such as Isomap
[13], extend MDS with additional distance measures. Some techniques, such as the Lo-
cally Linear Embedding (LLE) [10], focus on preserving some local characteristics of
the data sample. LLE defines each data point in the data sample as a linear combina-
tion of its neighbors and tries to find a transformation of the original data space to a
reduced one in such a way that each mapped data point will be a linear combination of
its mapped neighbors with the same coefficients as in the original data space.

Some recent Evolutionary Algorithms, called Estimation of Distribution Algorithms
(EDAs) [8], try to regard the population of candidate solutions as a data sample with
a probability distribution approximating the probability distribution describing optimal
solutions. A similar approach is presented in this paper to detect correlations among
variables – it treats the current population as the data sample from a neighborhood of
optimal solutions and endeavours to discover dependencies among variables in such a
neighborhood using KPCA.

In the approach, first, a number of iterations of the main evolution is performed in
the entire original search space to move the population to some promising regions of
the search space. Next, a number of subevolution iterations is performed in a manifold,
defined by the current population of the main evolution - usually lower dimensional
than the original search space, and then the population is restored back to the original
search space in order to ensure whether the manifold corresponded to a neighborhood
of the global optima or not. Few next main iterations may correct the population and
move it to some other promising regions of the search space, and then a number of
subevolution iterations exploit the new manifold.

This paper is structured in the following manner: Section 2 concerns the kernel-based
mappings and the population dimensionality reduction. Section 3 introduces the im-
provement of Evolutionary Strategies for objective functions with non-linearly
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correlated variables. Section 4 discusses the experimental evaluation of the approach.
Finally, Section 5 concludes the paper.

2 Kernel-Based Mappings and Population Dimensionality
Reduction

Let P = {x1,x2, . . . ,xN} ⊂ Rd be a population of N individuals, where each indi-
vidual xi = (xi1, xi2, . . . , xid)

T ∈ R
d, for i = 1, 2, . . . , N , is a data point in the search

space Ω = Rd, where d is the dimensionality of the optimization problem.
We may investigate the manifolds in Ω that contain the population. In the pessimistic

case, the population is chaotic and widespread across the entire search space without
any significant dependencies, so the only one reasonable manifold to consider is the
entire search space itself. In the optimistic case, the population may be chaotic, but fo-
cused on a certain manifold in the search space, possibly of a lower dimensionality than
the entire search space. It may happen when some variables of the objective function are
correlated, so there are some dependencies between values of genes in the chromosome.

It is worth noticing that such dependencies may be local, occurring only in a certain
region of the search space, e.g. in the neighborhood of a local or global optimum of the
objective function, where the current population focuses on, so they usually cannot be
discovered by popular preprocessing methods before the evolution process starts.

Figure 1 presents an example illustrating the approach. Figure 1(a) presents an ob-
jective function of two correlated variables and its values for a hypothetical population.
Figure 1(b) presents the population in the original search space, where it focuses on a
circle manifold. Figure 1(c) presents the population after a non-linear transformation to
a new search space. It is easy to see that the population may be quite well described by
only one variable. Figure 2 presents a similar example with another objective function.

Assume that the population lies in a certain manifold in the search space. Although
the manifold is embedded in the d-dimensional search space, it may be homeomorphic
to another manifold of a lower dimensionality. However, the homeomorphism may not
be obvious and discovering it may not be simple, especially in the case of local and
non-linear dependencies.

One of the possible approaches, based on the Kernel Principal Component Analysis
(KPCA) [11], is first to transform the search space to a highly dimensional data space,
where it is easier to separate data points, i.e. to simplify the geometry of the mani-
fold, and then to reduce the dimensionality of the highly dimensional mapping of the
population by transforming it to a new lower dimensional search space.

Let Φ : Ω → Π be a mapping, not necessarily linear, from the original search space
Ω to a hypothetical highly dimensional data space Π , which may be even of the infinite
dimensionality, assumed only to be a Hilbert space. At the beginning, assume that the
population P mapped by the transformation Φ is centered, i.e.

N∑
i=1

Φ(xi) = 0, (1)

where Φ(xi) is the mapping of the individual xi in the data space Π .
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Fig. 1. An objective function with two correlated variables and its values for a hypothetical pop-
ulation (subplot (a)), the population in the original search space (subplot (b)) and in the reduced
search space (subplot (c)), where the second variable seems to be redundant

In order to try to reduce the dimensionality of the mapped population in the highly
dimensional data space Π , one may try to perform the classic Principal Component
Analysis (PCA) [7] and to find eigenvalues and eigenvectors of the covariance matrix

Σ =
1

N

N∑
l=1

Φ(xl)Φ(xl)
T . (2)

It is obvious that all the eigenvectors must be linear combinations of Φ(x1), Φ(x2), . . .,
Φ(xN ) and lie in the span of Φ(x1), Φ(x2), . . ., Φ(xN ), so the eigenvalue equation

λv = Σv, (3)

where λ denotes the eigenvalue and v denotes the corresponding eigenvector of the
matrix Σ, is equivalent to a system of linear equations

Φ(xi)
T (λkvk) = Φ(xi)

T (Σvk), for each i = 1, 2, . . . , N, (4)

for k = 1, 2, . . . ,K , where λ1, λ2, . . . , λK are non-zero eigenvalues and v1,v2, . . . ,vK

are corresponding eigenvectors of the matrix Σ. As each eigenvectorvk is a linear com-
bination of Φ(x1), Φ(x2), . . ., Φ(xN ), let

vk =
N∑
j=1

αkjΦ(xj), (5)
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Fig. 2. An objective function with two correlated variables and its values for a hypothetical pop-
ulation (subplot (a)), the population in the original search space (subplot (b)) and in the reduced
search space (subplot (c)), where the second variable seems to be redundant

where αk = (αk1, αk2, . . . , αkN )T ∈ RN is a vector of linear coefficients. Therefore,
the system of linear equations (4) reduces to

λk

N∑
j=1

αkjΦ(xi)
TΦ(xj) =

N∑
j=1

αkjΦ(xi)
TΣΦ(xj), for each i = 1, 2, . . . , N,

(6)
and using (2) to

λk

N∑
j=1

αkjΦ(xi)
TΦ(xj) =

1

N

N∑
j=1

N∑
l=1

αkjΦ(xi)
TΦ(xl)Φ(xl)

TΦ(xj), (7)

thus after defining a matrix K ∈ RN×N with elements kij = Φ(xi)
TΦ(xj), the system

of linear equations (4) is equivalent to

NλkαkK = K2αk. (8)

Finally, it may be shown that the solution to the system of linear equations (4) are the
eigenvalues Nλk and corresponding eigenvectors αk of the matrix K. Therefore, the
mappings Φ(xi) of individuals xi may be reduced to yi = (yi1, yi2, . . . , yiq) ∈ RK

by projecting Φ(xi) onto the K eigenvectors v1,v2, . . . ,vq corresponding to the K
non-zero eigenvalues, so

yik = vT
k Φ(xi) =

N∑
j=1

αkjΦ((xj)
TΦ((xi) =

N∑
j=1

αkjkji. (9)
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In the approach proposed in this paper, based on the KPCA, the so-called kernel trick
allowed to avoid the direct evaluation of the mappings Φ(xi) of the individuals xi in the
highly dimensional data space Π with evaluation only their dot products Φ(xi)

TΦ(xj),
i.e. the kernel values kij .

Regarding the assumption (1) that mappings are centered, it may be relaxed with
transforming the arbitrary kernel matrix K into

K = K− 1K−K1+ 1K1, (10)

where 1 is a matrix of ones divided by N of the same size than the matrix K.
In the literature, a number of different kernel functions has been proposed, among

the others, the polynomial kernels, the gaussian or radial basis kernels, the sigmoid
kernels and the kernels constructed from particular mappings. In this paper, we focus
on gaussian kernels defined by the gaussian kernel function k : Rd × Rd → R:

k(x,y) = exp(−||x− y||2
2σ2

), (11)

where σ is a parameter and the kernel matrix K defined by kij = k(xi,yj).

3 Evolution Strategy with Kernel Principal Components
Dimensionality Reduction

Algorithm 1 presents an overview of the Evolution Strategy with Kernel Principal Com-
ponents Dimensionality Reduction (ESwKPCDR) for an objective function F : Rn →
R of non-linearly correlated variables.

ESwKPCDR begins with generating a random population P0 of N individuals and
evaluating it. In the main evolution loop, a parent population P(P )

t of M individu-
als is selected with the roulette wheel method, recombined with the local intermediary
recombination and mutated with adding some gaussian noise to each gene of each chro-
mosome independently, as in classic ES [12]. It finally forms an offspring population
P(O)
t of M individuals, which is compared with the current population Pt and selected

to the new population Pt+1. In some main evolution iterations, ESwKPCDR performs
a subevolution, which analyses the current population, transforms it to a reduced search
space, and performs the same routine as the main evolution, but on the selected mani-
fold only.

The main evolution and the subevolution is run in such a way that first a number of
main iterations is performed in the entire original search space to move the population
to some promising regions of the search space, then a number of subevolution iterations
is performed in a selected manifold and then the population is restored to the original
search space in order to ensure whether the manifold corresponded to a neighborhood
of the global optima or not. Few next main iterations may correct the population and
move it to some other promising regions of the search space, and then a number of
subevolution iterations exploit the new manifold.
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Algorithm 1. Evolution Strategy with Kernel Principal Components Dimensionality
Reduction (ESwKPCDR)

P0 = Random-Population(N,M)
Population-Evaluation(P0, F )
t = 0
while not Termination-Condition(Pt) do

P(P )
t = Parent-Selection(Pt,M)

P(O)
t = Recombination(P(P )

t ,M)

P(O)
t = Mutation(P(O)

t ,M)

Population-Evaluation(P(O)
t , F )

Pt+1 = New-Population-Selection(Pt,P(O)
t )

t = t+ 1
if Subevolution-Starting-Condition() then

Search-Space-Reduction()
R0 = Population-Reduction(Pt)
s = 0;
while not Subevolution-Termination-Condition(Rs) do

R(P )
s = Parent-Selection(Rs,M)

R(O)
s = Recombination(R(P )

s ,M)

R(O)
s = Mutation(R(O)

s ,M)

Reduced-Population-Evaluation(R(O)
s , F )

Rs+1 = New-Population-Selection(Rs,R(O)
s )

s = s+ 1
end while
Search-Space-Restoring()
Pt = Population-Restoring(Rs−1)

end if
end while

3.1 Search Space and Population Reduction

The subevolution starts with determining the manifold in the search space Rd that con-
tains the current population Pt and transforming it to a reduced populationR0 by pro-
jecting it onto a number of kernel principal components, as described in the previous
section, usually smaller than the dimensionality of the original search space.

It is worthy noticing that although the original population is transformed to the re-
duced one, the mapping Φ itself, which transform the original search space Ω to the
highly dimensional data space Π still remains unknown, as only the dot products in
the data space Π are evaluated (by the kernel function, without prior evaluating the
mapping Φ).

3.2 Reduced Population Evaluation

Although the evolutionary operators of the subevolution are derived from the main evo-
lution without modifications, i.e. only the chromosome length changes, the problem
occurs in evaluating the reduced population. As the mapping Φ remains unknown, as



Optimizing Objective Functions with Non-Linearly Correlated Variables 349

well as its inverse mapping, the new reduced individuals cannot be straightly evaluated
by the original objective function.

In the literature concerning the kernel-based mappings, [11], a few solutions are
suggested to restore a point from the reduced data space to the original one. They are
usually based on some approximation or regression methods, beside the case of the
kernel functions constructed from particular mappings.

In the algorithm proposed, a mechanism derived from restoring in Locally Linear
Embedding [10], based on local linear dependencies, is used. In order to evaluate a
reduced individual y ∈ RK , first, we find k mappings of the original data points nearest
to the reduced individual. Then, we try to approximate the reduced individual by a linear
combination of the k nearest mappings. Finally, we define the restored individual as a
linear combination of the k original data points corresponding to the k nearest mappings
with the same linear coefficients and evaluate the objective function for the restored
individual.

3.3 Search Space and Population Restoring

After termination of the subevolution, the current reduced populationRt is restored to
the original search space by applying the same procedure as during the reduced popu-
lation evaluation, described in the previous subsection.

4 Experimental Evaluation of the Approach

A number of experiments were performed in order to validate the approach proposed in
this paper by comparing the algorithm that uses kernel principal components and works
on the reduced search space with the original algorithm that works on the original search
space.

Each experiment concerned a deceptive objective function being a transformation of
one of the classic benchmark functions usually used in testing evolutionary algorithms
for continuous problems [15]. Such a transformation extends the original benchmark
function to a function of a larger number of correlated variables, otherwise, the compar-
ison would not make any sense, because the original benchmark functions have usually
independent variables and the improvement mechanism proposed in this paper would
not be certainly capable of reducing the search space.

Some experiments were also performed on real-world problems, such as constructing
optimal weights for a rule-based decision support system, where the weights are highly
dependent due to existing similarities in the decision rules, but are not discussed here
due to the size constraint of the paper.

4.1 Classic Benchmark Functions

The first part of benchmark functions concerns the classic De Jong test suite composed
of the unimodal function F1, the discontinuous function F3 and the noisy function F4

[15].
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F1(x) =
n∑

i=1

x2
i (12)

F3(x) =

n∑
i=1

�xi� (13)

F4(x) =

n∑
i=1

ix4
i +N (0, 1) (14)

The second part of the benchmark functions includes other popular benchmark func-
tions, such as the Rastrigin function F6, the Schwefel function F7, and the Griewangk
function F8 [15].

F6(x) = 10n+

n∑
i=1

(x2
i − 10 cos(2πxi)) (15)

F7(x) = 418.9829n−
n∑

i=1

xi sin(
√
|xi|) (16)

F8(x) = 1 +

n∑
i=1

x2
i

4000
−

n∏
i=1

cos(xi/
√
i) (17)

4.2 Deceptive and k-Deceptive Benchmark Functions

Each classic benchmark function F : Rn → R was extended by a mapping Ψ : Rm →
Rn, for m > n, so that the actual objective function f : Rm → R, called the m-
dimensional deceptive objective function, was a composition of the mapping Ψ and the
classic benchmark function F , i.e. f(x) = F (Ψ(x)). It is easy to see that variables of
the final objective function f were correlated (although the objective function f was
formally a function of m variables, the real dimensionality of the optimization problem
was n < m) and the improvement mechanism proposed in this paper might have a
chance to reduce the search space.

Both, the linear mappings Ψ with a random matrix A ∈ Rn×m and a random vector
b ∈ Rn, where

Ψ(x) = Ax+ b, (18)

and the non-linear mappingsΨ based on polynomial functions with random parameters,
were considered.

Furthermore, k-deceptive objective functions were defined by the analogy to the k-
deceptive objective functions used for evaluating the ECGA algorithm: the entire chro-
mosome x was divided into blocks of successive k genes, then a chosen k-dimensional
deceptive objective function was evaluated on each block, next the values of the decep-
tive objective function on all the blocks was summed and finally returned as the results
of the k-deceptive objective function.
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4.3 Results

Each experiment concerned a classic benchmark function transformed to a k-deceptive
benchmark function with the final chromosome length d = 50, 100, or 250, divided
into blocks of k = 25 genes, where on each block, the k-dimensional deceptive bench-
mark function based on a n-dimensional classic benchmark function, for n = 5, 10, or
15, was evaluated. Parameters of the transformation Ψ extending the n-dimensional
classic benchmark function to a k-dimensional deceptive benchmark function were gen-
erated randomly for each experiment. Such an optimization problem was solved twice:
once with the kernel mappings mechanism turned off, and once with turned on. In both
cases, the population size was N = 500 and the number of offspring was 2N . The
original algorithm run for 5000 iterations. The improved algorithm run for 5000 iter-
ations in total: main evolution was run for 100 iterations, then subevolutions was run
for 400 iterations, and it was repeated 10 times. Thus, during their run, both algorithms
evaluated the same number of individuals.

Figure 3 illustrates the typical behavior of these two algorithms on the benchmark
function based on F1 with k = 50, 100, and 250 (subplots (a), (b), and (c), respectively)
and n = 5. It presents the best values of the objective function (the vertical axis) in
successive iterations of the evolutionary algorithm (the horizontal axis), for the original
algorithm (the red line) and the improved one (the black line). It is easy to see that the
improved algorithm outperformed the original one. One may also see the effect of the
search space reduction and restoring on the black line.

0 2500 5000
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0 2500 5000
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100
(b)

0 2500 5000
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100
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Fig. 3. A comparison of the original algorithm with the improved one on the benchmark function
based on F1 with k = 50, 100, or 250 (subplots (a), (b) and (c), respectively) and r = 5: the
best values of the objective function (the vertical axis) in successive iterations of the evolutionary
algorithm (the horizontal axis), for the original algorithm (the red line) and the improved one (the
black line)

Table 1 presents a summary of results for all the benchmark functions. In order to
compare the original algorithm with the improved one, for each experiment, the differ-
ence between the best found solution and the actual optimum of the objective function
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Table 1. Summary of results

experiments with linear mappings Ψ
d n f1 f3 f4 f6 f7 f8
50 5 15.75 84.53 235.53 1.86 1.00 4.73
50 10 11.33 79.24 372.24 1.38 0.99 4.54
50 15 3.00 78.61 192.51 1.30 1.00 3.28
100 5 9.89 83.19 119.53 1.19 1.01 3.86
100 10 9.84 57.34 58.17 1.31 1.01 2.89
100 15 4.37 64.23 16.47 1.23 0.99 2.67
250 5 7.26 36.00 101.58 1.48 0.99 1.94
250 10 8.63 8.25 55.12 1.43 1.00 2.03
250 15 6.48 7.57 43.73 1.36 1.00 1.51

experiments with non-linear mappings Ψ
50 5 7.00 72.53 78.24 1.96 0.99 9.38
50 10 4.81 75.24 64.54 1.48 1.00 6.68
50 15 6.61 69.37 53.24 1.10 0.99 3.83
100 5 14.29 79.84 130.97 1.78 1.00 6.56
100 10 9.03 53.12 32.53 1.37 0.99 2.98
100 15 4.83 12.50 16.23 1.25 1.00 2.61
250 5 7.69 8.60 79.57 1.56 1.00 2.28
250 10 7.05 9.55 25.28 1.48 1.00 1.73
250 15 3.82 5.00 42.54 1.28 1.00 1.47

was evaluated for each algorithm. The difference for the original algorithm was divided
by the difference for the improved one and noted in Table 1. Therefore, the values below
1 mean that the original algorithm found a better approximation of the optimum of the
objective function than the improved one, while values above 1 correspond to the op-
posite case. It is easy to see that the improved algorithm outperformed the original one
in most cases. Only in the case of the Schwefel function, the results of both algorithms
were similar. Probably the Schwefel function needs an individual parameter settings.

5 Conclusions

This paper proposed an improvement of Evolutionary Strategies for objective func-
tions with non-linearly correlated variables, which focused on detecting non-linear lo-
cal dependencies among variables of the objective function by analyzing the manifold
in the search space that contains the current population and transforming individuals
to a reduced search space defined by the Kernel Principal Components. Experiments
performed on some popular benchmark functions confirm that the method may signifi-
cantly improve the search process, especially in the case of complex objective functions
with a large number of variables, which usually occur in many practical applications.

Certainly, the improvement proposed requires some additional computational ef-
fort and resources, and consequently increases the computational complexity of the
algorithm. However, in many practical applications, such as training decision support
systems, classifier systems or signal processing, the main computational cost is the eval-
uation of the objective function that usually needs performing a kind of a simulation or
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validation. Therefore, in such applications, the computational cost of dimensionality
reduction is low comparing to the rest of the algorithm.
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Abstract. This paper addresses the problem of creating crowd based
scenes in animated films automatically. The main problem in this area
is how to provide a natural way for the animator or director to define
what they want the crowd to do. To this end, we propose here a hybrid
neuro-evolutionary scheme where the artists regulate the behavior that
is desired from the crowd by drawing colored lines and areas within a
scenario. These elements are then transformed into energy based aggrega-
tive fitness functions that can be used to evaluate the behaviors of the
individuals within the crowd during the evolutionary process that pro-
duces the controller for all the characters and, consequently, determines
the behavior of the crowd as a whole. The approach has been tested on
several different real scenes within the workflow of a local animation film
company and the results it produced were very satisfactory.

Keywords: Neuro-evolution, collective intelligence, behavior specifica-
tion, crowd animation, visual interfaces.

1 Introduction

The 3D animation film industry has been increasing the technical quality of its
productions in the last two decades due to the improvements in computational
capabilities, both in software and hardware. Designers now have powerful tools
that run in powerful computers, so they can carry out better work from an
artistic point of view in an affordable amount of time. Nevertheless, a higher
realism level is still possible and there are several open issues.

One of the most challenging topics is crowd animation [14]. The original pro-
cedure of animating a small set of characters and then copying this animation to
other characters in the crowd is not valid for the current quality requirements.
As a consequence, researchers have devoted much effort to automatically obtain
the behavior of the characters with the aim of producing crowds made up of
real independent characters, with independent ”brains” [8][1]. Thus, we can find
several approaches in the literature that differ in the computational technique
used to control each character, resulting in different levels of autonomy and ”in-
telligence”. Most of them come from the collective intelligence field due to the
similarities between a crowd in a scene and a multiagent system [15][2].
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On one hand, we can find authors that use physics-based models like particle-
flows, force fields, etc. [9][14] to determine the movement of the elements in the
crowd. With these approaches, realistic results can be produced, but limited to
motion scenes, and where all the characters are homogeneous and perform a
slightly different movement most of the time. At a higher level of autonomy we
can find rule-based systems, where the designer can specify the behavior of one
character in a more general way [13][12][10]. The ”brain” follows the same rules
for all the characters, but the result is different depending on the different state
variables of each individual in the scene. The main problem of these approaches
is that, again, the variability is limited because it depends on the number and
complexity of the implemented rules, which could grow exponentially with the
number of characters and as their heterogeneity increases. The other problem
with these approaches is the complexity of the behavior definition, requiring
expert users or an intensive formation period.

In this work, we describe a crowd animation system called Multitude that
uses a neuro-evolutionary approach in order to automate the crowd animation
and to provide the characters with a higher level of autonomy. Other authors
have used genetic algorithms for crowd animation like [7] and [6], but their
application in real productions is still marginal. Multitude has been developed in
collaboration with a 3D animation company to be applied in its productions, so
applicability, reliability and usability have been very relevant issues. In fact, the
main contributions of this paper are in the design decisions that have been made
to make a neuro-evolutionary approach practical for real applications, especially
in terms of how the artists have to express what they want from the scene
in a natural manner so that the neuro-evolutionary system can really produce
appropriate results. The resulting system is a combination of a powerful search
procedure with a visual design technique that shows the practical potentially of
intelligent hybrid approaches [16][4].

The remainder of the paper is structured as follows: section 2 is devoted to
the description of the Multitude system, including the details about scene spec-
ification, the neuro-evolutionary approach proposed here, the visual behavior
definition tool and the fitness assignment method. Section 3 contains the de-
tails of a prototypical crowd scene solved using Multitude and, finally, section 4
comments on the main conclusions of this work.

2 The Multitude Tool

2.1 Scene Specification

In order to provide some context, it is necessary to explain the elements and
processes involved in the manual creation of a scene in the basic Multitude tool.
All the information required to specify a scene is represented in the scene spec-
ification file. This file defines, along with other important information, all the
types of characters that appear in the scene. Each type contains the common
information to all the characters of the same group, such as its 3D model or
the textures. Also, each type of character will have an associated definition of
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its brain, that is, the subsystem devoted to the execution of actions. Once a
character type is defined, instances of it can be created and placed in the scene.
Each character has a particular set of attributes, which are different from those
of other characters, like its starting position or height. The brain is defined at a
character-type level, so every character of the same type in the scene will have
its own implementation of the same brain.

The brain of a character returns the actions the character should execute ev-
ery frame, depending on its previous state. For example, if the character is facing
a wall, turn 180 degrees could be an action. In order to simplify the behavior
definition, the brain can be programmed using a node-based graphical language.
Each node is a box representing a command with inputs and outputs. Inputs
and outputs from different nodes can be connected to create commands that are
more complex. There are three kind of nodes: sensors, actuators and operators.
The sensors return information about the character or the environment, such as
the speed of the character or the current frame. The actuators create a response
in the character. For example, double speed or turn 45 degrees could be actuator
outputs. Finally, the operators allow creating complex programs transforming
the outputs of the sensors into the desired inputs for the actuators. Some op-
erator examples could be arithmetic operators, such as sums or multiplications;
logic operators such as or, and, etc.

Once the scene specification file is created, the scene can be executed. As a
result, we obtain a visual representation of the situation and a scene summary
file. This file contains all the information about the simulation, like the distance
covered by each character, the number of jumps performed, etc. This information
is computationally costly to obtain, but it is very important for the automatic
evaluation of a scene.

2.2 Neuro-evolutionary Design

In general terms, our objective in this work was to provide each character with
an ANN in the brain subsystem. The ANN node is a black box impossible to
manipulate and transform into a nodes network, consequently, it will not be
equivalent to any network created manually. Performance is a priority in this
system, so for the brains we have implemented a multilayer perceptron with
two hidden layers and with the weights as the only variable parameters. This
architecture is flexible enough for the purpose we have in mind and minimizes
the number of values to find. Ideally, the ANN-node should have all the sensors
as inputs and all the actuators as outputs, but if some are not going to be used
in a scene (for example a jump is not always allowed) they can be removed to
reduce the number of parameters to improve performance.

In order to produce the appropriate values for the parameters of the ANNs,
we are going to evolve them [5]. That is we are going to evolve the ANNs starting
from a random population of chromosomes that encode the weights of the ANN
using the Differential Evolution (DE) algorithm. This algorithm provides fast
convergence with small populations [3], making it the most suitable for our task
given the fact that a simulation needs to be run for each chromosome and the
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simulations are the bottleneck of this system. The specific version of DE that
has been used is the DE/rand/1/bin described in the original work of Storn and
Price [11].

The fitness required by the evolutionary algorithm for each individual in the
population will be obtained by running a simulation and determining how good
the scene is in terms of how similar the behavior of the crowd is to the one
that is desired. This is the key aspect of this work, as for a director or an
artist to express how they want the crowd to behave in terms of something the
evolutionary algorithm can use in order to calculate fitness is not obvious.

2.3 Visual Behavior Definition and Fitness Assignment

As indicated, the main problem of any automatic behavior generation approach
to produce scenes that are going to be part of films resides in evaluating if a scene
is what the director wants. Obviously, the ideal way for evaluating it would be
for the director to see it and directly score how good she considers the scene.
However, scoring by hand all the scenes that are generated by simulating the
operation of each possible brain in the evolutionary algorithm population is a
very inefficient procedure. It would take much longer than obtaining the scene in
the traditional way. An alternative method needs to be found to evaluate a scene
from objective data, so that it can be carried out automatically. In the end this
implies that the director or animator needs to somehow specify what he wants
in a way that is natural to him and this specification can then be used to score
the different scenes produced by relating it to the information from the scene
summary file. In other words, the real challenge of this application, is finding a
way of converting the desires of the user (director) on how the scene should pan
out into something understandable by the system without using a programming
language. This software is aimed at artists and computer animators that usually
do not have these kinds of skills, so we will try to demand from them what they
do better: to draw.

Thus, the way to represent how the user wants a crowd behavior to take
place in an environment is going to be by drawing what the user expects from
the crowd. However, the behaviors a director requires are in general complex,
that is, they usually involve a series of basic behaviors that are carried out
simultaneously or sequentially.

To calculate the fitness value, the main behavior is going to be divided into
different sub-behaviors, and each one will be evaluated separately. For instance,
let’s consider a scene where we want the characters to walk to a point in the
environment avoiding any obstacles such as pillars they main find, and, once
there, sit down. This complex behavior can be divided into three simpler ones:
walk to the target point, sit down and avoid obstacles. The scene will be better if
all the objectives are achieved than if only some of them are. Also, each objective
can be evaluated independently from the others.

Additionally, whenever possible, each sub-behavior should should not evaluate
characteristics of the crowd but characteristics of a single character that affect
the behavior of the crowd. The reason being that a character should act reacting
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to its own situation. It is easy to see, for instance, that if you want the center
of mass of the crowd to reach a given point, some characters may be far from it
and the scene achieve a high fitness value.

Obviously, this division into sub-behaviors that are evaluated independently
converts the problem into a multi-objective problem. As such, two approaches
can be used to evolve the populations of ANNs: use a dominance based evo-
lutionary algorithm or integrate the objectives through some type of weighed
combination function and use more traditional evolutionary algorithms. Here
we have chosen the second approach as one of the requirements was for the users
to be able to decide on the importance of the different objectives and try them
out easily. Thus, the users are provided with sliders that allow them to assign
a relevance to each objective. This relevance will correspond to the weight with
which the objective will be weighed in a sum that produces the global fitness of
the scene. They are also provided with a checkbox that allows them to indicate
whether a sub-behavior is mandatory (that is, for instance, the character must
jump, otherwise the scene is not valid) and these will be used as product terms
over the fitness value.

Thus, for the animator the procedure is quite simple. A set of the most com-
mon types of behaviors are defined and each one of them is assigned a way of
representing it as the intensity of color in a line or area. For example, if the
objective is for the crowd to move from one area of the environment to another,
a ”go to” behavior is defined. To represent it, the user should associate a color
channel to the behavior and draw a path from the origin to the target with grow-
ing intensity. The character should interpret that it should move in the direction
of the increasing gradient. Once the behavior is defined, a fitness function is
constructed to evaluate it as a function of color intensity. In this case, the fitness
for one character could be the normalized value of the sum of the intensities of
the color under the character in each frame of the scene. The nearer to the target
the character finishes the scene, the higher the fitness value will be.

In order to recognize the colors in the environment, each character is provided
with a sensor for each behavior that is painted. Those sensors sense the following
information: the color intensity under the character, the angle to the direction
of highest increasing intensity and the angle to the direction of least intensity in
his surroundings. The information about the different color channels under the
characters in each frame will be stored in the scene summary file. Although new
behaviors can be added as needed, the user must have a set of the most common
ones. To use one of them it only needs to select it from the list, assign it a color
channel, and paint in the environment the desired behavior.

For the sake of making how the system works more understandable, a set of
basic behaviors are described in what follows:

– Go to: We already talked about this behavior earlier.
– Path: The characters should stay during the whole scene within areas painted

with the highest intensity of the associated color. This behavior is useful to
draw paths or areas where the characters can move freely. The fitness value
for each character (FC) is obtained, as in the previous example, by adding
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the value of the channel under it in each frame and normalizing it between
0 and 1.

– Border: Complementary to paths, characters should not cross borders. Al-
though it is similar to path, users find it more intuitive to split complemen-
tary behaviors.

– Acceleration: Characters should increase speed when they are over the color
associated to this behavior. The speed can have values between 0 and 1, and
the intensity of the channel is the desired increase of speed. To calculate the
fitness, the speed in the next frame should be the speed in the current frame
plus the intensity of the acceleration channel. The fitness value will be the
normalized average of the differences between observed and desired values.

– Deceleration: The complementary channel to acceleration.
– Dispersion: If the value of the dispersion channel is larger than zero, the

characters must try to separate from each other. The more intense the color,
the larger the separation. Being together or separate from one another is not
an absolute concept and it depends on the size of the characters. To calculate
this fitness value, the user needs to define two extra parameters indicating
the distances that can be considered close and far (an approximation could
be obtained from the measurements of the scenery and the characters). To
calculate the fitness value, the user should proceed as in the previous ex-
amples but using the difference between the current distance to the closest
character and the new one.

– Concentration: The complementary channel to dispersion.
– Jump: The characters must jump if they detect the jump channel. The more

intense the associated color, the higher the fitness. The fitness value is the
average of the intensities of the channel in the frames where the character
jumps.

– Animation: Similar to jump but for changing the animation cycle. For ex-
ample, run, walk, dance, sit down...

This way of representing behaviors is easy to understand and does not require
much training. Also, it is easily extendable in the case of users with programming
skills. Adding a new behavior only requires creating a new class defining how
the fitness value should be calculated for a character.

3 Practical Example

In what follows we will present an example of the operation of Multitude in a
particular scene. In the stage, as we can see in figure 4, there are two adjacent
rooms and one door connecting them. A crowd, which is standing in a room, has
to walk over to the second room avoiding collisions among the characters and
with the walls. Obviously, the behavior has to be realistic, and, therefore, the
characters must get closer together as they approach the door. In the same way,
the characters must move away from each other after going through the door.
Besides, if a character goes through the left side of the door it should keep on
walking on the left side and not cross over to the right side of the scenario.
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Fig. 1. Gradients that determine the behavior of the crowd for the scene

Fig. 2. The behavior node network for the two rooms scene

To produce this scene we have used a node network with one output and four
inputs. The output will determine the turning angle for the character in each
frame and the inputs are:

– Direction of the greatest intensity of the path.
– Direction of the greatest intensity of the destination.
– Dispersion intensity at the current position.
– Angle to the nearest character.

The first step is to determine the desired behavior for the characters by paint-
ing behavior gradients onto the scene. To achieve this, the artist used four dif-
ferent gradients as shown in figure 1:
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Fig. 3. Evolution results for the scene

1. A path gradient, to indicate which path the crowd must follow (top left
gradient in the figure).

2. A destination gradient, to determine that the door is the destination in the
first room (top right gradient).

3. An acceleration gradient indicating that the crowd must increase its speed
when getting close to the door, just before going through it (bottom left
gradient).

4. A dispersion gradient to make the characters move away from each other
after going through the door (bottom right).

Three fitness terms are taken into account in order to score the solutions:
following the path, reaching the destination and finishing the scene with enough
distance between all of the characters. We consider that speed is a non evolvable
parameter. The speed changes are solved by using a simple behavior node net-
work that fulfills the requirements provided by the acceleration gradient. With
this in mind, the following formula is used to evaluate the fitness of a solution
S:

fitness(S) =
Path+Destination

2
× 0.6 +Dispersion× 0.4

Figure 2 displays the ANN node in the top network with the four inputs and
one output commented above. Specifically, this ANN was made up of 4 inputs,
two hidden layers of 4 and 3 neurons and one output neuron. The bottom network
displayed in figure 2 is created to manage the speed.

On the other hand, figure 3 shows the results of the evolutionary process in
terms of the evolution of the fitness value with growing generations of evolution.
The best individual fitness as well as the population average improves with the
number of generations.
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Fig. 4. Different frames of the final scene

The maximum theoretical fitness is 100 but, due to the nature of the problem,
there is no way to know if the best scene will ever achieve that value. In fact,
in most cases it will achieve a very low value well below this maximum. This
test, which achieved a fitness value of 64.43, ran on 35 processors, considering
a population of 35 individuals and 600 generations, for 168 minutes. The scene
length was 300 frames.

In figure 4 we display four frames of the final scene obtained with Multitude,
showing the potentiality of the tool for future productions.

4 Conclusion

This paper deals with the problem of automating the generation of crowd behav-
iors in animated films. To this end, we propose a neuro-evolutionary approach
that is integrated with the traditional way in which artists and animators do
their work. Thus, the different characters that make up the crowd in a scene
are controlled by a brain consisting of a neural network based node that con-
trols those behaviors whose generation need to be automated, together with any
additional nodes the designer wants to introduce with respect to behaviors he
knows how to obtain. The network based behavior controller is the same for all
the individuals in the crowd and it is evolved using as fitness a composition of
the fitness of the individual sub-behaviors that make it up. The most important
element for artists and animators within the field is that these fitness functions
are defined by the user as drawings of colored lines or areas in the environ-
ment which, through their color intensity and its gradients, provide an energy
based aggregative fitness value for the individuals in the crowd. The approach
presented here has been tested in the creation of different scenes within the
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animation department of a local film company and the results have been very
promising. It produces realistic results and, what is more important for them,
it provides a very simple way to define what the director wants from the scene
and to manipulate the different objectives in order to achieve the desired result
precisely.
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Hybrid System for Mobile Image Recognition

through Convolutional Neural Networks
and Discrete Graphical Models

William Raveane and Maŕıa Angélica González Arrieta

Universidad de Salamanca, Salamanca, Spain

Abstract. A system is presented which combines deep neural networks
with discrete inference techniques for the successful recognition of an
image. The system presented builds upon the classical sliding window
method but applied in parallel over an entire input image. The result
is discretized by treating each classified window as a node in a markov
random field and applying a minimization of its associated energy levels.
Two important benefits are observed with this system: a gain in per-
formance by virtue of the system’s parallel nature, and an improvement
in the localization precision due to the inherent connectivity between
classified windows.

Keywords: computer vision, deep neural networks, graphical models.

1 Introduction

Hybrid intelligent systems have consistently shown benefits that outperform
those of their individual components in many tasks, especially when used along
neural computing [1]. In recent years, two main areas of computer vision have
gained considerable strength and support: On one side, soft computing tech-
niques based on non-exact but very accurate machine learning models like neural
networks, which have been successful for high level image classification [7]. Con-
trasting these systems, computer vision techniques modeled by graphical models
have enjoyed great reception when performing low level image processing tasks
such as image completion [6]. In this paper, we combine both of these techniques
to successfully classify and localize a region of interest within an input image.

We use Convolutional Neural Networks (CNN) [3] for the classification of im-
age content. CNNs have become a general solution for image recognition with
variable input data, as their results have outclassed other machine learning ap-
proaches in large scale image recognition tasks [4]. Paired to this CNN classifier,
we use energy minimization of a Markov Random Field (MRF) [8] for inference
and localization of the target within the image space. Graphical models such as
this have been implemented in areas of computer vision where the relationship
between neighboring regions plays a crucial role [2].

We review the implementation of this system specifically within a mobile de-
vice. With the increasing use of mobile hardware, it has become a priority to
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provide these devices with computer vision capabilities. Due to the high compu-
tational requirements, this need has mostly been met by outsourcing the analysis
to a remote server over the internet. This approach introduces large delays and
is hardly appropriate when interactivity and responsiveness are paramount. Em-
bedded environments have intrinsic architecture constraints which require algo-
rithms to make the best use of the available computing capacity. The proposed
system exploits this specific platform by reducing the overall required memory
throughput via a parallel execution approach. This is achieved by applying layer
computations over the entire image space, as opposed to running smaller patches
individually, as is common with the sliding window approach normally used in
this type of image classification.

2 Background

The network on which our system is based upon is a standard CNN. Figure 1
depicts the layer structure of such a network, and it is the reference architecture
used throughout this paper to describe the concepts of the framework presented.

128L

10×10       5×5 1×1
(Scalar)

INPUT

32×32
Neuron
Map Size:

12C5 + 12MP2

28×28    14×14

32C5 + 32MP2 2L (OUTPUT)

1×1
(Scalar)

Fig. 1. A typical convolutional neural network architecture, with three input neurons
for each color channel of an analyzed image patch, two feature extraction stages of
convolutional and max-pooling layers, and two linear layers to produce a final one-vs-
all classification output

In the initial stages of the CNN, a neuron consists of a two-dimensional grid
of independent computing units, each producing an output value. As a result,
every neuron will itself output a grid of numerical values, a data structure in
R2 referred to as a map. When applying CNNs to image analysis, these maps
represent an internal state of the image after being processed through a con-
nective path leading to that particular neuron. Consequently, maps will usually
bear a direct positonal and feature-wise relationship to the input image space.
As data progresses through the network, however, this represenation turns more
abstract as the dimentionality is reduced. Eventually, these maps are passed
through one or more linear classifiers, layers consisting of traditional single unit
neurons which output a single value each. For consistency, the outputs of these
neurons are treated as 1×1 single pixel image maps, although they are nothing
more than scalar values in R

0.
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2.1 CNN Layer Types

The first layer in the network consists of the image data to be analyzed, usually
composed as the three color channels. The notationNjXKj is used to describe all
subsequent layers, where Nj is the neuron map count of layer j, X ∈ {C,MP,L}
denotes the layer type group (Convolutional, Max-Pooling, and Linear), and Kj

is the parameter value for that layer.
The first part of every C → MP feature extraction stage is a convolutional

layer. Here, each neuron linearly combines the convolution of one or more pre-
ceding maps. The result is a map slightly smaller than the input size by an
amount known as the kernel padding, which arises from the boundary condi-
tions of the valid convolution algorithm. It is defined as Kj/2 − 1, where Kj is
convolutional kernels size of layer j. Therefore, the layer’s map size will be given
by Mj = Mj−1 − Kj/2− 1, where Mj−1 is the the preceding layer’s map size.

A max-pooling neuron acts on a single map from a preceding convolutional
neuron, and its task is to subsample a pooled region of size Kj. The result is a
map size that is inversely proportional to said parameter by Mj = Mj−1/Kj.

Linear layers classify feature maps extracted on preceding layers through a
linear combination as in a perceptron – always working with scalar values – such
that Mj = 1 at every layer of this type.

Finally, the output of the final classification layer decides the best matching
label describing the input image. Fig. 2 shows the information flow leading to
this classification for a given image patch, where the CNN has been trained to
identify a particular company logo.

Fig. 2. Visualization of the first three neuron maps at each stage of the CNN. Note
the data size reduction induced at each stage. The output of this execution consists of
two scalar values, each one representing the likelihood that the analyzed input image
belongs to that neuron’s corresponding class. In this case the logo has been successfully
recognized by the higher valued output neuron for class “Logo”.
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2.2 The Sliding Window Method

Recognition of images larger than the CNN input size is achieved by the sliding
window approach. This algorithm is defined by two quantities, the window size
S, usually fixed to match the CNN’s designed input size; and the window stride
T , which specifies the distance at which consecutive windows are spaced apart.
This stride distance establishes the total number of windows analyzed W for a
given input image. For an image of size Iw × Ih, the window count is given by:

W =

(
Iw − S

T
+ 1

)(
Ih − S

T
+ 1

)
=⇒ W ∝ IwIh

T 2
(1)

Figure 3 shows this method applied on an input image downsampled to
144×92, extracting windows of S = 32 for the simple case where T = S/2. A
network analyzing this image would require 40 executions to fully analyze all ex-
tracted windows. The computational requirement is further compounded when
a smaller stride is selected – an action necessary to improve the resolving power
of the classifier: at T = S/8, 464 separate CNN executions would be required.

Fig. 3. An overview of the sliding window method, where an input image is subdivided
into smaller overlapping image patches, each being individually analyzed by a CNN. A
classification result is then obtained for each individual window.

3 Optimized Network Execution

The method proposed introduces a framework where the stride has no significant
impact on the execution time of the C →MP stages, as long as the selected stride
is among a constrained set of possible values. This is achieved by allowing layers
to process the full image as a single shared map instead of individual windows.
Constraints in the possible stride values will result in pixel calculations to be
correctly aligned throughout the layers.

3.1 Shared Window Maps

CNNs have a built-in positional tolerance due to the reuse of the same convo-
lutional kernels over the entire neuron map. As a result of this behavior, their
output is independent of any pixel offset within the map, such that overlapping
windows will share convolved values. This is demonstrated in Fig. 4.
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Fig. 4. Two adjacent windows extracted from an input image, passed through the 12C5
+ 12MP5 feature extractor. A detailed view of the convolved maps in the overlapping
top-right and bottom-left quarters of each window shows that these areas fully match.

This leads to the possibility of streamlining the feature extractors by running
their algorithms over the full input image at once. Hence, each C →MP neuron
will output a single map shared among all windows. This greatly reduces the
expense of calculating again convolutions on overlapping regions of each window.
Figure 5 shows an overview of the shared map process, which passes the input
image in its entirety through each stage of the network.

Fig. 5. The shared map execution method for a convolutional neural network, where
each layer processes an entire image in a single pass, and each neuron is now able to
process maps with dimensions that far exceed the layer’s designed input size

By doing this, the output layer now produces a continuous and localized class
distribution over the image space, a result which contrasts greatly to that of a
single classification value as was previously seen in Fig. 2. The output of this
execution consists of image maps where each pixel yields the relative position of
all simultaneously classified windows.

Similar to the per-window execution method, the intensity value of a pixel
in the output map represents the classification likelihood of the corresponding
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window. Note how the relative position of the logo in the input image has been
discovered after only one shared map execution of the network. An account of
the window size and stride is also displayed, illustrating how it evolves after each
layer, while the total window count remains the same. Here, the correspondence
of each 32×32 window in the input image can be traced to each one of the pixels
in the output maps.

3.2 Window Configuration

The operation of the shared map process relies greatly on the details of the
dimensionality reduction occurring at each layer within the network. For this
reason, it is necessary to lay certain constraints that must be enforced when
choosing the optimum sliding window stride.

At each layer, the window size and stride are reduced until they eventually
become single pixel values at the final linear layers. The amount of reduction at
each stage varies according to the type of the layer and its parameters. All of
these quantities can be found in a well defined manner as given by:

Sj =

⎧⎪⎨⎪⎩
Sj−1 −Kj − 1 if j ∈ C
Sj−1/Kj if j ∈MP
Sj−1 if j ∈ L

(2)

Tj =

{
Tj−1 if j ∈ C ∪ L
Tj−1/Kj if j ∈ MP

(3)

Where the window size Sj and its stride Tj at layer j depends on the various
parametersKj of the layer and the window size and stride values at the preceding
j − 1 layer. This equation set can be applied over the total number of layers of
the network, while keeping as the target constraint that the final size and stride
must remain whole integer values. By regressing these calculations back to the
input layer j = 0, one can find that the single remaining constraint at that layer
is given by:

T0 ≡ 0 mod
∏

j ∈ MP
Kj (4)

In other words, the input window stride must be perfectly divisible by the
product of the pooling size of all max-pooling layers in the network. Choosing
the initial window stride in this manner, will ensure that every pixel in the final
output map is correctly aligned thoughout all shared maps and corresponds to
exactly one input window. Fig. 6 follows the evolution of the window image data
along the various layers of the sample network architecture, showing this pixel
alignment throughout the CNN.
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Fig. 6. The CNN layers and their effect on the window pixel space, illustrated in
one dimension for simplicity. Two successive 32×32 windows W 1 and W 2 are shown.
Overlapping pixels at each layer are shaded. Starting with an input layer window stride
T0 = 4, the final output layer results in a packed T6 = 1 window stride, so that each
output map pixel corresponds to a positional shift of 4 pixels in the input windows, a
relationship depicted by the darkened column path traversing all layers.

4 Discrete Inference of CNN Output

The common practice to obtain a final classification from an output value set
as seen in Fig. 5 is to identify which class has a higher output value from the
CNN at each each window (here, each pixel in the output map). While efficient,
results from this procedure are not always ideal because they only take into
account each window separately.

Furthermore, maximum value inference is prone to false positives over the
full image area. Due to their non-exact nature, neural network accuracy can de-
crease by finding patterns in random stimuli which eventually trigger neurons in
the final classification layer. However, such occurrences tend to appear in isola-
tion around other successfully classified image regions. It is therefore possible to
improve the performance of the classifier by taking into account nearby windows.

There exist many statistical approaches in which this can be implemented,
such as (i) influencing the value of each window by a weighted average of neigh-
boring windows, or (ii) boosting output values by the presence of similarly clas-
sified windows in the surrounding area. However, we propose discrete energy
minimization through belief propagation as a more general method to determine
the final classification within a set of CNN output maps. The main reason being
that graphical models are more flexible in adapting to image conditions and can
usually converge on a globally optimal solution.
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4.1 Pairwise Markov Random Field Model

Images can be treated as an undirected cyclical graph G = (N , E), where nodes
ni ∈ N represent an entity such as a pixel in the image, and graph edges eij ∈ E
represent the relationship between these nodes. If, for simplicity, 4-connectivity
is used to represent the relationship between successive nodes in a graph; then
each node will be connected to four others corresponding to its neighbors above,
below, and to each side of the current element.

The output space of the convolutional neural network can therefore be rep-
resented in this manner through a graph. However, instead of describing pixel
intensity values, each node in the graph represents the classification state of
the corresponding window. This state takes on a discrete value among a set
of class labels c ∈ C ≡ {BG,Logo} corresponding to the classification targets
of the CNN. Thus, each node in the graph can take on one of several discrete
values, expressing the predicted class of the window that the node represents.
Fig. 7 (Left) displays the structure of such a graph.

It can be seen that if nodes represent classification outcomes, there is a strong
relationship between them. The reason is that continuity throughout a map
tends to be preserved over neighboring regions due to strong local correlation in
in input images. This inflicts a Markovian property in the graph nodes where
there is a dependency between successive nodes. Therefore, this graph follows
the same structure as an MRF, and any operations available to this kind of
structure will be likewise applicable to the output map.

4.2 Energy Allocation

To implement energy minimization on an MRF, it is necessary to assign energy
potentials to each node and edge. These energies are usually adapted from ob-
served variables, and in this case, they correspond to the values of the output
maps and combinations thereof. Therefore, MRF optimization over a graph G
can be carried out by minimizing its Markov random energy E, given by:

E(G) = E(N , E) =
∑

ni ∈ N
Θi(ni) +

∑
eij ∈ E

Θij(eij) (5)

Here, Θi(·) corresponds to the singleton energy potential of node ni, andΘij(·)
is a pairwise potential between nodes ni and nj . Starting from the CNN output
map observations, the singleton potentials can be assigned as:

Θi =

⎡⎢⎢⎢⎣
ω 0

i

ω 1
i
...

ω C
i

⎤⎥⎥⎥⎦ (6)

ω a
i =

∑
c ∈ C

{
1− (O c

i )
2 if a = c

(O c
i )

2 otherwise
(7)
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Where C is the total number of classes in set C (2 in the sample CNN archi-
tecture), and O c

i is the observed CNN value for window ni ∈ N and class c ∈ C.
In this manner, each ωa

i value is an MSE-like metric that measures how far off
from ideal training target values did the CNN classify window ni as. Thus, a
lower potential value will be assigned to the most likely class, while a higher
potential value will be given to other possible classes at this node.

Pairwise potentials can be defined as:

Θij =

⎡⎢⎢⎢⎣
δ 00

ij δ 01
ij . . . δ 0C

ij

δ 10
ij δ 11

ij δ 1C
ij

...
. . .

δ C0
ij δ C1

ij δ CC
ij

⎤⎥⎥⎥⎦ (8)

δ ab
ij =| O a

i −O b
j | (9)

Where each value δabij is a straightforward distance metric that measures the
jump in CNN output values when switching from class a to class b between
windows ni and nj. Thus, these potentials will be small if the same class is
assigned to both nodes, and large otherwise. Fig. 7 (Right) shows all energy
assignments per node pair.

n

G

O O

O

n

n

e

e

n1 n2

Q12
LL

Q12
BB

Q12
BL Q12

LB

Q2
B

Q2
LQ1

L

Q1
B

c = Logo

c = BG

Window 1              Window 2

e12

Fig. 7. Left: A subset of the MRF graph G formed by the CNN output space, where
each node ni represents the classification state of a corresponding window analyzed with
the network, whose outputs are implemented into this system as the observed hidden
variables O. Nodes have a 4-connectivity relationship with each other represented by
the edges eij thus forming a grid-like cyclical graph. Right: A detail of the potential
energies assigned to each of two nodes {n1, n2} connected by edge e12. The singleton
potentials Θ a

i correspond to the energy associated with node i if assigned to class a,
and the pairwise potentials Θ ijab are the changes in energy that occur by assigning
class a to node ni and class b to node nj .

Applying Belief Propagation [5] to find the lowest possible energy state of the
graph will now yield an equilibrium of class assignments throughout the image
output space.
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5 Results

The test application is developed for the Android mobile OS as an OpenGL ES
shader which makes use of the available computing capabilities of the device
GPU. The main logic of the system is placed within a fragment shader running
the CNN per-pixel over a Surface Texture memory object. The test device is
equipped with a quad core 1.3 GHz Cortex-A9 CPU with a 12-core 520 MHz
Tegra 3 GPU. This SoC architecture embeds 1 Gb of DDR2 RAM shared by
both the CPU and GPU.

The test system executes the same CNN architecture described in Fig. 1,
except for the classification layer having 32 output neurons corresponding to
one background label and 31 different logo labels. This network is exectued over
8 simultaneous 144×92 images forming a multi-scale image pyramid. The energy
minimization technique as described in Section 4 is then applied, but over a 3D
graph formed with 6-connectivity between nodes such that each window is also
aware of window classifications at the corresponding larger and smaller scale
steps. Table 1 gives a summary of the results obtained from this setup.

Table 1. Results of tests with several input layer stride T0 configurations, from the
closest packed 4×4 to the non-overlapping 32×32 layouts. A total window count W
at each pyramid level and over the full 8 level pyramid, as well as the window overlap
coverage OC per input map is given for each of the stride selections. An average over
20 test runs for each of these configurations was taken as the execution time for each
of the methods described herein – the traditional per-window execution method, and
our shared map technique. A speedup factor is calculated showing the performance
improvement of our method over the other.

T0 W OC Execution Time (ms) Speedup

Level Pyramid Per-Window Shared Map

4×4 464 3,712 98.4% 29,730 1,047 28.4x
8×8 112 896 93.8% 7,211 387 18.6x

12×12 60 480 85.9% 3,798 311 12.2x
16×16 32 256 75.0% 2,051 240 8.5x
20×20 24 192 60.9% 1,536 252 6.1x
24×24 15 120 43.8% 945 203 4.7x
28×28 15 120 23.4% 949 200 4.7x
32×32 8 64 0.00% 514 171 3.0x

It is of great interest to note the final 32×32 configuration. Regardless of
the fact that there is no overlap at this stride, a 3.0 speedup is still observed
over running the windows individually. This is due to the inherent reduction in
memory bandwidth through the system’s pipelined execution approach, where
the entire image needs to be loaded only once per execution. This contrasts the
traditional approach where loading separate windows into memory at different
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times requires each to be individually sliced from the original memory block – a
very expensive operation in the limited memory throughput of mobile devices.

The results of the inference system are more of a qualitative nature, as it
is difficult to objectively establish a ground truth basis for such experiments.
This system aims to localize classified windows, therefore it is subject to an
interpretation of which windows cover enough of the recognition target to be
counted as a true positive. Regardless, Table 2 gives an indicative comparison of
the system against the competing techniques previousy described. Fig. 8 shows
a visual comparison.

Table 2. Results of various inference algorithms for the final classification, describing
the Accuracy (TP+TN/ALL), PPV (TP/TP+FP), and F1 (2TP/2TP+FP+FN) metrics

Algorithm Accuracy PPV F1

Maximum Value 0.942 0.341 0.498
Weighted Average 0.964 0.391 0.430
Neighbor Boosting 0.972 0.489 0.591
Energy Minimization 0.981 0.747 0.694

Fig. 8. Comparison of the final “Logo” classification and localization, applying the
classical maximum value per class extraction vs. our proposed energy minimization
inference method on the two CNN output maps introduced in Figure 5

6 Conclusions

A system for the optimization of convolutional neural networks has been pre-
sented for the particular application of mobile image recognition. Although a
simple logo classification task was used here as a sample application, CNNs al-
low for many other image recognition tasks to be carried out. Most of these
processes would have great impact on end users if implemented as real time mo-
bile applications. Some examples where CNNs have been successfully used and
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their possible mobile implementations would be (i) text recognition for visually
interactive language translators, (ii) human action recognition for increased user
interactivity in social applications, or even (iii) traffic sign recognition for em-
bedded automotive applications. Any of these applications could be similarly
optimized and discretized by the system presented here.

In addition to the CNN classifier, the MRF model is very flexible as well and
its implementation can be adjusted to domain-specific requirements as needed
by each application. For example, a visual text recognizer might implement pair-
wise energy potentials which are modeled with the probabilistic distribution of
character bigrams or n-grams over a corpus of text, thereby increasing the overall
text recognition accuracy.

Therefore, we believe this to be a general purpose mobile computer vision
framework which can be deployed for many different uses within the restrictions
imposed by embedded hardware, but also encouraging the limitless possibilities
of mobile applications.
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Abstract. The paper presents a method of object recognition by means of a re-
duced data set.  These data are specially prepared. The proposed method was 
also compared with two other well-known data reduction techniques, Principal 
Component Analysis (PCA) and Singular Value Decomposition (SVD). Objects 
can mostly be described through many features but these features can have  
different discriminant powers. The Hotelling’s statistical method, allows deter-
mining the best discriminatory features and similarity measures which can be 
simultaneously selected.  

Keywords: Hotelling’s statistics, classification, recognition, biometrics. 

1 Introduction 

Any object can be characterized by means of features. The choice of features is an 
important criterion in the recognition process because the selection of features can 
change the recognition level accuracy and also allows a reduction in the number of 
features which should be taken into consideration [14], [16]. Features are selected by 
analyzing the efficacy of a feature in grouping objects of the same class and discrimi-
nating it from the members of other classes.  The algorithm presented in this work 
performs the selection of the features but also indicates the best similarity measures 
which should be used in the recognition process (from the set of available measures), 
allowing the object recognition error to be minimized.  

Today, many features of objects can be captured. For this reason there is a ques-
tion of which features should be preferred in object recognition. In other words we 
ask which features have the greatest discriminant factors. A reduced number of 
features also ultimately reduces the computation time required for the recognition 
process and the size of databases can be smaller. The approach can be applied espe-
cially in recognition, classification, computer vision, and biometric systems. From a 
practical point of view a biometric system is a pattern recognition system which 
recognizes a user based on anatomical or behavioral characteristics [4], [5], [22]. 
Depending on the context, a biometric system can operate in either verification or 
identification mode. Verification involves confirming or denying a person's claimed 
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identity. In this paper only the object verification problem will be considered. In 
this study, we present a Hotelling's 2T test that utilizes data to identify objects in 
two test groups [9], [12], [17]. The Hotelling method has been applied to various 
aspects of life, including genome association studies, microarray process control, 
charts or human liver cancers [13].   

If a similarity measure is inappropriately selected, the object can be incorrectly 
recognized and assigned to the wrong class. If the grouping result is unsatisfactory 
due to the wrong choice of features describing the object, it will be necessary to the 
new feature selection through the removal of certain features and possibly the addi-
tion of others.  

Various statistical methods have been proposed for the differentiation of objects on 
the basis of features analysis [4], [10], [15], [16], [18], [21]. A common characteristic 
of these methods is that they are essentially of univariate nature. Multivariate analyses 
take advantage of the correlation information and analyze the data from multiple ob-
jects jointly. However, applications of well-established multivariate statistical tech-
niques for data analyses are not straightforward because of high dimensionality.  

2 A New Method of Objects’ Features Preparation  

The main goal of the paper is to analyze two kinds of objects – original and forged 
signatures. In the first step two sets of signatures are formed. In the first step two sets 
of signatures are formed for every person. Let the set containing the original signa-
tures be denoted as follows: 

 1 1 2{ , ,..., }cS S Sπ = .                     (1) 

Let the set containing the forged signatures of the same person be denoted as: 

 2 1 2{ , ,..., }dS S Sπ Δ Δ Δ= .     (2) 

In the recording process, the discrete biometric features are sampled by a device (tab-
let), so signature S can be represented as a set of  z  points:  

 { }(1), (2), , ( ) ,S s s s z=   (3) 

where: 
( )s t  – the tth point of the signature S, 

z – the total number of signature points. 
 

During signing, the tablet is capable of measuring many dynamic parameters such 
as a pressure of a pen on the tablet surface, the pen’s position, velocity, and accelera-
tion, and so on. This implies that each discrete point s(t) is associated with many fea-
tures recorded by the device. Let the set of attainable features be denoted as

1 2{ , ,..., }uF f f f= . Hence, each discrete point 1 2( ) [ , ,..., ]t t t
us t f f f=  is a vector of the 

features. The most popular features [1], [8], [15] present Table 1. 
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Table 1. List of analysed features 

Feature  if , i= Name Feature  if , i= Name 

1 Pressure 6 x-coordinate

2 Acceleration 7 y-coordinate

3 x-velocity 8 Time of measurement 
4 y-velocity 9 Pen-up time

5 x,y – velocity 10 Pen-down time

 
Objects can be compared by means of the different similarity coefficients. Let a set 

of these methods be labeled as 1 2{ , ,..., }kM ω ω ω= . This means that the set M con-

tains methods and mathematical rules which can be included in the classification 
process. In this paper different similarity coefficients are taken into consideration. 
Table 2 presents various similarity computation methods. The similarities from Table 
2 were utilized in the practical tests performed in this paper. 

Table 2. List of similarity measures or coefficients [7] 

Measure/coeff. iω , 

i= 
Name  Measure/coeff. iω ,i= Name 

1 Euclidean 6 Jaccard

2 Gower 7 Fidelity

3 Minkowski 8 Bhattacharyya 
4 City Block 9 Hellinger

5 Cosine 10 Matusita

 
The similarity of the two objects can be determined by means of the same feature 

mf F∈  which occurs in these objects. The similarity of objects can be computed by 

means of the method j Mω ∈ . For this assumption we can construct a set FM of all 

possible combinations of  “feature–method” pairs: 

 { ( , ) : , },    1,..., ,i m j i m jFM f f F  M i u kε ω ω= ∈ ∈ = ⋅  (4) 

where: 
( , )m j if ω  – the i th pair: “object’s feature ( mf ) – analysis method ( jω ) ”, 1,...,m u= , 

1,...,j k= , 1,..., ,i u k= ⋅  

u  – number of  features of the object, 
k  – number of methods used in a comparison of the features. 

 

Data prepared can be appropriately ordered in matrix form. The matrix X  is built 
on the basis of the set 1π  of objects, while the matrix Y  is created on the basis of 

the set 1 2π π∪ . It can be observed that matrix X  is constructed on the basis of origi-

nal signatures of a given person (say person Q) when matrix Y  consists of data from 
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original and forged signatures of the same person. The matrices contain values of the 
similarity coefficient Sim calculated between pairs of objects: 

 [ ] [ ] [ ]1 2 1 1 1( )
2 2

,..., ,..., [ ,..., ]cc c c cu k
S S S S S S − ⋅ ×     

= ↔ ↔ ↔ =  X x x  (5) 

 1 1 1 1( ) ( )
,..., ,..., [ ,..., ]d c d c d

u k c d
S S S S S SΔ Δ Δ

⋅⋅ × ⋅
      = ↔ ↔ ↔ =      Y y y  (6) 

where: 
,i jS S  – the ith and  j th  original signatures of a given person, 

c – the number of all genuine signatures of a given person, 
,i jS S Δ  – the ith genuine and the j th forged signature of a given person, 

d – the number of all unauthorized (falsified) signatures of a given person. 
 

The similarity coefficients are computed using all combinations of “feature-
method” pairs. The first columnar vector of the matrix X and Y is shown below: 

1 1 11
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 (7) 

where: 
( , )( , ) m j if

a bSim S S ω – the ith similarity coefficient of the  feature mf  of the objects 

1,a bS S π∈  which was determined by means of the method jω , 
( , )( , ) m j if

a bSim S S ωΔ – the ith similarity coefficient of the  feature mf  of the objects 

1aS π∈  and 2bS π∈ which was determined by means of the 

method jω . 

3 The Object Feature Reduction Method 

The main goal of the investigation is to select the features that allow different objects 
to be distinguished. Features with low impact on the recognition process should be 
removed if possible. Features (Table 1) can be compared by means of different me-
thods (Table 2). The features selection and reduction methods are frequently used in 
practice. One of these methods is Hotelling’s discriminant analysis where feature 
reduction can be conducted automatically [2], [6], [10]. In the basic definition of the 
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one-sample Hotelling’s statistics we have n independent vectors of dimension p, ob-
served over time, where p is the number of dependent characteristics (features) of the 
objects which are being measured. In the approach considered in this paper only a 
two-class problem will be examined. For a two-class problem, the two-sample 2T  
statistics will be performed. In such a case we have two sets of independent vectors of 
features which form the two observation matrices X and Y.  

[ ]
11 12 1
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x x x

x x x

x x x
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   


 , (8) 

where:    

1 2[ , ,... ]Ti i i pix x x=x ,  

1 2[ , ,..., ]T
j j j pjy y y=y . 

In the basic version of Hotelling’s approach, the ith row of the matrix X or Y means 
the ith feature among all of the p features in all observations, while the jth column 
means the jth observation among all of the n observations. The object’s features create 
the vectors ix , jy  and should form a p-dimensional normally distributed population

~ ( , )i pNx μ  , ~ ( , )i pNy μ   [16]. The parameters μ  and Σ  are unknown, and 

they have to be estimated.  The parameter μ  can be expressed by the mean vectors, 

separately for the matrix X or Y: 

 [ 1, 2

1

1 1
,..., ]

n
T

xi p

i

x x
n n

= =

=

= x Y x ,         [ 1, 2

1

1 1
,..., ]

m
T

i p

i

y y y
m m

= =

=

= y Y y , (9) 

The variance-covariance matrix Σ , of dimension ×p p , can be estimated by un-

biased estimators, separately for the matrix X or Y:  

 1

1

1
( )( )

1

n
T

i i

i
n

=

= − −
−  x x x xS ,      2

1

1
( )( )

1

m
T

i i

i
m

=

= − −
−  y y y yS  (10) 

In Hotelling’s primary, fundamental definition it is assumed that the mean vectors 
and covariance matrices are the same for both populations. Both of the homogeneous 
covariance matrices, 1S  and 2S , are estimators of the common covariance matrix Σ . 

A better estimate can be obtained by pooling the two estimates. Hence, for the two-
class case, the pooled common variance-covariance matrix will be formed as a maxi-
mum likelihood estimator: 

 1 2( 1) ( 1)

2

n m

n m

− + −=
+ −

S S
S  (11) 
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1 1

1
( )( ) ( )( )

2

n m
T T

i i i i

i i
n m

= =


= − − + − −

+ −  
 
 x x x x y y y yS  (12) 

For such an assumption a two-sample Hotelling’s 2T  statistic is defined as fol-
lows: 

 
1

2 11 1
( ) ( ) ( ) ( )T Tn m

T
n m n m

−
−  ⋅= − − − −   +  

x y x y x y x yS + = S  (13) 

 21

( 2)

n m p
F T

p n m

+ − −=
+ −

 .  (14) 

The Hotelling’s 2T  statistics can be approximated well by means of Snedecor’s 
distribution: , 1,~ p n m pF F α+ − −

 , where α  denotes an established significance level.  

For a given signature, Hotelling’s approach allows the removal of the features 
which have the smallest discriminant power. In practice, discriminant analysis is use-
ful to decide whether a selected “feature-method” pair ( , )f ω  is important for the 

classification process. In this procedure, among all possible pairs only pairs with the 
greatest discriminant power will be left. This method will be called FMS (Feature-
Method Selection). For a given signature only its best discriminant features and me-
thods recognizing them will be ultimately selected. The reduction of features can be 
carried out gradually. In each successive step the feature that causes the smallest re-
duction of a multidimensional measure of discrimination is eliminated. In practice, it 
leads to data reduction in the matrices X and Y. Reduction of the matrices was per-
formed step by step for every accessible “feature-method” pair [6], [10]. 

 

1. Taking into consideration the absence of the ith “feature–method” pair, the dis-
criminant measure is computed:  

 { } 2
1 1 11, ,# ,   ( , , , , , )i i i qi FM T ε ε ε ε− +∀ ∈    , (15) 

where q  denotes the number of all possible combinations of the “feature-method” 

pairs and iε , as before, denotes an element of the set FM. In the first step of the algo-

rithm we assume that q u k= ⋅ . The reduction procedure always concerns the current 

pair ( , )i ifε ω , mentioned in Eq. (4). 

 
2. The need for the  ith “feature–method” pair can be checked as follows:  

 2 2
1 1 1 1( , , ) ( , , , , , )i q i i qU T Tε ε ε ε ε ε− += −   . (16) 

3. The value F is calculated: 

 ( )2
1

( 1) .
1 , ,

i

q i

U
F n m p

T Uε ε
= + − − ⋅

+ −



 (17) 
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Because we have only two classes, the ith pair is redundant if the following condition 

is fulfilled 1, 1,n m pF F α+ − −< . If condition is not satisfied then the similarity factor com-

puted for the actual “feature-method” pair is important and cannot be ignored. If the 
value of F does not fall into the critical region, the current ith row of the matrices X and 
Y is removed. In the successive step the parameter q  is decreased, and the algorithm 

always starts with the new value of the parameter q  from the beginning, that is, for

1, 2,...q q− − . Hence, the dimension of the matrices is successively reduced. 

4 Object Verification 

In the proposed approach the k-Nearest Neighbor (k-NN) method was applied [4], [19-
20]. Genuine signatures came from the database, so these signatures form the first 
class 1π . The falsified signatures form the second class 2π .  Let ΩS  be a signature 

of a person Ω  which needs to be verified. This person appears himself or herself as a 
person Q, for example. This should be automatically verified. Let the reduced matrix-

es X  and Y  be denoted as X  and Y . After reduction these matrices have the 

same number of rows (say r u k≤ ⋅ ). Both matrices X  and Y  form a new matrix

r l×
 =  H X Y   . The matrix H  includes similarities between all signatures (say per-

son Q) stored in the database. Columns of the matrix H  can be treated separately as 
the vectors h. Let the dimension of the matrix H  be defined as r l× , where

( )
2

c
l c d


= + ⋅
 

; then:  

 1 2
1 2, ,..., , ,...,

Tl i i i i
rh h h   =   H = h h h h          , (18) 

Hence,  if 1
j j π∈ → ∈h X h  and  if 2

j j π∈ → ∈h Y h , 1,...,j l= . 

Because the classifier works in the verification mode, the classified person Ω  ap-
pears in person as a person Q, for example. In this stage of verification, the common 
most distinctive features and signature similarity measures of the person Q have just 
been established. This means that matrix H for this signature is known. For this rea-

son only a new vector 1 2, ,...,
T

rh h hΩ Ω Ω Ω =  h  of the person Ω  is only created: 

 ( , )( , ) ifQ
ih Sim S S ωΩ Ω= ,     1,...,i r=  (19) 

where: 

SΩ  – signature to be verified,
QS  – randomly selected original signature of the person Q, 

( , )( , ) ifQ
ih Sim S S ωΩ Ω=  – similarity between the signatures SΩ and signature QS . 

The similarity was determined with use of the i th pair. 
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In the next stage, the set D of Euclidean distances between vector
Ωh  and all suc-

cessive vectors  ∈h Hi
 is determined: 

   ( )
1/2

2

1

( ,       1,...,
r

j j
i i

i

D d h h j lΩ

=

   = = − =  
   
h h, .    (20) 

The verified signature ΩS  is classified into the class 1π  or 2π . The final classifica-

tion results are established on the basis of a voting score, which depends on the num-
ber of k neighbors which belong to the class 1π  or 2π . The works [3] reports that the 

most suitable value of k should be approximated by the square root of the number of 
complete cases. Hence, in our case, 1/ 2k l= . Let 1D  and 2D  be the sets of num-

bers which show how many times signature QS  has been classified into class 1π or

2π : 

 1( , ) 1   if    :j jd D πΩ ∈ →h h h  ,        2( , ) 2   if    :j jd D πΩ ∈ →h h h  (21) 

Let the cardinality of the sets be denoted by the symbol #, then the classification vot-
ing principle can be formulated as follows: 

 
genuine signature of the person for # 1 # 2

:
forged signature of the person for # 1 # 2

Ω >
 ≤

Q D D
S

Q D D
 (22) 

5 Interpretation of the Data 

In this section, the verification attempt of a person Ω  will be performed. This indi-
vidual claims to be a person Q. Signatures of the person Q were divided into two 
groups – original and forged subjects. The k-NN classifier works with the nine neigh-
bors. Let during reduction process the best two discriminant pairs 6 2( , )f ω  and 

3 1( , )f ω  have been selected. It means that ih vectors have dimensionality of r=2.  

Fig. 2 plots the similarity distribution between all signatures of the person Q. In prac-
tice, each point (triangle or circle) in this plot has an individual label. For example, 
label (1-5) represents the similarity between original signatures no. 1 and no. 5 of the 
person Q, while label (8-5F) represents the similarity between original signature no. 8 
and forged signature no. 5 of this person. For simplicity, only selected labels are 
shown. Fig. 2 plots the k-NN classifier decision area during classification of the indi-
vidual Ω  and presents the decision-making areas for the trained classifier and shows 
the class to which a point with specific coordinates would be assigned. Fig. 2 clearly 
shows that all original and forged signatures of the individual Q are distinguished well 
by means of the clearly visible separation border. Fig. 2 plots also the k-NN classifier 
decision area during classification of the individual Ω . The signature of the person Ω  
will be recognized as the signature of an individual who wants to obtain unauthorized 
access to the resources.  
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Fig. 1. Mutual similarities between signatures of the person Q and  k-NN verification area of 
the person Ω  

In practice, the above-presented graphic interpretation is not needed and the main 
goal of this representation is to show the basic ideas of the method. In practice all 
computations boil down to determination of the matrix H. In the proposed Hotelling 
reduction approach it is very convenient that appropriate signature features and simi-
larity coefficients (Tables 1 and 2) are always automatically selected 

6 Results Obtained 

Researches were carried out using 600 signatures obtained from 40 people. For each 
person 20 genuine and 20 forged signatures have been captured. For each person, ten 
original ( 10c = ) and five forged ( 5d = ) signatures were taken into consideration. 
These signatures have been randomly selected from the whole set of signatures. In the 
experiments all elements of Tables 1 and 2 have been utilized. The analyzed signa-
tures came from the SVC2004 database [11], which contains both genuine signatures 
and skilled forgeries. In the experiments conducted the captured signatures’ features 
and similarity coefficients, which could be obtained from Tables 1 and 2, were taken 
into consideration. The achieved levels of the False Acceptance Rate (FAR) and False 
Rejection Rate (FRR) errors for different methods of features reduction are shown in 
Tables 3 and 4. Tables show that the smallest FAR/FRR coefficients were obtained 
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using the method proposed in this work: FAR = 1.08% and FRR = 2.53%. These re-
sults were obtained for different numbers of signatures from the sets 1π  (original 
signatures) and 2π  (forged signatures) for different numbers of reduced features. The 
FRR ratio describes the genuine signatures classified as forged, while FAR represents 
the forged signatures classified as genuine. These results are significantly better than 
results obtained using the PCA/SVD method [16], [18]. In the case of using the 
PCA/SVD method the boundary features reduction should be defined a priori. The 
best results were obtained for the second, sixth and twelfth PCA/SVD components. 
The smallest FAR/FRR ratio was obtained when the number of original signatures in 
the set 1π  was five and the number of forged signatures in the set 2π  was three. A 
brief overview of other reported solutions is presented in Table 5.  It should be noted, 
that results shown in Table 5 were obtained for the similar number of signatures but 
signature datasets were different. The datasets of biometric features are frequently 
composed on the basis of private (and hence unavailable) signatures as well as signa-
tures obtained from professionally published databases. For this reason the results 
announced in Table 5 are not unified and should be treated as estimated values only. 
Table 5 shows that the results achieved by the proposed approach are the best in com-
parison to other methods. 

Table 3. False Accepted Rate (FAR) different number of reference signatures, and different 
dimension of features vectors 

Number of signatures 

 in the set 1 2π π∪  FAR  [%] 

1π  

(genuine) 

2π  

(forged) 

FMS 
Vector dimension after using 

PCA 

Vector dimension after 

using SVD 

 2 6 12 2 6 12 

3 1 6.34 8.14 6.32 6.75 6.14 7.12 5.62 

5 3 1.08 2.22 2.62 2.21 2.52 2.12 2.25 

10 4 1.67 3.14 3.44 3.29 3.15 3.21 3.94 
 

Table 4. False Rejection Rate (FRR)  different number of reference signatures, and different 
dimension of  features vectors 

Number of signatures 

 in the set 1 2π π∪  FRR  [%] 

1π  (ge-

nuine) 
2π  (forged) 

FMS 
Vector dimension after using 

PCA 

Vector dimension after using 

SVD 

 2 6 12 2 6 12 

3 1 7.14 5.31 6.55 5.40 6.33 5.60 4.90 

5 3 2.53 2.58 2.78 4.94 4.35 4.78 4.05 

10 4 2.60 2.83 3.06 5.25 3.96 4.84 4.60 
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Table 5. Comparison of performance of various signature recognition systems1) 

The approach FAR FRR 

Signature 

 recognition system 

off-line on-line 

Proposed approach – Hotelling’s reduction and k-

NN 

1.08 2.53
+ + 

Exterior Contours and Shape Features 6.90 6.50 +  

HMM and Graphometric Features  23.00 1.00 +  

Virtual Support Vector Machine  13.00 16.00 +  

Genetic Algorithm  1.80 8.51 +  

Variable Length Segmentation and HMM 4.00 12.00  + 

Dynamic Feature of Pressure 6.80 10.80  + 

Consistency Functions 1.00 7.00  + 

On line SRS - Digitizer Tablet 1.10 3.09  + 

1) The selected best results based on the report [8]. 

7 Conclusions 

The originality of the proposed approach follows from the fact that the classifier uti-
lizes not only extracted features, but also the best similarity measures which are dedi-
cated to a given problem. From the investigation conducted it follows that the FMS 
method gives the best object recognition level compared to the two other popular 
methods, where object features are analyzed. It should be noticed that the described 
FMS method can be applied to any domain where feature reduction needs to be done, 
where the number of features is large and only some of them have discriminant prop-
erties. In the proposed approach space features are precisely connected with the set of 
similarity measures which can be used in the recognition process. Such an approach 
has not yet been applied. 
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Abstract. In our daily life, we often have the feeling of being exhausted
due to mental or physical work, and a sense of performance degradation
in the execution of simple tasks. The maximum capacity of operation
and performance of an individual, whether physical or mental, usually
also decreases gradually as the day progresses. The loss of these resources
is linked to the onset of fatigue, which is particularly noticeable in long
and demanding tasks or repetitive jobs. However, good management of
the working time and effort invested in each task, as well as the effect
of breaks at work, can result in better performance and better mental
health, delaying the effects of fatigue. This paper details a non-invasive
approach on the monitoring of fatigue of a human being, based on the
analysis of the performance of his interaction with the computer.

Keywords: Fatigue, Mental Fatigue, Performance, Behavioural Analy-
sis, Classification.

1 Introduction

In today’s busy society, people push their limits in order to find a balance be-
tween ever ambitious goals and time to dedicate to enjoyable moments, family or
personal projects [1]. This balance, when it comes to exist, is generally obtained
at the expenses of less time for rest and sleep, with an impact on the well-being
and health of the individual. Fatigue, above all others, must be considered here.
The effects of fatigue may not be felt immediately. Nonetheless, when prolonged
it may have serious consequences on health and safety at the workplace as well as
on labour productivity [2]. Ultimately, fatigue can put people who have safety-
sensitive occupations at risk, as any mistake can lead to the loss of their own
lives or those of others [3].

This paper presents a new approach on the problem of fatigue detection and
monitoring, that can be included in the umbrella of Hybrid Artificial Intelligent
Systems [4,5]. It looks at the effects of fatigue on the performance of the in-
dividual’s interaction with the computer. This approach can be deemed both
non-invasive and non-intrusive as it relies on the observation of the individual’s
use of the mouse and keyboard. It builds on a previous study, now to address
the evolution of fatigue throughout the day and the role that task complexity
and Circadian Rhythm play in the degradation of performance.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 389–401, 2014.
c© Springer International Publishing Switzerland 2014
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1.1 Circadian Rhythm, Environment and Their Role on Fatigue

In studying fatigue one must acknowledge the major role of the biological clock,
i.e., one cannot expect to beat one’s rhythm and biological need to rest. Indeed,
the role of our biological clock goes beyond compelling the body to fall asleep
and to wake up again. It also modulates our hour-to-hour waking behaviour,
which in turn affects our sense of fatigue, alertness and performance, generating
circadian rhythmicity in almost all neuro-behavioural variables [6]. This means
that there is a natural fluctuation of the level of fatigue we experience during
the day, that is independent of the intensity of the tasks we perform. It can be
seen as a base-level of fatigue.

The context and environment in which the individual carries out the activity
are also very important in determining the level of fatigue during the day. Indeed,
factors such as workload, distractions, periods of boredom, motivational factors,
stress, food intake, posture, ambient temperature, background noise, lighting
conditions or drug intake (e.g., caffeine) are examples of contextual variables that
can have a positive or negative influence on the level of fatigue of a human being
[7]. Smith and Miles conducted a study which analyses the effects of lunch on
cognitive vigilance tasks [8]. The authors analysed the performance of individuals
who did not take lunch before performing tasks compared to those who took, to
show some differences between morning and afternoon performance in subjects
who abstained from eating lunch.

Figure 1 details the influence of several environment variables and external
factors in task performance, as well as their relationship. Black boxes depict task
characteristics and while red ones depict characteristics of the Human operator.
The dotted line indicates a positive correlation (measured with the Pearson
product-moment correlation coefficient) between actual, measurable task work-
load and the worker’s perception of that workload (estimated with a mental
workload tool such as NASA-TLX [9] or SWAT [10]).

1.2 Human Performance as a Measure of Fatigue

When under the effect of prolonged excessive mental workload, inadequate sleep
patterns, or circadian effects, Humans may exhibit slowed cognitive processes or
may not respond at all to the stimuli and information received. This is generally
due to the amount of information exceeding the brain’s processing capacity at
that moment. In contrast, when the mental workload is significantly below the
adequate level, the individual tends to get tired and bored, which will likely
result in an increase in the number of errors in the tasks being performed [12].
Performance as a measure of fatigue has been used previously as an objective
measure of fatigue in humans. Morris & Miller, for example, conducted a study
which analysed the performance of pilots during simulated flight as a means of
detecting and measuring fatigue [13]. The authors have shown that the decrease
in flight performance occurs due to fatigue.

Consequently, the measurement of the performance of the individual while
performing a task results in an objective way of measuring fatigue in the hu-
man being as a relationship between the two exists. Usually, tasks that imply
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Fig. 1. Environment variables and external factors on Mental Performance Task
(Source: [11])

excessive mental and physical workload as well as very low workload (observed
in monotonous and repetitive activities) result in significant performance decre-
ments. Thus being, the loss of performance due to fatigue can be studied as a
function that takes as input the duration of the task and the quantity and/or
quality of the work carried out [2,14].

The challenge lies in the fact that a decrease in the performance is often not
"seen" immediately, which may be explained by the concept of reverse capacity
[15]. The theory of reverse capacity states that an individual rarely works at his
maximum capacity, and can thus temporarily absorb the load of cognitive or
physical additional work while still maintaining performance indicators, as long
as their inverse capacity is not exceeded. For this reason, the effects of fatigue
may not be immediately visible [15]. The effects of fatigue on performance, in
particular, may only be felt in the course of time, when it may be to late to
avoid them.

2 A Non-Invasive Approach to Fatigue Monitoring

This paper introduces a system for detecting and monitoring mental fatigue
through the analysis and measurement of human performance indicators. As
previously postulated in [16] it uses the keyboard and mouse as sensors of user
performance. Specifically, the user is monitored through particular Operating
System events fired from the use of the computer’s mouse and keyboard:

– MOV, timestamp, posX, posY - an event describing the movement of the
mouse, in a given time, to coordinates (posX, posY) in the screen;



392 A. Pimenta et al.

– MOUSE_DOWN, timestamp, [Left|Right], posX, posY - this event describes
the first half of a click (when the mouse button is pressed down), in a given
time. It also describes which of the buttons was pressed (left or right) and
the position of the mouse in that instant;

– MOUSE_UP, timestamp, [Left|Right], posX, posY - an event similar to the
previous one but describing the second part of the click, when the mouse
button is released;

– MOUSE_WHEEL, timestamp, dif - this event describes a mouse wheel scroll
of amount dif, in a given time;

– KEY_DOWN, timestamp, key - identifies a given key from the keyboard
being pressed down, at a given time;

– KEY_UP, timestamp, key - describes the release of a given key from the
keyboard, in a given time;

From these events, that fully describe the interaction of the user with the
mouse and keyboard, it is possible to extract the following features:
Key Down Time - the timespan between two consecutive KEY_DOWN and
KEY_UP events, i.e., for how long was a given key pressed.
Units - milliseconds

Time Between Keys - the timespan between two consecutive KEY_UP and
KEY_DOWN events, i.e., how long did the individual took to press another key.
Units - milliseconds

Mouse Velocity - The distance travelled by the mouse (in pixels) over the
time (in milliseconds). The velocity is computed for each interval defined by two
consecutive MOUSE_UP and MOUSE_DOWN events. Let us assume two con-
secutive MOUSE_UP and MOUSE_DOWN events, mup and mdo, respectively
in the coordinates (x1, y1) and (x2, y2), that took place respectively in the in-
stants time1 and time2. Let us also assume two vectors posx and posy, of size n,
holding the coordinates of the consecutive MOUSE_MOV events between mup
and mdo. The velocity between the two clicks is given by r_dist/(time2−time1),
in which r_dist represents the distance travelled by the mouse and is given by
equation 1.
Units - pixels/milliseconds

r_dist =

n−1∑
i=0

√
(posxi+1 − posxi)2 + (posyi+1 − posyi)2 (1)

Mouse Acceleration - The velocity of the mouse (in pixels/milliseconds) over
the time (in milliseconds). A value of acceleration is computed for each interval
defined by two consecutive MOUSE_UP and MOUSE_DOWN events, using
the intervals and data computed for the Velocity.
Units - pixels/milliseconds2

Time Between Clicks - the timespan between two consecutive MOUSE_UP
and MOUSE_DOWN events, i.e., how long did it took the individual to perform
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another click.
Units - milliseconds

DoubleClickDuration - the timespan between two consecutive MOUSE_UP
events, whenever this timespan is inferior to 200 milliseconds. Wider timespans are
not considered double clicks.
Units - milliseconds

Average Excess of Distance - this feature measures the average excess of
distance that the mouse travelled between each two consecutive MOUSE_UP
and MOUSE_DOWN events. Let us assume two consecutive MOUSE_UP and
MOUSE_DOWN events, mup and mdo, respectively in the coordinates (x1, y1)
and (x2, y2). To compute this feature, first it is measured the distance in straight
line between the coordinates of mup and mdo as depicted in equation 2.

s_dist =
√
(x2− x1)2 + (y2− y1)2 (2)

Then, it is measured the distance actually travelled by the mouse by summing
the distance between each two consecutive MOUSE_MV events. Let us assume
two vectors posx and posy, of size n, holding the coordinates of the consecutive
MOUSE_MV events between mup and mdo. The distance actually travelled by
the mouse, real_dist is given by equation 1. The average excess of distance be-
tween the two consecutive clicks is thus given by r_dist/s_dist.
Units - pixels

Average Distance of the Mouse to the Straight Line - in a few
words, this feature measures the average distance of the mouse to the straight
line defined between two consecutive clicks. Let us assume two consecutive
MOUSE_UP and MOUSE_DOWN events, mup and mdo, respectively in the
coordinates (x1, y1) and (x2, y2). Let us also assume two vectors posx and posy,
of size n, holding the coordinates of the consecutive MOUSE_MOV events be-
tween mup and mdo. The sum of the distances between each position and the
straight line defined by the points (x1, y1) and (x2, y2) is given by equation 3,
in which ptLineDist returns the distance between the specified point and the
closest point on the infinitely-extended line defined by (x1, y1) and (x2, y2). The
average distance of the mouse to the straight line defined by two consecutive
clicks is this given by s_dists/n.
Units - pixels

s_dists =

n−1∑
i=0

ptLineDist(posxi, posyi) (3)

Distance of the Mouse to the Straight Line - this feature is similar to
the previous one in the sense that it will compute the s_dists between two con-
secutive MOUSE_UP and MOUSE_DOWN events, mup and mdo, according
to equation 3. However, it returns this sum rather than the average value during
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the path.
Units - pixels

Signed Sum of Angles - with this feature the aim is to determine if the move-
ment of the mouse tends to "turn" more to the right or to the left. Let us assume
three consecutive MOUSE_MOVE events, mov1,mov2 and mov3, respectively
in the coordinates (x1, y1), (x2, y2) and (x3, y3). The angle α between the first
line (defined by (x1, y1) and (x2, y2)) and the second line (defined by (x2, y2)
and (x3, y3)) is given by degree(x1, y1, x2, y2, x3, y3) = tan(y3− y2, x3− x2)−
tan(y2 − y1, x2 − x1). Let us now assume two consecutive MOUSE_UP and
MOUSE_DOWN events, mup and mdo. Let us also assume two vectors posx
and posy, of size n, holding the coordinates of the consecutive MOUSE_MOV
events between mup and mdo. The signed sum of angles between these two clicks
is given by equation 4.
Units - degrees

s_angle =

n−2∑
i=0

degree(posxi, posyi, posxi+1, posyi+1, posxi+2, posyi+2) (4)

Absolute Sum of Angles - this feature is very similar to the previous one.
However, it seeks to find only how much the mouse "turned", independently of
the direction to which it turned. In that sense, the only difference is the use of
the absolute of the value returned by function degree(x1, y1, x2, y2, x3, y3), as
depicted in equation 5.
Units - degrees

s_angle =

n−2∑
i=0

| degree(posxi, posyi, posxi+1, posyi+1, posxi+2, posyi+2) | (5)

Distance between clicks - represents the total distance travelled by the
mouse between two consecutive clicks, i.e., between each two consecutive
MOUSE_UP and MOUSE_DOWN events. Let us assume two consecutive
MOUSE_UP and MOUSE_DOWN events, mup and mdo, respectively in the
coordinates (x1, y1) and (x2, y2). Let us also assume two vectors posx and posy,
of size n, holding the coordinates of the consecutive MOUSE_MOV events be-
tween mup and mdo. The total distance travelled by the mouse is given by
equation 1.

From these features it is possible to obtain a measure of the user’s performance
(e.g. an increased distance between clicks or sum of angles represents decreased
performance). Once information about the individual’s performance exists in
these terms, it is possible to start monitoring his fatigue, in real-time, and with-
out the need for any explicit or conscious interaction. This makes this approach
especially suited to be used in work environments in which people use computers
as it requires no change in their working routines. This is the main advantage
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of this work, especially when compared to more traditional approaches that still
rely on questionnaires (with issues concerning wording or question construction
), specific hardware (that has additional costs and is frequently intrusive) or the
availability of human experts.

3 Case Study

In order to assess the validity of the approach described in the previous section
a case study was implemented aimed at collecting data over a relatively long
period of time. This allowed us to determine if and how people are affected by
fatigue in each of the mentioned features.

3.1 Participants

The participants, twenty seven in total (20 men, 7 women) were students from the
University of Minho who volunteered to participate. Their age ranged between 18
and 30. The following requirements were established to select, among all the vol-
unteers, the ones that participated: (1) familiarity and proficiency with the use of
the computer; (2) use of the computer on a daily basis and throughout the day;
(3) owning at least one personal computer. These restrictions constituted no prob-
lem as a large slice of the population of out institution, and particularly the ones
affiliated to the Department of Informatics, fulfil the requirements.

3.2 Methodology

The methodology followed to implement the study was devised to be as mini-
mally intrusive as the approach it aims to support. Participants were provided
with an application for logging the previously mentioned events of the mouse
and keyboard. This application, which maintained the confidentiality of the
keys used, needed only to be installed in the participant’s primary computer
and would run on the background, starting automatically with the Operating
System. The only explicit interaction needed from the part of the user was the
input of very basic information on the first run, including the identification and
age.

This application was kept running for approximately one month, collecting
interaction data whenever there was interaction with the computer. During the
whole process, participants did not need to perform any additional task and were
asked to perform their activities regularly, whether they were work or leisure-
related, as they would if they were not participating on the study.

Finally, when the period of one month ended, participants were asked to send
in the file containing the log of their interaction during the duration of the
study. The data collected was used to build the features described previously.
The resulting dataset as well as the process by means of which data were analysed
is described in the following sub-sections.
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3.3 Data Selection

As previously stated, the data collected spans a period of approximately 30
complete days of computer use, in a work context as well as in a leisure one.
From this data, we extracted particular moments for analysis.

Specifically, four distinct periods of one our each were selected in order to
analyze the effect of Circadian rhythm and the effect of acute fatigue in a work
day: (1) the start of the day, when the user is mentally fresh; (2) immediately
before lunch break; (3) after lunch break; and (4) the end of the day, when the
individual is most fatigued. This selection stems from the willingness to study
the differences between the beginning and end of the day as well the potential
effect of a lunch break. Lunch break is automatically inferred from the lack of
interaction during a relative long time in a given period.

3.4 Statistical Data Analysis

To determine the effects of acute fatigue on the interaction patterns of an indi-
vidual it is necessary to determine that the distributions of the data collected
in each moment are statistically and significantly different. To this aim, the
following approach was implemented.

First, it was determined, using the Pearson’s chi-squared test, that most of the
distributions of the data collected are not normal. Given this, the Kruskal-Wallis
test was used in the subsequent analysis. This test is a non-parametric statistical
method for testing whether samples originate from the same distribution. It is
used for comparing more than two samples that are independent, and thus prove
the existence of distinct behaviours. The null hypothesis considered is: H_0 : all
samples have identical distribution functions against the alternative hypothesis
that at least two samples have different distribution functions. For each set of
samples compared, the test returns a p−value, with a small p−value suggesting
that it is unlikely that H_0 is true. Thus, for every Kruskal-wallis test whose
p − value < α, the difference is considered to be statistically significant, i.e.,
H_0 is rejected. In this work a value of α = 0.05 is considered, a standard value
generally accepted by research.

This statistical test is performed for each of the features considered, with the
intention of determining if there are statistically significant differences between
the several distributions of data, which will in turn confirm the existence of
effects of fatigue on the interaction patterns.

Table 1 details, for each feature, the percentage of participants whose interac-
tion patterns were significantly affected by fatigue and the average value of the
p− value.

After having determined that a large majority of the participants were indeed
significantly affected by acute fatigue, it was analysed the evolution of user
performance throughout the day. Figure 2 shows these effects for a particular
participant, in two different features and in each of the four previously mentioned
moments. It is possible to see how, during the day, the excess of distance between
clicks and the time between keys increases gradually. Both examples essentially
depict a significant loss of performance.
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Table 1. Percentage of participants whose interaction patterns were significantly af-
fected by fatigue, in each feature, and the average value of the p− value

Metric significant p-value

Time between keys 100% 9.88e-74

Key down time 88.0% 7.42e-16

Mouse Acceleration 100% 3.83e-284

Mouse Velocity 100% 1.02e-126

Average Excess of Distance 94.4% 1.36e-13

Distance Between Clicks 94.4% 2.83e-07

Click Durations 94.4% 4.46e-143

Errors per key 77.7% 6.54e-21

In order to understand the effects of fatigue during the day it is useful to
look at the evolution of the features. Figures 3 and 4 depict, respectively, the
evolution of the velocity of the mouse and the key down time during the day,
for a particular participant. They essentially depict the same trend of decreasing
efficiency: the velocity of the mouse decreases from nearly 0.9 pixels/ms to 0.6
pixels/ms while the key down time increases from 86 ms to more than 90 ms.
Both pictures belong to the same participant and the same day, between 9:27
AM to 5:50 PM.

Both the statistical differences and the trend identified show that there is
indeed a gradual loss of performance over the day. Moreover, it is also proved
that this loss of performance can be detected through non-invasive methods,
specifically by looking at how the user interacts with the computer.

3.5 Classification Results

Having proved the existence of a change on the behaviours over the day due to
fatigue, as well as the loss of performance in the use of mouse and keyboard, the
final step is to train a classifier that can accurately quantify the level of fatigue
of an individual.
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Fig. 2. The effects of fatigue on the excess of distance (left) and on the time between
keys (right) for a participant, in each of the four moments

Fig. 3. Fatigue causes a gradual and consistent decrease in the mouse velocity over the
day

Fig. 4. Fatigue causes a gradual and consistent increase in the key down time over the
day
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Table 2. Results of several classifiers on WEKA

data set Correctly Classified Incorrectly Classified Kappa s MAE ROC Area RMSE

MultilayerPerceptron 92,97% 7.03% 0.83 0.09 0.939 0.240

KNN (k=10) 96,85% 3.15% 0.92 0.04 0.992 0.155

BayesNet 88,68% 11.31% 0.71 0.13 0.887 0.292

Regression 96,89% 3.10% 0.92 0.07 0.981 0.167

To this aim, the performance of several classifiers using the data collected
was assessed. Table 2 depicts the performance of these classifiers, with the KNN
holding the best results although all of them behave fairly good. These tests
were performed with a dataset with a total of 2514 instances and 10-fold cross
method.

To build the dataset it was used part of the data collected in the case study
described. Specifically, we selected instances from the two most different distri-
butions: instances resulting from periods where the performance is lower(M4)
were labelled as Fatigue, and instances resulting from periods of better perfor-
mance (M1) were labelled as Normal. The dataset describes 10 attributes: key
down time, time between keys, error per key, mouse acceleration, mouse veloc-
ity, distance between clicks, click duration and average excess of distance. These
attributes were selected to represent the features that revealed, in the overall,
to be more significantly affected by fatigue in the moments considered.

Given this, we are currently using the k-Nearest Neighbor algorithm (k-NN)
for classifying the interaction of a user with the computer in terms of fatigue. This
is a non-parametric method that consists of a majority vote of its neighbours,
with the object being assigned to the most common class among its k nearest
neighbours. In this specific case, a value of k = 10 was used.

4 Conclusion

This paper presented an approach for measuring the level of fatigue of an in-
dividual through the analysis of his performance. This is achieved by analysing
the interaction patterns of the individual with the mouse and keyboard. Thus
being, it relies on behavioural analysis rather on traditional physiological sensors
or questionnaires, being non-invasive, non-intrusive and objective.

The results achieved from the implementation of the case study detail prove
that it is indeed possible to analyse and quantify human performance through
the use of the mouse and keyboard, and this is a valid way to measure fatigue. It
was also observed that the trend is towards the decrease in the performance of
the interaction, visible through a generalized slower use of both the mouse and
the keyboard or an increased distance between consecutive clicks.

This work opens the door to the development of real-time systems for fatigue
monitoring through performance indicators. These can contribute to the devel-
opment of healthier habits and even improve the quantity and quality of the
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work produced. All in all, such approaches can have a positive effect on both the
worker and the institution. Nonetheless, we acknowledge that more accurate ap-
proaches can be developed when considering more specific context information
not yet considered, such as the type of the task or workload, as well as envi-
ronment information. This will be essential to develop accurate approaches to
very specific domains in which the interaction with the peripherals is necessarily
different than the one we studied in this paper. Moreover, we will also validate
this approach against other existing ones, namely self-report mechanisms and
EEG.
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Abstract. A new mathematical model to simulate the hantavirus dis-
ease between a population of rodents is introduced. It is based on the
use of a two-dimensional cellular automaton where the cells stand for
uniform portions of the terrain and the state of each cell can be either
empty (without any rodent), susceptible (there is only one susceptible
rodent placed in it) or infected (there is one infected rodent in the cell).
Simulations about the evolution of the different classes of cells and the
number of susceptible and infected rodents are obtained and analyzed.

Keywords: Cellular automata, Hantavirus, Epidemic disease, Mathe-
matical modelling.

1 Introduction

Hantavirus Pulmonary Syndrome (HPS for short) is a severe, and sometimes
lethal, respiratory disease in humans which is caused by infection with the han-
tavirus. This disease is transmitted to humans by rodents, specially deer mice
(Peromyscus maniculatus), cotton rats (genus Sigmodon), rice rats (Oryzomys
palustris) and white-footed mice (Peromyscus leucopus). Fortunately, the virus
does not spread between humans or, at least, no cases of HPS have been re-
ported in which the virus was transmitted from one person to another ([7]). The
hantavirus is found in rodent urine, saliva and droppings and consequently hu-
man infection occurs through contact with any of these contaminents. Human
infection occurs sporadically and specially in rural areas (the suitable habitat for
rodent hosts); cases of HPS have been confirmed elsewhere in North and South
America (see [5,10]).

The hantaviruses are members of the family Bunyaviridae, which are en-
veloped, single-stranded, mostly negative-sense RNA viruses. They have three
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genomic segments: large, medium, and small, including three structural proteins:
glycoproteins G1 and G2, and nucleoprotein N. The hantavirus does not appear
to have an arthropod vector. The hantavirus causes persistent asymptomatic
infections in the host rodents, and each hantavirus strain is perpetuated in only
its single or few specific genus or species of rodent. There are several distinct,
regional hantaviruses: Hantaan virus the causative agent of the Korean hemor-
rhagic fever, Seoul virus, Sin Nombre virus (previously, Muerto Canyon virus,
and also known as Four Corners virus), Puumala virus, Dobrava or Belgrade
virus, Baltimore rat virus or New York virus, Thai virus, etc.

In nature, the transmission of hantavirus among rodents is exclusively hori-
zontal and it occurs via inhalation of infected aerosols, through saliva or excreta,
biting, and other aggressive behavioral interactions (see, for example, [4]). Trans-
mission of virus between laboratory rodents is also horizontal: the hantavirus
can spread from an infected rodent to a susceptible one within the same cage or
through infected bedding (see, for example [6]). The viral infection is defined by
two phases: (1) an acute phase which is associated with high virus titers, and (2)
a chronic phase associated with lower virus titers and the continued shedding of
virus in rodent’s excreta.

Hantavirus is associated with seasonal changes which concur with the life cycle
of the host rodent population. Rodent peaks appears when nuts of trees (which
provide abundant nutrients to rodents) accumulate on the ground; usually popu-
lation density has a minimum in spring and a maximum in late autumn-winter.
Moreover, the landscape composition is an important cause in the ecology of
the infected host rodents by hantavirus. Large continuous forests might favor
the spread of the virus in the reservoir population in comparison to fragmented
forests; there is a positive relationship between anthropogenic land cover distur-
bances (deforestation, agricultural land cover conversion, etc.) and the presence
of hantavirus (see, for example, [10]). Such situations benefit the opportunistic
rodent species that may be reservoirs for hantavirus. Moreover, environmental
changes commonly decrease the rodent diversity which could enhance interac-
tions between more rodent species and, as a consequence, more virus transmis-
sion through aggressive encounters between species.

Taking into account the argument mentioned above, it seems of interest the
design and study of mathematical models that allow one to simulate virus spread.
Unfortunately, few models have appeared in the scientific literature related to
hantavirus spread among host rodents. The majority are based on the use of
differential equations (see [1,2,9,11]). However, these models do not take into ac-
count spatial factors such as population density, they neglect the local character
of the spread process or they cannot comprehensively depict complex contagion
patterns (which are mostly caused by the host rodent interaction), etc. As a con-
sequence it is very interesting to study the use of discrete models (agent-based
models, cellular automata, etc.) that can eliminate some of these shortcomings.
Furthermore, discrete models are also specially suitable for computer simulations
(see [3]).
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Cellular automata (CA for short) are finite state machines formed by a col-
lection of n memory units called cells. At each time step, they are endowed
with a state from a finite state set that are synchronously updated according
to a specified rule function whose variables are the states of the neighbor cells
at the previous time step (see, for example, [13,14]). Cellular automata have
been widely used to simulate several physical, chemical, social and biological
phenomena (see [12]) and there is no doubt about its efficiency in mathematical
modeling.

To the best of our knowledge, there is only one work dealing with the use of
cellular automata to simulate hantavirus spread; a model developed by Karim et
al. (see [8]). In this work, the authors propose a simple and interesting model to
analyzed the spatiotemporal patterns of hantavirus infection. It is based on the
use of a two-dimensional cellular automata with periodic boundary conditions.
Each cell is endowed with a state: susceptible (if there is a susceptible mice
placed on it), infected (if the mice placed is infected) and empty (there is no
mouse in the cell). As Von Neumann neighborhoods are considered, the rodents
can move in four directions (north, east, south and west) and their movement is
cyclic starting from north. Births and death are considered and environmental
conditions are defined in one parameter K. The transition rule between the sus-
ceptible and the infected state is defined in terms of a probability: a susceptible
rodent with at least one infected rodent in its neighborhood will become infected
with probability 1/8.

The main goal of this work is to propose an improvement of the model by
Karim et al. Specifically it is based on two-dimensional cellular automata and
it can be considered as a compartmental one since the population of rodents
is divided into two classes: susceptible and infected. In order to improve the
last mentioned model and to obtain a more realistic one, we will consider the
following:

i. In order to define the movement, Moore neighborhoods are considered; con-
sequently there will be 8 possible neighbors instead of the 4 neighbor cells
considered in the paper of Karim et al., and the movement of each rodent
can be in one of these eight possible directions. Moreover, in the model pro-
posed in this work the movement is not cyclic: it depends on the amount of
nutrients of each cell (when the food resources of the cell where the rodent
is are finished, the rodent moves to the empty neighbor cell with highest
nutrient parameter).

ii. Null boundary conditions instead of periodic conditions are considered, that
is, the neighborhood of the cells placed in the border of the cellular space
are endowed with a reduce neighborhood whose elements are the possible
cells of the cellular space around it.

iii. As the time needed to reach an endemic equilibrium is short, no births or
deaths are taken into account: the population of rodents remains constant
all along.

iv. The environmental conditions considered depends on two parameters: the
nutrient parameter f (resource food) and the contaminant waste parameter
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w (excreta and saliva). These parameters could be different from one cell to
other and vary with time: when a rodent is placed in a cell the food resources
decreases and excreta and/or saliva is deposited in it.

v. The transition rule (between susceptible and infected states) used in the new
model takes into account: (1) the number of infected neighbor rodents and
the probability to get infected after a bite, and (2) the nutrients resources
which are contaminated by wastes due to infected rodents.

The rest of the work is organized as follows: In section 2 the mathematical back-
ground about cellular automata is introduced; the model of hantavirus spreading
among host rodents is shown in section 3. Several simulations and the discussion
is presented in section 4. Finally the conclusions are stated in section 5.

2 Cellular Automata

Two-dimensional cellular automata (CA for short) are discrete dynamical sys-
tems formed by a finite number of identical objects called cells which are arranged
uniformly in a two-dimensional space. At every step of time, they are endowed
with a state that changes sincronously according to a local transition rule. More
precisely, a CA can be defined as the 4-uplet A = (C,S, V, f), where C is the
cellular space formed by a two-dimensional array of r × c cells:

C = {(i, j) , 1 ≤ i ≤ r, 1 ≤ j ≤ c} , (1)

The standard paradigm for cellular space states that the cells are represented by
means of identical square areas defining a rectangular cellular space (see Figure 1).

Fig. 1. Rectangular cellular space C

The state of each cell is an element of a finite state set S. In this sense, the
state of the cell (a, b) at time t is denoted by stab ∈ S. When CA are used to
simulate natural phenomena, the state of every cell stand for the variable or
feature to be analyzed.

The neighborhood of each cell is defined by means of the (ordered finite) set
of indices V ⊂ Z× Z, |V | = m, such that for every cell (a, b), its neighborhood
V(a,b) is the following set of m cells:

V(a,b) = {(a+ α1, b+ β1) , . . . , (a+ αm, b+ βm) : (αk, βk) ∈ V } . (2)
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When rectangular cellular space is taken, usually two types of neighborhoods
are considered: Von Neumann and Moore neighborhoods. The Von Neumann
neighborhood of a cell c is formed by the main cell itself and the four cells
orthogonally surrounding it (see Figure 2-(a)). Note that in this case: V =
{(−1, 0) , (0, 1) , (0, 0) , (1, 0) , (0,−1)}, that is:

V(a,b) = {N = (a− 1, b) , E = (a, b+ 1) , c = (a, b) , (3)

S = (a+ 1, b) ,W = (a, b− 1)}.

The Moore neighborhood of the central cell c is constituted by the eight nearest
cells around it and c (see Figure 2-(b)). Consequently:

V = {(−1,−1) , (−1, 0) , (−1, 1) , (0,−1) , (0, 0) , (0, 1) (1,−1) , (1, 0) , (1, 1)},
(4)

that is:

V(a,b) = {NW = (a− 1, b− 1) , N = (a− 1, b) , NE = (a− 1, b+ 1) (5)

W = (a, b− 1) , c = (a, b) , E = (a, b+ 1) , SW = (a+ 1, b− 1) ,

S = (a+ 1, b) , SE = (a+ 1, b+ 1)}.

(a)                        (b) 

N 
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E W c 
N 

S 

E W 

NW 

SW 

NE 

SE 

c 

Fig. 2. (a) Von Neumann neighborhood; (b) Moore neighborhood

As was mentioned above, the CA evolves deterministically in discrete time
steps, changing the states of all cells according to a local transition function
f : Sm → S. That is, the updated state of the main cell (a, b) depends on the
m variables of the local transition function, which are the previous states of the
cells constituting its neighborhood, that is:

st+1
ab = f

(
sta+α1,b+β1

, . . . , sta+αm,b+βm

)
∈ S. (6)

Moreover, the matrix

C(t) =

⎛⎜⎜⎜⎝
st11 st12 . . . st1c
st21 st22 . . . st2c
...

...
. . .

...
str1 str2 . . . strc

⎞⎟⎟⎟⎠ , (7)

is called the configuration at time t of the CA, where C(0) is the initial configu-
ration of the CA.
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As the number of cells of the CA is finite, boundary conditions must be
considered in order to assure the well-defined dynamics of the CA. One can
state several boundary conditions depending on the nature of the phenomenon
to be simulated. In this work we will consider null boundary conditions, that is:
if (a, b) /∈ C then stab = 0.

3 The Model of Hantavirus Spreading

The model for hantavirus virus spreading shown in this work is a compartmental
model, that is, each rodent can be in one of the following two states: susceptible
or infected. Susceptible rodents are those that have not been infected by the
hantavirus, whereas infected rodents are those reached by the virus and which
are able to propagate it to susceptible rodent.

In the model proposed in this work, some assumptions will be done related
to environmental situation, rodent behavior and virus spreading.

3.1 Environmental Considerations

The following environmental suggestions must be considered in the model:

1. Each cell of the cellular space stands for a portion of the landscape habitat
of rodent population.

2. Each cell, (a, b), of the cellular space is endowed with the nutrient parameter,
f t
ab ∈ N, which estimates the food sources at every step of time for the
possible rodent placed in this cell at this time.

3. At every step of time there will be rodent wastes due to their saliva, urine
and/or droppings: set wt

ab ∈ N the total contaminated waste (the waste due
to infected rodents) at time t in the cell (a, b).

3.2 Host Rodent Considerations

The following suggestions are made related to rodent behavior:

1. At every step of time there can not be more than two rodents in each cell,
that is, the number of rodents in one cell could be 0 (the cell is empty) or
1 (the cell is occupied). As a consequence, the physical interaction between
rodents is considered when they are placed in neighbor cells.

2. The number of rodents in the system remains constant throughout time.
3. At a particular time each rodent will be endowed with one of the following

two states: susceptible or infected.
4. When a rodent is placed in a cell, the nutrient parameter of such cell de-

creases in α ∈ N units at every step of time. Consequently, if there is a rodent
in the cell (a, b) at time t then f t+1

ab = f t
ab − α.

5. When a rodent is placed in a cell, it deposits excreta and saliva uniformly
throughout the cell and, as a consequence, the remaining nutrients could
be contaminated if the rodent is infected. If β ∈ N are the units of excreta
and saliva deposited by an infected rodent in the cell (a, b) at time t, then
wt+1

ab = wt
ab + β.
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6. A rodent moves from its cell to a neighbor cell when the food resources
corresponding to the main cell are finished. In this case, the rodent moves
to the empty neighbor cell with highest nutrient parameter.

3.3 Virus Spreading Considerations

The hantavirus is transmitted to a susceptible rodent by means of two ways:

i) When the susceptible rodent inhales infected aerosols or ingests contami-

nated food. This occurs with probability
wt

ab

f t
ab

≤ 1 in the cell (a, b) at time

t.
ii) When the susceptible rodent is bitten by an infected rodent. The probability

to become infected after a bite is δ for each contact, and only contacts
between the susceptible rodent and infected rodents placed in the neighbor
cells are considered.

3.4 The Local Transition Function

Let stab ∈ S be the state of the cell (a, b) at time t and set S = {X,Y, Z} the
state set. Thus:

stab =

⎧⎪⎨⎪⎩
X, if there is a susceptible rodent in the cell (a, b) at time t

Y, if there is an infected rodent in the cell (a, b) at time t

Z, if there is not any rodent located at cell (a, b) at time t

(8)

Note that the state of cell (susceptible, infected or empty) depends on the state of
the rodent (susceptible or infected). Taking into account the suggestions stated
in subsection 3.2, it follows:

i) A susceptible rodent at time t will be infected at time t + 1 with probabil-

ity
wt

ab

f t
ab

or with probability δ per contact. Otherwise, the rodent remains

susceptible.
ii) An infected rodent at time t remains infected at time t+ 1.

Consequently, the local transition function is given by the following rules:

1. st+1
ab = X if one of the following two conditions hold:
(i) stab = X and the rodent placed in (a, b) has not been infected and it does

not move from (a, b) to other neighbor cell at time t.
(ii) stab = Z and a susceptible rodent moved to cell (a, b) at time t.

2. st+1
ab = Y if one of the following three conditions hold:
(i) stab = X and the rodent placed in (a, b) has been infected and it does

not move from (a, b) to other neighbor cell at time t.
(ii) stab = Y and the rodent does not move from (a, b) to other neighbor cell

at time t.
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(iii) stab = Z and an infected rodent moved to the cell (a, b) at time t.
3. st+1

ab = Z if one of the following two conditions hold:
(i) stab = Z and any rodent does not move to cell (a, b) at time t.
(ii) If stab �= Z and the rodent placed in (a, b) moved from this cell to a

neighbor cell at time t.

4 Simulations and Discussion

The computational implementation of the model introduced in this work has
been made using the computer algebra systemMathematica (version 9.0). Several
simulations have been performed for 100 iterations, all of then with a lattice of
10 × 10 cells. The rest of parameters (number of rodents, amount of nutrients
and infection rate) are varied in order to study the behavior of the model.

In Figure 3 an illustrative example of the simulations obtained from the model
proposed in the last section is shown. In this example 50 rodents are randomly
placed in a lattice of 10×10 cells; 10 of them are infected at time t = 0. Moreover
the initial nutrient parameter of each cell satisfies 75 ≤ f0

ab ≤ 85 and δ = 0.05.
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Fig. 3. Evolution of the number of infected and susceptible rodents in a 10 × 10 grid
with a total number of rodents 50. At time t = 0, 10 infected hosts are considered and
the nutrient parameter varies between 75 to 85.

In what follows we analyze the model considering several initial conditions
and parameters values.

4.1 Variation of the Infection Rate Probability

First of all, we will consider a constant population of 50 rodents which are
randomly distributed over the grid (0.5 rodents per cell). At the initial time
3− 5 rodents are considered infected (6− 10% of total rodents) and the nutrient
parameter associated to every cell is equal to 25.

Six different values of the infection rate probability will be considered: δ =
0, 0.05, 0.1, 0.15, 0.2 and 0.3. The evolution for the infected population in all these
cases is introduced in Figure 4. As is shown, with independence of the value of
the infection probability rate, the total number of infected individuals gradually
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increases to reach an equilibrium stable value (endemic equilibrium). The step of
time at which this endemic equilibrium value is obtained is t = 96, 63, 37, 39, 58
and 28, respectively.

Note that there is a notable growth of the population of infected individuals
in the first steps of the evolution in all the cases with the except of δ = 0.
The period of this trend generally lasts over a period between t = 0 to t = 30,
depending on the value of the infection rate: as δ increases, the growth is more
defined. After this fast and stressed increasing, the evolution produces by the
model exhibits a short period of slow growth and finally the endemic equilibrium
is reached.

Note that it is not necessary to consider higher values of δ to obtain an endemic
situation: even when δ = 0 this scenario occurs although there is a significant
difference: an initial period without infections appears (from t = 0 to t = 50)
since the rodents do not bite due to there is not a fight for the food.

Similar results are obtained if we slightly vary the values of nutrient parame-
ters: in Figure 5 the evolution of infected population in the same cases than those
considered in Figure 4 is shown. Note that the trends are the same although the
differences between the particular evolutions (for each value of δ) are reduced.
This also occurs if we consider a non-constant distribution of the nutrient; see
for example Figure 6.
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Fig. 4. Evolution of the number of infected rodents for different values of the infection
rate δ. The color code is as follows: green for δ = 0, yellow for δ = 0.05, orange for
δ = 0.1, red for δ = 0.15, brown for δ = 0.2, and black for δ = 0.3.

Consequently, the infection rate probability has an accelerant effect on the
evolution of infected population.

4.2 Variation of the Density Population: Both Global and Infected

Suppose that a total population of 50 individuals are considered and there is
an initial constant distribution of the nutrient parameter (the value of such
parameter in each cell is 25 at t = 0); moreover set δ = 0 (recall that this
parameter affects to the speed of convergence to endemic equilibrium, not to
the trend). The simulations obtained for different values of the initial density of
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Fig. 5. Evolution of the number of infected and susceptible rodents for different values
of the infection rate δ when the nutrient parameter is constant and equal to 15
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Fig. 6. (a) Evolution of the number of infected and susceptible rodents for different
values of the infection rate δ when the nutrient parameter is distributed following a
non-constant function. (b) Distribution of the nutrients in the grid (the gray level
denotes the total amount of nutrients).
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Fig. 7. Evolution of the number of infected rodents when different values of the density
of infected population are considered. The color code is as follows: green for 10%, yellow
for 20%, orange for 30%, red for 40%, brown for 50%, and black for 60%.
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infected rodents are given in Figure 7. Specifically the densities considered are
10%, 20%, 30%, 40%, 50%, and 60%.

As is shown in Figure 7 the trends exhibited by the different evolutions are
similar. Three periods can be distinguished in all of them: The first one is a
stable period (from t = 0 to t " 50) where the number of new infected cases is
very small. After that, a new period appears characterized by a strong growth
of the infected population (the length of this period is about 20 steps of time),
which is due to the shortage of nutrients and the mobility of infected rodents.
Finally, the endemic equilibrium period is reached.

Similar evolutions are shown when the total number of rodents varies and the
percentage of initial infected hosts remains constant. For example, in Figure 8 the
simulations obtained when 20, 30, 50, 70, 80 and 90 rodents are placed in the grid
and the 10% of these rodents are infected at time t = 0 are shown. Moreover, the
infection rate probability is taken equal to 0 and the initial nutrient parameters
are all equal to 25. Note that in this case the evolution is very similar to the
previous case since there are three distinct periods (with the same behavior than
in the last case) but their lengths vary when the global population increases: The
first period is shorter and the growing period is larger.
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Fig. 8. Evolution of the number of infected rodents when different values of the global
density of population are considered (with a 10% of initial infected rodents considered).
The color code is as follows: green for 20 rodents, yellow for 30 rodents, orange for 50
rodents, red for 70 rodents, brown for 80 rodents, and black for 90 rodents.

4.3 Variation of the Distribution of Nutrients

Finally, suppose that the density of population (both global and infected at t =
0) and the infection probability rate are constant in all simulations: δ = 0.05 and
10% of the population at the initial step of time are infected. If initial constant
nutrient parameters are defined then simulations with f0

ab = 10, 20, 30, 40, 50 are
computed (1 ≤ a, b ≤ 10) and the results are shown in Figure 9. The evolutions
obtained are similar, there is a constant growth from the first time (t = 0) to the
endemic value. As it could be expected the force of the growth of the number of
infected rodents is inversely proportional to the total amount of nutrients.
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Fig. 9. Evolution of the number of infected rodents when different values of the nutri-
ents are considered (and the other parameters remain constant). The color code is as
follows: green for f = 10, yellow for f = 20, orange for f = 30, red for f = 40, and
brown for f = 50.

5 Conclusions

In this work a novel mathematical model to simulate the spreading of hantavirus
disease between a population of rodents is proposed. It is a improvement of
the model proposed by Karim, Ismail and Ching in 2009. The improvements
are related to boundary conditions, neighborhood and environmental conditions
that defines the local transition function.

Several simulations have been obtained starting from different initial condi-
tions (population density, infected probability rate, nutrient distribution) and in
all of them an endemic equilibrium is obtained, that is, the population of infected
rodents grows up to an endemic value. The strength of this growth depends on
the behavior of the parameters: it is inversely proportional to the amount of
nutrients and directly proportional to the initial density of infected rodents and
the infected probability rate.
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Abstract. We introduce an extension to existing Distributed Hierar-
chical Graph Neuron (DHGN) network for 2-dimensional binary pat-
tern recognition. The new form of DHGN network, termed as receptive
field DHGN network (RF-DHGN) is a hybrid of a receptive field layer
for 2D feature extraction, and one or more DHGN subnets for feature
recognition. All inputs to the network, in the form of synaptic weights
are automatically determined through mode-based activation function
within the RF neurons. The proposed scheme minimizes the need for
large number of neurons as compared to the normal DHGN scheme.
Furthermore, the results of preliminary recognition tests indicate high
recognition accuracy, similar to existing DHGN approach for distributed
pattern recognition.

Keywords: Hybrid system, receptive field, bio-inspired algorithm,
parallel pattern recognition.

1 Introduction

Pattern recognition is a process of identifying similar characteristics or features
of given objects or entities. Living organisms have been providing many examples
of how recognition of patterns can be performed in efficient ways. Small organ-
isms such as honeybees and fruit flies exhibit effective mechanisms of pattern
recognition. Honeybees have the ability to recognize fairly complex features in
flowers, while fruit flies can conduct flight stunts using minuscule amounts of en-
ergy. Both honeybees and fruit flies are able to perform such intricate operations
using such miniature-sized brains.

The ability to recognize patterns using biologically-inspired mechanisms such
as neural networks have been commonly used to memorize patterns. Apart from
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statistical and syntactical approaches, neural networks have been shown to pro-
duce higher recall accuracy as compared to the aforementioned techniques [1].
Nevertheless, most of the existing schemes do not scale up to the increase in the
size and complexity of patterns.

An important concept in bio-inspired computations is the hierarchical struc-
ture of learning. Neural system in human brain for example, consists of numerous
hierarchical structures with feedback loops between the levels of hierarchy. Ac-
cording to Dileep [2], this multiple levels of neurons within the brain creates a far
more compact and flexible recognition engine, controller or model. Distributed
Hierarchical Graph Neuron (DHGN) [3] is a variant of parallel and distributed
neural network scheme for pattern recognition. DHGN implements a hierarchical
learning mechanism that allows generalizations of structures from specific com-
bination of elements within patterns. The DHGN approach has been derived
from both Graph Neuron (GN) [4] and Hierarchical Graph Neuron (HGN) [5]
approaches. GN is a scalable associative memory scheme for memorizing pat-
terns of various forms, ranging from generic sensor stimuli to pixel intensities in
images. GN offers better resource utilization by changing the emphasis of compu-
tation from sequential CPU processing to parallel in-network processing. HGN
on the other hand, extends the capabilities and effectiveness of GN recognition,
by introducing the bird’s eye view of pattern formations through its hierarchical
learning structures.

DHGN implements similar functions as HGN and GN recognition schemes.
However, DHGN reduces the learning cycle and complexity of HGN through de-
composition of HGN large structure into several DHGN sub-structures. Learning
in DHGN involves the use of collaborative-comparison learning function [6] that
implements adjacency comparison of input values in pattern memorization. This
kind of learning exhibits a one-shot learning capability without the needs for re-
training. Although DHGN is able to reduce the complexity of HGN hierarchical
structure, the size of its network structure can substantially increase for larger
and complex patterns.

In this paper, we propose a neural activation-like function to reduce the size
of DHGN network composition for recognition of 2-dimensional binary patterns.
The use of modal values for activation of neuron within the network is consid-
ered. This work has been inspired by a number of researches done in receptive
field [7,8] of a sensory neuron that react on specific stimulus that provides a
firing mechanism within the neuron. The receptive field acts as a feature extrac-
tion mechanism for the input patterns. In this approach, mode calculation has
been used to identify the frequent appearances of dominant elements within a
given pattern. The proposed approach minimizes the number of DHGN subnets
required, by reducing the size of the input space for recognition purposes. The
preliminary results indicate that the scheme offers comparable levels of accuracy
as original DHGN scheme.

The article is structured as follows. Section 2 presents some of the related works
on DHGN pattern recognition and other related components. The fundamental
concept ofmode-based activation function forDHGNwill be discussed in Section 3.
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The results of simple recognition test on 2-dimensional binary character patterns
are further presented in Section 4, followed by conclusions presented in Section 5.

2 Related Works

2.1 Distributed Hierarchical Graph Neuron (DHGN)

DHGN is a pattern recognition network that comprises a number of DHGN sub-
nets (HGN sub-composition) and a Stimulator/Interpreter Module (SI Module)
node, as described by Muhamad Amin and Khan [6]. Fig. 1 shows a complete
architecture of DHGN network. This figure illustrates a decomposition of binary
image pattern ‘K’ into subpatterns. This decomposition is performed by the SI
Module node. The input activates the neurons corresponding to the bits of the
input pattern. In doing so each pattern element within a subpattern is mapped
to relevant neurons in the respective subnet. Each subnet integrates its responses
and sends the results to the SI Module to form overall network responses.

Fig. 1. DHGN network architecture for pattern recognition (adopted from [9])

Learning within DHGN network occurs in a one-shot environment, in which
each pattern is passed through the network only once. Recognition result, in
terms of recall (pattern is known) or store (pattern is memorized). Within each
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DHGN subnet, the recognition process involving communication between neu-
rons also happening once for each subpattern. In this point of view, DHGN offers
fast recognition procedure by eliminating the needs for iterative mechanism to
recall or store patterns. The size of subnet depends on the size of the subpat-
tern used in the system and the number of different elements in the subpattern.
Therefore, to define the size of each subnet, we consider the number of neurons,
Ngn required for subpattern with size p and v different element as shown in the
following equation:

Ngn = v

(
p+ 1

2

)2

(1)

Consequently, the total number of GNs, NT
gn required for M size pattern can

be calculated as:

NT
gn =

M

p

[
v

(
p+ 1

2

)2
]

(2)

It is best to note that for binary patterns, the value of v = 2. Further descrip-
tions on the structure and complexity of DHGN can be referred to in [3,6].

2.2 Receptive Field: Concept and Theory

Receptive field in artificial neural network (ANN) is a concept that replicates
the behavior of region of cells within the biological neural systems that react
upon some specific stimulus that determine the rate of neuronal firings. Some of
the preliminary works on replicating the receptive field behavior in ANN were
introduced by Olshausen and Field [10], on the use of sparse coding technique
for receptive field with simple cells in the primary visual cortex. Karklin and
Lewicki [11] on the other hand, models the complex cells that uses probability
estimations of natural scenes and assumes sparse neuronal activity within the
visual system. Implementations of receptive field in primary visual cortex of
neuronal network model can also be seen in the works of Tanaka et al. [12],
where the principles of temporal and population sparseness are considered.

Apart from the works carried out in replicating the receptive field mechanism,
other works also consider the use of receptive field in other ANNs. For example,
Phung and Bouzerdoum [7] implements localized receptive fields in feed-forward
neural network for visual pattern classification.

In this paper, we present a hybrid approach, incorporating feature extraction
mechanism that replicates the function of receptive field for DHGN recognition
scheme involving 2-dimensional binary patterns. Our work introduces the modal-
value calculation as an activation function to determine the types of input to the
DHGN network. By acquiring this capability of receptive field, the size of DHGN
network could substantially be reduced.Thework being carried out resembles some
of the hybrid system approaches by Bouaziz et al. [13] and Wozniak et al. [14]

In the next section, we will describe our proposed feature extraction approach
using receptive field (RF) mode-based activation function for DHGN network.
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3 Mode-Based RF-DHGN Network

In this section, we will describe the feature extraction technique that has been
deployed for DHGN network. The use of receptive field concept in capturing
important feature of a given pattern will be presented. The proposed DHGN
scheme mainly consists of two important components, namely mode-based RF
neurons and DHGN network.

3.1 Mode-Based RF Neurons

Generally, mode is a value that represents the frequency of similar elements in
a set of data. According to Yule and Kendall [15], mode is the value of the
variable that corresponds to the maximum of the ideal curve which gives the
closest possible fit to the actual distribution. Mode can be used as a tool to
identify dominant elements in a given pattern. Past works on mode-based RF
can be seen in the works of Ramirez and Pedrycz [16] on the receptive fields of
Radial-Basis Function (RBF) neural network.

The proposed receptive field mechanism within DHGN network implements
a mode-based analysis of a given input pattern. In normal DHGN network, an
input pattern will be divided into a series of subpatterns, and each of these
subpatterns will be used in each of the DHGN subnets. The learning mechanism
deployed in each DHGN subnet follows the collaborative-comparison learning as
described in Muhamad Amin and Khan [6]. In RF-DHGN, additional array of
neurons will be used for feature extraction purposes, prior to DHGN recognition
procedure. Fig. 2 shows the composition of DHGN subnet and RF neurons in
the proposed distributed recognition scheme.

Fig. 2. RF-DHGN network composition comprising DHGN subnet and RF neurons
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In the proposed scheme, the firing of RF neuron will be determined by the
modal value obtained from the input pattern/subpattern. For example, consid-
ering binary pattern as input to the network. If the frequency of bit 1 is higher
than bit 0, then the neuron will activate bit 1 as the input for the base layer of
DHGN subnet. Otherwise, bit 0 will be generated. The number of RF neurons
for feature extraction is determined based on the dimension and size of the in-
put patterns. Given the pattern length d for each dimension D, where d ∈ D,
the number of RF neurons, Nrf required could be derived from the following
equation:

Nrf =

D∏
i=1

di (3)

The important aspect of the RF neurons deployment in DHGN network is that
it allows different other feature extraction mechanisms to be applied, instead of
only depending upon actual input values such as pixels and sensor readings. The
capability of having a simple pre-processing of input patterns enables recognition
to be performed more effectively. The use of these neurons in DHGN perspective
is such that it allows less number of DHGN neurons to be deployed for large-scale
and multi-dimensional pattern recognition.

3.2 RF-DHGN Network Architecture

Fig. 3 illustrates the overall view of DHGN network with RF neurons for 2-
dimensional binary character pattern ‘A’.

Note that the network layout for the proposed approach is different from
the original DHGN network as shown in Fig. 1. With additional RF neurons
for feature extraction, the amount of DHGN subnets required for recognizing
binary character patterns is reduced significantly, from seven subnets to only two
subnets of different sizes. The recognition procedures involved in each DHGN
subnet simply follow the normal DHGN scheme, as described in [6].

3.3 Complexity Analysis of RF-DHGN

To estimate the complexity of our proposed RF-DHGN approach, a comparison
between existing DHGN scheme has been carried out in two different criteria,
namely the resource requirement and processing complexity.

Computational resource requirement, in the form of the number of neurons
required for RF-DHGN is significantly reduced, as compared to current DHGN
scheme. Fig. 4 shows a graph for a comparison on the number of neurons gen-
erated for both RF-DHGN and DHGN networks with increasing size for 2-
dimensional (rows × columns) binary patterns. In normal DHGN approach,
the 2-dimensional binary pattern is transformed into 1-dimensional (1-row ×
n-columns) bit string and recognition is performed on this bit string.
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Fig. 3. RF-DHGN network for 2-D binary pattern recognition of character ‘A’

Fig. 4. A comparison on the number of neurons generated in DHGN and RF-DHGN
for pattern recognition involving 2-dimensional binary patterns

In regards to the processing complexity of the proposed approach, the RF
neurons function only focuses on determining the modal value from the elements
within the input subpattern. The complexity of this process can be defined as
O(n), where the value estimation process only involve passing a single-cycle
within the entire bit pattern. It is best to note that the processing complexity
of the DHGN network does not change and remains as O(n).
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3.4 Recognition Accuracy Tests

We have performed a series of tests on pattern recognition accuracy using RF-
DHGN scheme on a set of 2-D binary character patterns as shown in Fig. 5 and
Fig. 6. We implemented two DHGN subnets with capacity of 5 and 7-bits input
patterns respectively. This configuration corresponds to the size and dimension
of the input patterns used.

Fig. 5. Character patterns used in the first recognition test using RF-DHGN and
DHGN schemes

Fig. 6. Character patterns used in the second recognition test using RF-DHGN for all
characters with 2.90% distortion

Note that we have used a set of simple one-bit distortion patterns to measure
the recall accuracy of RF-DHGN. The first test that we have conducted involves
a comparative evaluation of recall accuracy of RF-DHGN and original DHGN
implementations. In the second test, we perform a recognition procedure on 26
binary alphabet characters (with 2.90% distortion (1-bit)) as shown in Fig. 6.
Results of these tests will be further presented in the following section.

The RF-DHGN code was developed using C programming language with
MPICH-2 library for message-passing interface (MPI) parallel processing ca-
pability.

4 Results and Discussion

Fig. 7 and 8 show the recall accuracy rates of RF-DHGN and normal DHGN
scheme for recognition of binary character patterns with 2.90% (1-bit) and 5.70%
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Fig. 7. Recall accuracy comparison between RF-DHGN and DHGN schemes for 1-bit
(2.90%) distorted patterns

(2-bit) distortions respectively. The recall accuracy rate for both schemes were
obtained by calculating the recall indices of each subnet as described in the
original HGN scheme by Nasution and Khan [5].

Note that RF-DHGN produces comparatively similar accuracy rates as the
original DHGN network. However, as described in the previous section, RF-
DHGN minimizes the resource requirement by generating less number of neurons
for similar pattern size and dimension used in normal DHGN.

For the recognition test involving 26 alphabet characters with 1-bit distortion,
it is best to note that the storing of the original alphabet characters (without
distortion) using RF-DHGN approach has revealed similar spatial structure for
some of the characters. These characters are A and H ; E and G; F, P, and R; D,
J, and O ; and X and Y. Fig. 9 shows the result of recall accuracy test conducted
on the 1-bit distorted alphabet characters. Note that about 53% of the alphabet
characters have been perfectly recalled by the scheme.

An important element in determining the accuracy of RF-DHGN lies in the
mechanism used for feature extraction. In this paper, we have implemented a
mode-based RF activation function for extracting features of binary patterns.
Modal-value for binary pattern is used, based on the hypothesis that changes in
the number of dominant bit may not significantly affect the overall representation
of the patterns. Consider the following example as shown in Fig. 10.

Note that flipping a bit from bit 1 (dark square) (dominant) to bit 0 (light
square) does not affect the modal value of the given pattern. However, when
significant changes to the bit values experienced, the pattern information will
totally be changed. Hence the original pattern information will be lost.
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Fig. 8. Recall accuracy comparison between RF-DHGN and DHGN schemes for 2-bit
(5.70%) distorted patterns

Fig. 9. Recall accuracy percentages for RF-DHGN scheme on 1-bit (2.90%) distorted
alphabet characters

It is best to consider that the use of modal value may not be the best activation
function to be used for different forms of patterns. Nevertheless, the RF-DHGN
structure allows different types of feature extraction mechanism to be deployed
prior to the recognition procedures performed using DHGN network.
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Fig. 10. Examples of the effect of bit flipping in modal value of a given pattern

5 Conclusions

In this paper, we present our work on implementing receptive field (RF) mecha-
nism for binary pattern recognition using DHGN network. Arrays of RF neurons
were implemented for feature extraction using mode-based activation on binary
patterns. The hybrid RF-DHGN scheme allows recognition of patterns to be
performed with minimum number of DHGN subnets, while exhibits compara-
tive recognition accuracy of existing DHGN scheme. The proposed approach also
offers a flexible mechanism of feature extraction, by allowing different activation
function to be used prior to DHGN recognition. The use of receptive field for fea-
ture extraction also provides an adaptive approach to different forms of available
feature extraction methods to be used on DHGN network. Our future works will
be focusing on developing different extraction modules for receptive field func-
tion within the DHGN composition. In addition, more complex patterns that
incorporate multi-dimensional features will be used to analyze the capability of
the recognition scheme.
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Abstract. Qualitative Spatial Reasoning is an exciting research field of the
Knowledge Representation and Reasoning paradigm whose application often re-
quires the extension, refinement or combination of existent theories (as well as
the associated calculus). This paper addresses the issue of the sound spatial in-
terpretation of formal extensions of such theories; particularly the interpretation
of the extension and the desired representational features. The paper shows how
to interpret certain kinds of extensions of Region Connection Calculus (RCC)
theory. We also show how to rebuild the qualitative calculus of these extensions.

1 Introduction

One of the main challenges in Qualitative Spatial Reasoning (QSR) is the need to
combine or extend the existing theories to include new aspects in the same formalism
[18,12]. In order to face the problem, several features and viewpoints must be consid-
ered.

The focus here is the logical aspect of the challenge, particularly the relationship
among models of initial theories and that of the new ones. A key aspect to consider
in Artificial Intelligence in general is the feasibility/complexity of the reasoning pro-
cess, by providing, for example, a qualitative calculus. This approach contrasts with the
qualitative and nature inspired one [14]. Several of the purely logical features could be
solved if a sound methodology is adopted, for example the definitional methodology for
building formal ontologies [4]. It can be too rigid because of strong requirements such
as logical categoricity. In contrast with this framework, in QSR the (characterization
of) the class from intended models is more important than the general class of mod-
els. In fact, a sound interpretation of the revised ontology/theory for preserving those
models is a key step especially if previous definitions have to be changed. For exam-
ple, any extension by definition of a new concept/relationship should be supported by a
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good theory about its relationship with the original theory, as well as by a nice way of
expanding a representative class of models of the source theory to the new one.

From this point of view, the use of automated reasoning systems can ensure the
correctness of the results as well as that it has not been used spatial intuitions which are
not formalized in the theory (c.f. [21] ). It is very important both the soundness of the
associated calculus and the use of a spatial theory as basis for building and reasoning
with ontologies [17].

The aim of the paper is to show how the assistance of automated reasoning systems
(ARS) can help to classify, interpret and compute abstract extensions of QSR theories,
required to accommodate new concepts and insights which Knowledge Engineering
problems induces. The use of ARS provides an formal framework where contrast hy-
pothesis, specifications and axioms.

Specifically, the case of the extension of RCC theory [12,18] by insertion of an un-
defined relationship is analyzed. In a broad scope, the aim is to describe how rudiments
of First Order Model Theory (and computational logic) can be used for increasing the
knowledge on generic extensions of the QSR theory: On the one hand, by providing a
formal support to the reasoning both from lattice of spatial relationships and transition
tables. On the other hand, since the computing of the extensions is assisted by auto-
mated reasoning, it provides information to the designer which comes from the logical
entailment. In this way the designer only has to re-interpret if necessary, elements from
the older theory in order to satisfy those information requirements. This task, non al-
gorithmic in essence, is the responsibility of experts in the domain represented by the
ontology. In fact, such re-interpretation can force us to reconsider the initial ontological
commitments. This paper addresses these issues.

The rest of the paper proceeds as follows. Next section motivates the need of quali-
tative reasoning on abstract extensions of standard theories. Section 3 introduces basic
features of lattice categorical extensions, a formal notion for extending theories and it
recalls a result on extensions of RCC. Sections 4,5,6 represent the main contributions
of the paper. In Section 4 the interpretation of the extensions by means topological pul-
sation is described. Section 5 shows how the transition table for the extensions from
interpretation can be rebuilt. Section 6 shows other interpretation framework (egg-yolk
approach). Conclusions and new insights are summarized in Section 7.

2 Interpretation of Generic Extensions

The paper addresses in first place the problem of obtaining a sound interpretation (by
providing a spatial meaning) of the extensions obtained by means automated reasoning;
and, in the second one, it studies how from that interpretation, other tools for QSR (as
transition tables) can be deduced. Formally:

Definition 1. Let Ω be a topological space and T be a mereotopological theory. An
interpretation on Ω is an interpretation of the language of T whose universe is Ω. T
is interpretable on Ω if there exists an interpretation on Ω which is model of T .

Roughly speaking, an interpretation is a (logical) interpretation which interprets spa-
tial entities as open sets in the space, and relations as spatial relations, often on spa-
tial regular regions. If an abstract extension of a standard QSR theory is obtained, it
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Fig. 1. Semantic approach to a geodemographic class [11]

is necessary to extend the standard interpretation by interpreting the new concepts or
relationships as spatial regions and relations respectively.

2.1 A Motivating Example

The needs of generic extensions of (classic) qualitative reasoning theories comes from
the analysis of spatial relationships partially defined by different specifications. For
example, in [11] authors show how to build a (semantic web) ontology from a state-
of-art geodemographic system. Such kind of systems are composed by high-level spec-
ifications of spatio-temporal and geodemographic features. Geodemographic classes
extracted from the system are underspecified by the formalization of a number of ge-
ographic, demographic and sociological restrictions that really do not define the intent
of geodemographic specialist (see Fig. 1). Therefore, when automated reasoning work
on specifications poor results are obtained: formal class can not soundly interpreted as
geodemographic expert desires, which really represents a vague region contained in the
intersection of a number of anonymous classes.

The refinement of geodemographic ontologies can not be sufficient if the system can
not reason with rough, generic spatial relations which provides a basic spatial calculus.
The selection of QSR for refining ontologies was showed in a range of papers [6,9,2,3]
in which are presented both the foundational issues as well as their applications. The
paper [3] describes an intelligent interface (called Paella), based on qualitative spatial
reasoning which is designed to (spatially) reason with ontology classes (see [2] for
an application). The refining cycle to be applied (once extended standard qualitative
reasoning to work with the new kind of spatial entities) is represented in Fig. 2. It can
be considered other possibility consisting on the refinement of the definition by means
of the combined use of two or more classifier systems (and the sound topology) [24].
However the qualitative nature of ontological definitions discourages this approach.
Standard mereotopological interpretation leads an abstract spatial configuration which
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Fig. 2. Augmenting reasoning cycle with extended spatial reasoning [3]

has to be used by purely formal methods (because the spatial intuition may fail on these
new relationships). Therefore, it needs a new formal framework where the reasoning is
founded with strong logical theories on spatial reasoning, which must be topologically
interpretable in turn.

2.2 The Mereotopological Theory RCC

RCC theory [12], a mereotopological approach to QSR, describes topological features
of the spatial relations. It has been useful in several fields of Artificial Intelligence
such as Geographic Information Systems (GIS) and Spatial Databases (see e.g. [16])
It allows us both to reason on spatial regions and to interchange knowledge between
ontologies and their spatial models. We consider a ground relation, the connection be-
tween two regions, which enjoys the reflexive and symmetrical properties. The meaning
of connection is: the topological closures of two connected regions intersect. The set of
axioms expressing the properties and definitions of the remaining relations (Fig. 3 (left)
conforms the set of axioms of RCC (see [12]).

On one hand, the set of the eight binary relations depicted in Fig. 3 is denoted by
RCC8. These relations are jointly exhaustive and pairwise disjoint (JEPD) and RCC8 is
regarded a calculus for Constraints Satisfaction Problems (CSP) (see e.g. [22]). On the
other hand, there is another interesting calculus, RCC5 = {DR,PO, PP, PP i, EQ}.
The difference between them is that while the former allows us to enrich the represen-
tation of knowledge by using frontiers of the regions, the latter do not. This fact will
be discussed next. Although it has been empirically established [19] that RCC8 is more
suitable than RCC5 for the representation of topological relations discriminated by hu-
mans, both of them are used here: RCC5 is appropriate for solving CSPs associate to



Extending Qualitative Spatial Theories with Emergent Spatial Concepts 431

Fig. 3. Axioms of RCC (top) and RCC8 spatial relations (bottom)

a mereotopological representation and RCC8 is useful to design a rich translation of a
spatial representation to the ontology code.

Models of RCC have been deeply studied from different viewpoints [20,22]. The
study of the lattice of spatial relationships of extensions of RCC was made in [10].
The last work raise several questions about the relation between the original theory
and its extensions. This can be studied from the QSR paradigm, or from the logical
consequences of the extension of the theory (see e.g. [15] for the combination of RCC
and reasoning about qualitative size and [9] for the same problem).

3 Background: Lattice-Categorical Extensions

An essential requirement to a qualitative theory should be that if it is possible to en-
tail the basic relationships among the concepts considered. For example, RCC entails
both the relationship between the spatial defined relations (which has lattice structure)
and the transition calculus [21]. Likewise the extension should satisfy the same require-
ment. Inspired by foundational questions on the Semantic Web [1], in [10] a formal
definition of robust ontology is proposed, called lattice categorical extension [8] used
for computing a range of RCC-extensions used in the paper.

A lattice categorical theory is the one that proves the lattice structure of its basic
relations. Formally, given a fixed language, let C = {C1, . . . , Cn} be a (finite) set of
concept symbols, let T be a theory. Given M a model of T , M |= T , we consider the
structure L(M, C), in the language LC = {#,⊥,≤}∪{c1, . . . , cn}, whose universe are
the interpretations in M of the concepts (interpreting ci as CM

i ), # is M , ⊥ is ∅ and ≤
is the subset relation. We assume that L(M, C) is requested to have a lattice structure
for every theory we consider.

The relationship between L(M, C) and the model M itself is based on that the lat-
tice L can be characterized by a finite set of equations EL, plus a set of formulas ΘC
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categorizing the lattice under completion, that is, ΘC includes the domain closure ax-
iom, the unique names axioms and, additionally, the axioms of lattice theory.

Definition 2. Let E be a LC-theory. We say that E is a lattice skeleton (l.s.) for a
theory T if E verifies that

– There is M |= T such that L(M, C) |= E ∪ΘC , and
– E ∪ΘC has an unique model (modulo isomorphism).

Every consistent theory has a lattice skeleton [10]. The existence of non equivalent l.s.
makes it difficult to reason with the relations, while the existence of only one would
make it easy due to the relationship among the relations is the same in any model of T .

Definition 3. T is called a lattice categorical (l.c.) theory if every pair of lattice skele-
tons for T are equivalent modulo ΘC .

Note also that every consistent theory T has an extension T ′ which is lattice categor-
ical: it suffices to consider a model M |= T , and then to find a set E of equations such
that ΘC ∪ E has L(M, C) as only model.

A method -assisted by ATP an MF- for obtaining the skeleton is described [10].
Finally, we can give a formalization of robust ontological extension, based in the

categorical extension of the ontology:

Definition 4. Given two pairs (T1, E1), (T2, E2) we will say that (T2, E2) is a lattice
categorical extension of (T1, E1) with respect to the sets of concepts C1 and C2 respec-
tively, if C1 ⊆ C2 and L(T2, C2) is an E1-conservative extension of L(T1, C1).

The most important feature of l.c. theories is that this allows use only the lattice
relationships for reasoning with the relations. Lattice categoricity has been used for
extending ontologies by decision of the user [10], motivated by data and designed by
the user [8], data-driven [7] and ontology merging [9].

In [10] l.c. extensions of RCC for supporting undefinition are computed: those that
insert the undefinition into RCC8 calculus, so obtaining a new JEPD set. There exist
other kind of extensions designed for other uses. See [8] for details.

Theorem 1. [10] There are only eight l.c. extensions of the lattice of RCC by insertion
of a new relation D such that RCC8 ∪ {D} is a JEPD set.

The analysis of the extensions (fig. 4) suggests us that the new relations represent un-
definition up to a degree.

4 Interpreting with Pulsation/Contraction

The above result is an example of a purely logical result obtained by automated reason-
ing. As it is commented the method ensures the correctness of the result. It is necessary
to complete the study by interpreting (if possible) the new elements (and the reinter-
preting the older ones). This way it qualifies the designer to use it as QSR theory. In
order to obtain specific interpretations, it need to work with concrete spaces. In this
section we illustrate this idea by usingR(Ω) as the set of regular sets of the topological
space Ω.
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Fig. 4. The eight lattice describing the l.c. extensions of RCC by a undefinition relation

Definition 5. A pulsation on a topological space Ω = (X , T ) is a map σ : R(Ω) %−→
R(Ω) such that the closure of σ(X) contains that of X; X ⊂ σ(X). The pair (Ω, σ)
where Ω is nontrivial, connected and regular is a topological space with pulsation.

The interpretation on these spaces is based on considering the pairs (x, σ(x)).

Theorem 2. Seven of the eight extensions from theorem 1 are interpretable in topolog-
ical spaces with pulsation.

Proof. We denote by RΩ (R ∈ RCC) the natural interpretation of R in the topological
space Ω. For the sake of simplicity, we make use of the following conventions,

Rσ(a, b) := R(σ(a), σ(b)) and
∨

RCC8σ :=
⋃

R∈RCC8

Rσ

Let (Ω, σ) be a topological space with pulsation σ. Ωk is defined like the structure on
the language of RCC + {Ik} where k ∈ {1, 2, 3, 4, 5, 7, 8}, and for every R ∈ RRCC ,
the interpretation of R in Ωk is obtained by combination of regions. It only shows two
of such interpretations. The others explanations are similar.

L1 : RΩ1 = RΩ if R ∈ RRCC � {NTPP, TPP}, TPPΩ1 = TPPΩ ∩ TPP σ,
NTPPΩ1 = NTPPΩ ∩NTPP σ and
I1

Ω1 = (TPPΩ∩(
∨

RCC8σ�{TPP σ}))∪(NTPPΩ∩(
∨

RCC8σ�{NTPP σ}))
L3 : RΩ3 = RΩ if R ∈ RRCC � {TPPi,NTPPi}, TPPiΩ3 = TPPiΩ ∩ TPPiσ ,

NTPPiΩ3 = NTPPiΩ ∩NTPPiσand
I3

Ω3 =(TPPiΩ∩(∨RCC8σ�{TPPiσ}))∪(NTPPiΩ∩(∨RCC8σ�{NTPPiσ}))

The relation I6 does not have interpretation on pulsation. It has to use contraction.

Definition 6. A contraction in a topological spaceΩ = (X , T ) is a map σ : R(Ω) %−→
R(Ω) such that (ξ(A)) ⊂ A for each A with nonempty inner. The pair (Ω, ξ) where Ω
is nontrivial, connected is called a topological space with contraction.

Theorem 3. I6 is interpretable in a topological space with contraction
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Fig. 5. Interpretation of the relations by undefintion (I6 by contraction.The rest by pulsation)

Proof. Given (Ω, ξ) define Ω6 the structure of the language RCC + {I6} as follows:

– RΩ6 = RΩ if R ∈ {C,DR,EC,DC}
– RΩ6 = RΩ ∩Oξ if R ∈ RRCC � {C,DR,EC,DC}
– I6

Ω6 = OΩ ∩DRξ

Fig. 5 summarizes the interpretations. In fact, it verifies:

Theorem 4. The set of interpretations Ωk, k ∈ {1, 2, . . . , 8} defined above entails the
lattice structure Lk depicted in the Fig. 4.

It suffices to check exhaustively the properties of the reticle according to the corre-
sponding interpretation. The details of such long and tedious process are omitted.

Corollary 1. The set RCC8 + {Ik} is a JEPD set under the interpretation Ωk, for
k = {1, 2, . . . , 8}.

The interpretations correspond, in essence, to a skeleton of every possible extension
of RCC. The skeleton (the set of lattice equations characterizing the lattice) can be
obtained by using a model finder (MACE4 in our case), but the calculus is out of the
scope of this paper.

5 Building the New Transition Tables

One of the advantages of interpreting l.c. extensions is that it allows to build a transition
table for the new theory, particularly in the case of the news JEPDs. As for RCC8, it is
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Table 1. Composition table for the extension corresponding to L1

possible to prove the transition table for the new JEPD sets RCC8+Ik, k = {1, . . . , 8}.
To illustrate the method, the table for RCC8 + {I1} is computed.

Table 1 shows the transition table for RCC8 + {I1}.
The part of the table that corresponds(fits) to the composition of relations RΩ

1 , R
Ω
2

where R1, R2 ∈ RCC8, coincides with the table we obtain for RCC8, except:

– If from the composition of two relations R1, R2 in RCC8 is obtained TPP or
NTPP (or both of them),then it will appear TPP or NTPP (or both of them),
besides the relation I1.

– As a consequence of that, if in the composition table of RCC8 the result of com-
posing two relations is RCC8, then, the result is the set RCC8 + {I1}, which we
have denoted as RCC8[I1].

In table 2 it shows an example of calculus.

6 Interpretation in the “egg-yolk” Approach

In this section another interpretation, in the egg-yolk paradigm [13] is studied. This is
naturally related with the pulsation one. A complete picture of the relationship between
undefinition relations is given (as well as with RCC5) instead of a separate interpre-
tation for each one. In egg-yolk paradigm, regions (which we call e-y regions) have
undetermined boundaries (a ‘vague region’), and they are represented by a pair of con-
centric regions with determinate boundaries (‘crisp regions’), which provide limits (not
necessarily the tightest limits possible) on the range of indeterminacy. In this paradigm
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Table 2. Computing I1 ◦ I1 ≡ NTPP ∨ TPP ∨ I1 under interpretation with pulsation

I
Ω1
1 (a, b) ∧ I

Ω1
1 (b, c) =

= ((TPPΩ(a, b) ∩ (
∨

RCC8σ � {TPPσ})(a, b)) ∪(NTPPΩ(a, b) ∩ (
∨

RCC8σ � {NTPPσ})(a, b)))
∩ ((TPPΩ(b, c) ∩ (

∨
RCC8σ � {TPPσ})(b, c)) ∪(NTPPΩ(b, c) ∩ (

∨
RCC8σ � {NTPPσ})(b, c))) =

= (NTPPΩ(a, c) ∩ (
∨

RCC8σ(a, c))) ∪ (TPPΩ(a, c) ∩ (
∨

RCC8σ(a, c))) =

= (NTPPΩ(a, c) ∩ (NTPPσ(a, b) ∪ (
∨

RCC8σ � {NTPPσ})(a, c))) ∪
∪(TPPΩ(a, c) ∩ (TPPσ(a, b) ∪ (

∨
RCC8σ � {TPPσ})(a, c))) =

= (NTPPΩ(a, c) ∩ NTPPσ(a, b)) ∪(NTPPΩ(a, c) ∩ (
∨

RCC8σ � {NTPPσ})(a, c))∪
∪ (TPPΩ(a, c) ∩ TPPσ(a, b)) ∪(TPPΩ(a, c) ∩ (

∨
RCC8σ � {TPPσ})(a, c)) =

= NTPPΩ1 (a, c) ∪ (NTPPΩ(a, c) ∩ (
∨

RCC8σ � {NTPPσ})(a, c))∪
∪ TPPΩ1 (a, c) ∪ (TPPΩ(a, c) ∩ (

∨
RCC8σ � {TPPσ})(a, c)) =

= NTPPΩ1 (a, c) ∨ TPPΩ1 (a, c) ∨ I1
Ω1 (a, c)

Fig. 6. Egg-yolk relations [13]

RCC5 is used instead of RCC8 by evident reasons. In Fig. 6 a complete description of
e-y relations is shown.

Given two e-y regionsA = (a, a), B = (b, b) andR ∈ RCC5 defineR by: (A,B) ∈
R⇐⇒ (ā, b̄) ∈ R. Thus the interpretation of {I1, . . . , I5, I7, I8} ∪RCC5 is

– DR = {1} and EQ = {42, 43, 44, 45, 46}
– PP = {(A,B) : PP (a, b)} which agree with I1 (acording to lattice L1). Thus,
I1 = PP = {8, 13, 22, 24, 26, 34, 35, 36, 37, 38, 41}.

– I2 = PP ∪EQ = {8, 13, 22, 24, 26, 34, 35, 36, 37, 38, 41, 42, 43, 44, 45, 46},
– By symmetry, I3 = PPi = {7, 12, 21, 23, 25, 28, 29, 30, 31, 33, 40} and
I4 = PPi ∪ EQ = {7, 12, 21, 23, 25, 28, 29, 30, 31, 33, 40, 42, 43, 44, 45, 46}.

– PO = {2, 3, 4, 5, 6, 9, 10, 11, 14, 15, 16, 17, 18, 19, 20, 27, 32, 39}, thus
– I5 = I2 ∪ I4 ∪ PO = {2, . . . , 46}
– I7 = DR = {1}.
– I8 = {1, 2, . . . , 46} =

⋃
k∈{1,2,3,4,5,7}

Ik = I5 ∪ I7

Theorem 5. RCC5∪{I1, . . . , I5, I7, I8} have the lattice structure depicted in 7 in the
egg-yolk interpretation.

Therefore, the set {I1, EQ, I3, PO, I7} is JEPD, and also {I2, I4, PO, I7} y {I5, I7}.
Likewise it is possible to build transition tables for these calculus.
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Fig. 7. Lattice of egg-yolk interpretations of new relationships

7 Conclusions and Future Work

The paper is a first step towards the classification/interpretation of generic kind of ex-
tensions of RCC as well as the computing of their transition tables. They represent the
logical side of the extensions of RCC used in [6], and it is the basis of the associated
tool [2,3]. The method for obtaining all the extensions was shown in [10]. The main
contribution (sections 4,5 and 6) rest unpublished by now.

Due the lack of space, we do not present related interpretation based on rough sets
[23]. This approach is based on totally disconnected topological spaces as models. Thus
it starts from a different class of intended models. Also, the approach described in [5]
can be used as a basis for a interpretation. The future work is to implement the abstract
interpretations as an extended feature of Paella system, in order to specify ontologies
which vaguely represent specialized concepts (as for example in the geodemography
field).
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Abstract. Actually, a lot of attention focusing on the problem of computing 
privacy-preserving OLAP cubes effectively and efficiently arises. State-of-the-
art proposals rather focus on an algorithmic vision of the problem, and neglect 
relevant theoretical aspects the investigated problem introduces naturally. In 
order to fulfill this gap, in this paper we provide algorithms for supporting pri-
vacy-preserving OLAP in distributed environments, based on the well-known 
CUR matrix decomposition method, enriched by some relevant theory-inspired 
optimizations that look at the intrinsic nature of the investigated problem in or-
der to gain significant benefits, at both the (privacy-preserving) cube computa-
tion level and the (privacy-preserving) cube delivery level. 

1 Introduction 

The problem of effectively and efficiently supporting Privacy Preserving Distri-
buted OLAP [1,26,14,19,2,18,6] plays a leading role in modern organizations due 
to the fact the latter need to collaboratively harness the potential of “big data” ana-
lytics for decision making while at the same time assuring the privacy and confiden-
tiality of their own data sets. This reference scenario example adheres to the Secure 
Multiparty Computation (SMC) [23] model, which is well-known in the context of 
Privacy Preserving Distributed Data Mining research [3,16], with respect to which 
Privacy Preserving Distributed OLAP can be considered a major, yet-independent, 
research area. In order to solve the challenging problem of computing and manag-
ing privacy preserving data cubes in distributed environments, in our previous work 
[5] we introduced an innovative privacy preserving distributed OLAP framework 
that relies on the novel concept of secure distributed OLAP aggregation task. Basi-
cally, this framework is based on the idea of performing OLAP across multiple 
distributed SUM-based two-dimensional OLAP views extracted from data cubes 
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   Foundation under grants CNS-1111512 and CNS-1016722. 
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under the SMC requirements [5]. In a sense, our approach follows hybrid artificial 
intelligence methodologies, whose fundamentals can be found in [30,31]. 

In this paper, we further extend the proposed privacy preserving distributed OLAP 
framework [5] by providing a number of theoretical results that nicely extend the 
capabilities of the framework: (i) privacy preserving capabilities of the CUR decom-
position method, where we prove that the two-dimensional OLAP views computed 
via this method are privacy preserving according to a theoretically-sound probabilistic 
interpretation; (ii) re-construction capabilities of the CUR decomposition method, 
where we prove that the privacy preserving two-dimensional OLAP views can be 
used for re-constructing the original OLAP views in a theoretically-sound manner; 
(iii) independence capabilities of the CUR decomposition method, where we prove 
that the final two-dimensional OLAP view obtained from the target distributed OLAP 
aggregation task can be obtained from the two-dimensional OLAP views of the first 
and the last node of the reference environment, respectively, without dependency on 
the OLAP views of the remaining nodes, still in a theoretically-sound manner. A pre-
liminary version of this paper appears in [11] as short paper. 

2 Privacy Preserving Two-Dimensional OLAP Views Based  
on the CUR Matrix Decomposition Technique 

Given the local OLAP view V0 at the first node N0 of the target distributed environ-
ment, a critical phase of our proposed secure distributed OLAP aggregation protocol 
[5] is the computation of the privacy preserving version of V0, PPV0

, which is then 

aggregated with the local view V0 of the node N1 that “follows” N0 in the fixed node 
ordering. It is easy to understand how this first-step operation heavily impacts the 
overall degree of privacy achieved by the distributed OLAP aggregation protocol. 

Therefore, the critical issue is how to effectively and efficiently compute a privacy 
preserving two-dimensional OLAP view from a given two-dimensional OLAP view. 
This problem has received great attention with equal emphasis on both ROLAP (e.g., 
[15,27,28,29]) and MOLAP (e.g., [7,24,8,20]) cubes. Despite this proliferation, state-
of-the-art proposals cannot be directly integrated in our privacy preserving distributed 
OLAP framework, as they are inherently resource-consuming, hence unsuitable for a 
distributed computation task. 

Based on this motivation, we propose exploiting the CUR matrix decomposition 
[10] to compute privacy preserving two-dimensional OLAP views. As argued by 
Drineas et al. [9], the CUR matrix decomposition can be used for privacy preserva-
tion purposes. In more detail, CUR is a matrix decomposition method for computing 
approximate representations of large matrices. It can be applied to several application 
contexts ranging from classification problems to similarity search problems, from 
analysis of biological data to compression of hyper-spectral data for image 
processing, and so forth [10]. Formally, given a large m × n matrix A, a CUR matrix 
decomposition is a low-rank approximation of A, denoted by A’, that represents A in 
terms of a small number of columns and rows of A, as follows: 
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where: (i) C is an m × c matrix that stores O(1) columns of A; (ii) R is an r × n matrix 
that stores O(1) rows of A; (iii) U is a c × r carefully-chosen matrix. In particular, the 
number of columns of C consists of c = θ(1/ε2) columns of A, and the number of rows 
of R consists of r = θ(1/ε2) rows of A, respectively, with ε > 0 arbitrarily small. C and 
R are built by means of adaptive sampling [25], via c (r, respectively) trials by pick-
ing a column (a row, respectively) of A with probability pj defined as follows: 
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respectively. 
Given a matrix A, computing a CUR decomposition of A is a difficult problem 

[10]. With respect to complexity, the upper bound of the complexity of computing a 
CUR decomposition of an m × n matrix A is represented by the complexity of compu-
ting the Singular Value Decomposition (SVD) [13] of A, which is O(min{m⋅n2, 
m2⋅n}) in time [10]. This cost can be prohibitive for large matrices one can find in 
real-world applications. Therefore, several approaches for effectively and efficiently 
computing CUR decompositions of large matrices have been proposed. 

Given an m × n matrix A, Drineas et al. [10] address the problem of computing an 
effective and efficient CUR decomposition of A such that the deriving approximate 
representation of A, A’, satisfies the following constraints: (i) A’ is a “good” approx-
imation of A; (ii) A’ can be computed after very few scans of A; (iii) A’ can be stored 
in O(m + n) space. [10] provides a very nice theoretical result consisting of an algo-
rithm that allows us to compute A’ with rank k after two scans of A in O(c2 ⋅ m + c3 + 
r3) time, by picking r = O(k/ε2) rows of A and c = O(k/ε2) columns of A, for any ε > 0 
arbitrarily small, such that the following inequality holds (error bound): 

 222

2 FFk AAAAA ⋅+−≤− ε'  (4) 

where: (i) 
2

A  denotes the spectral norm [13] of A, which is defined as follows: 
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such that that AH denotes the conjugate transpose matrix of A, and ΛA the set of ei-
genvalues of A, respectively; (ii) 

F
A  denotes the Frobenius norm [13] of A, which 

is defined as follows: 
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(iii) Ak denotes the rank-k approximation of A given by the SVD [10], such that k ∈ 
{1, …, rank(A)}. For k = k* “best” rank-k approximation of A given by the SVD 
(low-rank approximation), i.e. by picking r = O(1/ε2) rows of A and c = O(1/ε2) col-
umns of A, (4) can be re-formulated as follows [10]: 

 22

2 F
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The satisfaction of inequality (7) ensures that A’ provides a “good” approximation 
of A, while being still different from A. At the same, A’ can be computed in O(m) 
time, in terms of an asymptotic approximation of O(c2 ⋅ m + c3 + r3). According to 
Drineas et al. [9], we clearly state that both properties are suitable to Privacy Preserv-
ing Data Mining, and, in particular, to our main goal of computing a privacy preserv-
ing two-dimensional OLAP view. Such view can be reasonably represented by the 
output m × n matrix A’ provided by the CUR decomposition, from a given two-
dimensional OLAP view, which can be reasonably represented by the input m × n 
matrix A in the CUR decomposition process. 

3 A Privacy Preservation Theory Extending the Capabilities  
of the CUR Matrix Decomposition Technique 

Inequality (7) also embeds a probabilistic interpretation, which can be derived from 
results in [10]. For each pair of ε > 0 and δ > 0 arbitrarily small, with high probability 
the following inequality holds [22]: 

 ( ) δε −≥⋅≤− 1
22

2 F
P AAA '  (8) 

More precisely, (8) gives us a probabilistic (lower) bound on the probability of 
event eD = A ≠ A’, which models the case of obtaining the approximate matrix A’ as 
different from the input matrix A. We denote as P(eD) the probability associated with 
this event. In our privacy preserving distributed OLAP framework, we are indeed 
interested in formally estimating the probability of the complementary (probabilistic) 
event of eD, namely eE = A ≡ A’, which models the case of obtaining the approximate 
matrix A’ as equal to the input matrix A. We denote as P(eE) the probability asso-
ciated with this event. P(eE) formally models the privacy risk of our framework, 
which is the probability of the occurrence of privacy breaches, which, in our reference 
framework, are represented by the event such that A’ (cell partitions of A’) is equal to 
A (are equal to cell partitions of A). Furthermore, this model allows us to study how 
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much our proposed framework is secure against these possible privacy breaches, 
again in a probabilistic manner. By recalling that P(eE) = 1 – P(eD), the following 
probabilistic (upper) bound on the probability of event eE = A ≡ A’ can be derived, as 
stated by Theorem 1: 
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Theorem 1. Given an m × n matrix A, such that m > 0 and n > 0, and its CUR-based 
approximating matrix A’, for each pair ε, δ, such that ε > 0 and δ > 0 arbitrarily 
small, the probability of the event eE = A ≡ A’ is superiorly bounded by the quantity 

2

1

F
A⋅

−
ε

δ , i.e. ( ) 2

2

2

2

2

1

F

P
A

AA
⋅
−≤=

ε
δ

' . 

 
Proof. (8) can be re-written as follows: 
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By simple sign inversion, (10) can be re-written as follows: 
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By noticing that, for this theoretical probabilistic setting, P(eD) is defined as fol-
lows: 
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and P(eE) is defined as follows: 

 ( )2

2

2

2
)(1)( 'AA ==−= PePeP DE  (14) 

respectively, thanks to the central limit theorem and the complementary-event’s prob-
ability theorem [22], (12) can be re-formulated as follows: 
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which is equal to (9).                     

Theorem 1 is a relevant theoretical result of our research. It further confirms us the 
suitability of the CUR decomposition method [10] in supporting Privacy Preserving 
Data Mining, as argued in [9], since the probability of obtaining two equal matrices is 
negligible in practice. Thanks to Theorem 1, in our research we achieve an effective, 
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efficient and, above all, theoretically-sound approach for computing a privacy pre-
serving two-dimensional OLAP view from the input two-dimensional OLAP view, 
which is a fundamental and critical step of the secure distributed OLAP aggregation 
task. 

4 Getting-Back the Original Two-Dimensional OLAP Views 

Another critical property that is central to theoretical aspects of the CUR decomposi-
tion method is related to assessing the capabilities of the method in re-constructing the 
original matrix A from the approximating matrix A’ that is retrieved by the method 
itself. In order to prove the re-construction property ensured by the CUR decomposi-
tion method, which also guarantees the theoretical convergence of the framework, we 
provide Theorem 2 (see next) whose proof is characterized by a structure inspired by 
the theoretical model proposed by Agrawal et al. [1]. In more detail, with respect to 
the re-construction property ensured by the proposed Retention Replacement Pertur-
bation algorithm [1], Agrawal et al. provide rigorous probabilistic bounds over aggre-
gates that are re-constructed from a relational table that has been perturbed by means 
of their algorithm. These aggregates are defined in terms of input range queries over 
the perturbed relational table, and their values are compared with the values of aggre-
gates retrieved by the same queries over the original relational table. Here, we follow 
a similar approach, i.e. we study the re-construction property of the CUR decomposi-
tion method by considering the aggregate values of range queries over the approx-
imating matrix A’ in comparison with the aggregate values of the same queries over 
the original matrix A. 

Before introducing Theorem 2, some definitions are necessary. First, we define a 
two-dimensional range query Q over the m × n matrix A (A’, respectively) as follows: 

 Q = [l1:u1; l2:u2] (16) 

where: (i) l1 denotes a lower bound on the dimension d1 of A (A’, respectively); (ii) u1 
denotes an upper bound on the dimension d1 of A (A’, respectively); (iii) l1 < u1; (iv) 
l2 denotes a lower bound on the dimension d2 of A (A’, respectively); (v) u2 denotes 
an upper bound on the dimension d2 of A (A’, respectively); (vi) l2 < u2. On the basis 
of well-understood matrix algebra [13] principles, the evaluation of Q over A (A’, 
respectively) can be expressed as follows: 

 xT ⋅ A ⋅ y = z (17) 

where: (i) x models an m-dimensional vector whose elements x[i], with 0 ≤ i ≤ m – 1, 
are defined as follows: 
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(ii) y models an n-dimensional vector whose elements y[j], with 0 ≤ j ≤ n – 1, are 
defined as follows: 
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and (iii) z models the answer to Q (z’ models the approximate answer to Q, respec-
tively). 

For the sake of clarity, Theorem 2 proves that the approximate answer to Q, z’, is 
probabilistically-close to the exact answer to Q, z, or, in other words, the re-
construction property of the CUR decomposition method. 

Second, we introduce the concept of re-constructible function, also inspired by [1], 
whose formal definition is provided in Definition 1. Intuitively, a numeric function γ 
is said to be re-constructible iff it allows us to “invert” the transformation of the origi-
nal matrix A (cell partitions of A) in the perturbed matrix A’ (cell partitions of A’) 
due to the CUR decomposition method, in our case. In our theoretical analysis, we 
interpret numeric functions γ as the data distributions associated with elements of the 
original matrix A (the approximating matrix A’, respectively). A relevant property of 
a re-constructible function γ is that of verifying whether it is n,ε,δ-re-constructible 
by means of the so-called re-constructing function γ’, such that n is the number of 
items in γ, and ε and δ are positive integer arbitrarily small. In other words, this cor-
responds to verifying whether an unbiased estimator [22] γ’ for γ exists. If this is the 
case, γ’ gives us theoretically-proofed probabilistic bounds on the error we commit in 
reconstructing the function γ (by means of γ’). 

 
Definition 1. Let α : ℝm → ℝn be a perturbation function converting a matrix A into 
the approximating matrix A’; a numeric function γ on A is said to be n,ε,δ-re-
constructible by means of a re-constructing function γ’, such that n is the number of 
items in γ, and ε and δ are positive integers arbitrarily small, iff γ’ can be evaluated 
on A’ and the following condition holds: |γ – γ’| = max{ε, ε⋅γ}, such that max{I} 
denotes the operator max over a given item set I. 

Based on these theoretical constructs and concepts, we now focus on re-
constructing the answer z to a given range query Q = [l1:u1; l2:u2] over A from the 
approximating matrix A’ (or, equally, retrieving the approximate answer to Q, z’) and 
the probabilities pi (3) and pj (2) exploited by the CUR decomposition method to 
obtain A’ from A. For this theoretical setting, the re-constructing function γ’ we adopt 
is defined as follows: 
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where: (i) A’[i][j] denotes an element of A’; (ii) pi (3) denotes the probability of pick-
ing the i-th row of A during the CUR decomposition method; (iii) pj (2) denotes the 
probability of picking the j-th column of A during the CUR decomposition method; 
(iv) b is defined as follows: 
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where that max{B} denotes the operator max over the elements of B, with B in {A, 
A’}, and min{B} denotes the operator min over the elements of B, with B in {A, A’}, 
respectively. Theorem 2 states that the re-constructing function γ’ (20) is an unbiased 
estimator for the function γ determined by the CUR decomposition method, under the 
following condition: 

 2)()
2

log(4 −⋅⋅⋅⋅≥ ε
δ ji ppn  (22) 

where: (i) n denotes the number of elements of A involved in the evaluation of Q; (ii) 
ε and δ are positive integers arbitrarily small; (iii) pi and pj are the probabilities (3) 
and (2), respectively, exploited by the CUR decomposition method. 

Theorem 2. Let the value A[i][j] in [min{A'}, max{A'}] be estimated by the re-
constructing function γ’; then γ’ is a n,ε,δ-unbiased-estimator for γ if the following 

condition holds: 2)()
2

log(4 −⋅⋅⋅⋅≥ ε
δ ji ppn . 

Proof. Let Xij denote a random variable [22] for the event that element A[i][j] of A is 
perturbed, and the perturbed element A’[i][j] is contained by the interval [min{A'}, 
max{A'}]. It should be noted that the collection of random variables Xij are i.i.d. [22], 
and that the probability that element A[i][j] of A is perturbed is given by the follow-
ing expression: 

 P(Xij = 1) = (1 – pi) ⋅ (1 – pj) ⋅ b (23) 

As a consequence, the following equality holds: 

 P(Xij = 0) = 1 – P(Xij = 1) = 1 – (1 – pi) ⋅ (1 – pj) ⋅ b (24) 

Likewise, let Yij denote a random variable for the event that element A[i][j] of A is 
not perturbed, and it is contained by the interval [min{A'}, max{A'}]. Similarly to the 
case of random variables Yij, it should be clear that the collection of random variables 
Yij are i.i.d. and that the probability that element A[i][j] of A is not perturbed is given 
by the following expression: 

 P(Yij = 1) = pi ⋅ pj (25) 

In turn, the following expression holds: 

 P(Yij = 0) = 1 – P(Yij = 1) = 1 – pi ⋅ pj (26) 

Now, let Zij denote a random variable for the event that, during the CUR decom-
position method, element A[i][j] of A falls within the interval [min{A'}, max{A'}].  
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It follows that Zij can be defined in terms of the previous random variable Xij and Yij, 
as follows: 

 Zij = Xij + Yij (27) 

due to the fact that, during the CUR decomposition method, an arbitrary element 
A[i][j] of A may be contained (i.e., Xij = 1 and Yij = 0) or not (i.e., Xij = 0 and Yij = 
1) by the interval [min{A'}, max{A'}]. From (27), it follows that the collection of 
random variables Zij are i.i.d. and that the probability that element A[i][j] of A falls 
within the interval [min{A'}, max{A'}] is given by the following expression: 

 P(Zij = 1) = P((Xij + Yij) = 1) = P(Xij = 1) + P(Yij = 1) (28) 

From (23) and (25), (28) we finally obtain the following expression: 

 P(Zij = 1) = (1 – pi) ⋅ (1 – pj) ⋅ b + pi ⋅ pj (29) 

As a consequence, the following formula holds: 

 P(Zij = 0) = 1 – P(Zij = 1) = 1 – (1 – pi) ⋅ (1 – pj) ⋅ b + pi ⋅ pj (30) 

Furthermore, let Δ1 denote the range of Q on the dimension d1 of A (A’, respective-
ly). From (16), it clearly follows that the cardinality of Δ1, ||Δ1||, is given by the fol-
lowing expression: 

 ||Δ1|| = u1 – l1 (31) 

Similarly, let Δ2 denote the range of Q on the dimension d2 of A (A’, respectively). 
From (16), it clearly follows again that the cardinality of Δ2, ||Δ2||, is given by the 
following expression: 

 ||Δ2|| = u2 – l2 (32) 

Also, let ||Q|| denote the volume (or selectivity [4]) of Q. Based on (16), (31) and 
(32), ||Q|| is given by the following expression: 

 ||Q|| = ||Δ1|| ⋅ ||Δ2|| (33) 

such that ||Δ1|| denotes the cardinality of Δ1, and ||Δ2|| denotes the cardinality of Δ2, 
respectively. 

Now, let Uij denote a random variable defined as the summation of random va-
riables Zij [P] over the two-dimensional domain of A (A’, respectively) modeling the 
range of Q, i.e. [l1:u1; l2:u2] that is defined as follows: 

  
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It should be noted that random variables Uij are those associated with the evalua-
tion of the approximate answer to Q, z’, and they underlie the definition of the  
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re-constructing function γ’ (20). The number of elements of A’ involved in the Q’s evalua-
tion process, n (or, equally, the number of items of γ’ – γ, respectively), is given by the follow-
ing expression: 

 n = ||Q|| = ||Δ1|| ⋅ ||Δ2|| (35) 

How to model the approximate evaluation of Q over A’ in a probabilistic manner? 
In order to answer this critical question, first note that each one among the n elements 
A’[i][j] of A’ may contribute (i.e., Uij = 1) or not (i.e., Uij = 0) to the approximate 
answer to Q, z’. Our final aim is to find probabilistic bounds for the probability P(Uij 
= 1). Since the random variables Zij are i.i.d. and the random variables Uij are defined 
as the summation of Zij, then Uij are independent Bernoulli random variables [22]. 
Under the condition (22), by applying the well-known Chernoff bound [22], the fol-
lowing inequality holds: 

 [ ] δθ
θ

≤<⋅>ΔΔ⋅⋅−ΔΔ ⋅
⋅−
t

n

ij entnP 4
2121

2

2),(),( AVGU  (36) 

such that (i) t = P(Zij = 1) (29); (ii) AVG(Δ1,Δ2) denotes the average value of elements 
A’[i][j] of A’ contained by the two-dimensional range of Q, [l1:u1; l2:u2]; (iii) θ is 
defined as follows: 
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where pi and pj are the probabilities (3) and (2), respectively, exploited by the CUR 
decomposition method, and ε is a positive integer arbitrarily small; (iv) δ is a positive 
integer arbitrarily small. From (36), it follows that, with probability greater than 1 – δ, 
the following inequality holds: 
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from which it follows that |γ – γ’| < ε with probability 1 – δ, and that re-constructing 
function γ’ (20) is an unbiased estimator for the function γ determined by the CUR 
decomposition method.                                                                  

5 CUR-Based Distributed OLAP Aggregation Task 

Based on the results in [5] and the fact that SUM-based OLAP aggregation is a non-
holistic operator [12], it is easy to demonstrate that the final global result of the target 
distributed OLAP aggregation task, i.e. the view VGLOBAL, can be reconstructed as 
follows (as formally stated by Theorem 3): 

 ( )PPPP
n

GLOBAL VVVV 010 −+= −  (39) 
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Theorem 3. The final global OLAP view VGLOBAL obtained from any arbitrary  
SUM-based secure OLAP aggregation task over a distributed environment populated 
by n nodes can be retrieved from combining the local OLAP view V0 at node N0, the 
privacy preserving OLAP view PPV0

 at node N0 and the privacy preserving OLAP 

view  at node Nn-1 without dependency on the OLAP views located at other 

nodes Ni, with 1 ≤ i ≤ n – 2, of the reference distributed environment, i.e. 
( )PPPP

n
GLOBAL VVVV 010 −+= − . 

Proof. Take as reference a distributed environment populated by n nodes. First, note 
that, given two consecutive nodes Ni-1 and Ni in the fixed node ordering, such that 1 ≤ 
i ≤ n – 2, since we focus on SUM-based OLAP aggregations, the privacy preserving 
view PP

iV  at node Ni is obtained by combining the local view Vi at node Ni with the 

privacy preserving view PP
iV 1−  returned to node Ni from node Ni-1, as follows (see 

Section 1): 

 PP
ii

PP
i VVV 1−+=  (40) 

By contrast, for the sole instance represented by the first node N0, the privacy pre-
serving view PPV0

 is directly obtained from the local view V0 (see Section 1) via the 

CUR-based approximation method (see Section 2). Hence, with respect to privacy 
preserving views located at nodes of the reference distributed environment, the fol-
lowing equalities hold: 
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Based on (40), by applying simple mathematical substitutions, (41) can be re-

written as follows: 
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Based on (42), (39) can be expanded as follows: 
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i.e.: 

 
1210 ... −++++= n

GLOBAL VVVVV  (44) 

which, from Section 1, represents the (exact) final result of the target distributed 
OLAP aggregation task.                     

Theorem 3 is another relevant theoretical result of our research. It allows us to ob-
tain the final global result of the target secure distributed OLAP aggregation task, 
VGLOBAL from the OLAP views stored at the first node N0 of the reference distributed 
environment, V0 and PPV0

, respectively, one exact (i.e., V0) and one privacy preserv-

ing (i.e., PPV0
), and from the privacy preserving OLAP view PP

nV 1−
returned to node N0 

from node Nn-1, without dependency on the OLAP views (local and privacy preserv-
ing) of other nodes Ni, with 1 ≤ i ≤ n – 2, of the reference distributed environment. 
Intuitively, this phenomenon opens interesting theoretical as well as query-
optimization opportunities for enhancing our privacy preserving distributed OLAP 
framework. 

6 Related Work 

Distributed Privacy Preserving OLAP techniques solve the problem of making distri-
buted OLAP data cubes (i.e., OLAP data cubes populating a distributed environment) 
able to preserve the privacy of data during common (data) management tasks (e.g., 
computing data cubes, querying data cubes etc) or, under an alternative interpretation, 
generating a privacy preserving OLAP data cube from distributed data sources. With 
respect to the first problem, to the best of our knowledge, no approaches exist ad-
dressing this problem, beyond our framework [5], whereas concerning the second 
problem, the approach by Agrawal et al. [1] is the state-of-the-art approach. 

By looking at the recent literature, while a plethora of initiatives focusing on Priva-
cy Preserving Distributed Data Mining [3,16] exist, to the best of our knowledge, only 
[1,26,14,19,2,18] deal with the problem of effectively and efficiently supporting pri-
vacy preserving OLAP over distributed data sources. Agrawal et al. [1] define a pri-
vacy preserving OLAP model over data partitioned across multiple clients using a 
randomization approach, which is implemented by the so-called Retention Replace-
ment Perturbation algorithm, on the basis of which (i) clients perturb tuples which 
they contribute to the partition in order to achieve row-level privacy, and (ii) the serv-
er is capable of evaluating OLAP queries against perturbed tables via reconstructing 
the original distributions of attributes involved by such queries. Agrawal et al. prove 
that the proposed distributed privacy preserving OLAP model is safe against privacy 
breaches. The approach by Tong et al. [26] is another distributed privacy preserving 
OLAP approach that is reminiscent of ours. More specifically, they [26] propose the 
idea of obtaining a privacy preserving OLAP data cube from distributed data sources 
across multiple sites via applying perturbation-based techniques on aggregate data 
that are retrieved from each single site as a baseline step of the main (distributed) 
OLAP computation task. Other approaches [14,2,19] focus on the significant issue of 
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providing efficient data aggregation while preserving privacy over Wireless Sensor 
Networks (WSN). In more details, He et al. [14] propose a solution based on two 
privacy-preserving data aggregation schemes that make use of innovative additive 
aggregation functions. These schemes are called Cluster-based Private Data Aggre-
gation (CPDA) and Slice-Mix-AggRegaTe (SMART), respectively. The proposed 
aggregation functions fully-exploit topology and dynamics of the underlying wireless 
sensor network, and bridge the gap between collaborative data collection over such 
networks and data privacy needs. Chan and Castelluccia [2] focus on a formal treat-
ment of a Private Data Aggregation (PDA) security model over WSN; this contribu-
tion is general enough to cover most cases of security-demanding scenarios over 
WSN and from a practical perspective allow one to execute privacy preserving data 
aggregation operations over WSN. The work by Lin et al. [19] is an incremental con-
tribution aiming at improving security and saving energy consumption of the privacy 
preserving data aggregation task over WSN; the main idea of such an approach con-
sists in integrating the super-increasing sequence and perturbation techniques into 
compressed data aggregations in order to gain efficiency. Li et al. [18] propose a nov-
el incremental method for supporting secure and privacy preserving information ag-
gregation over smart grids; this method introduces a novel scheme according to which 
data aggregation is performed at all smart meters involved in routing the data from the 
source meter to the collector unit, and the user privacy is provided by the use of  
homomorphic encryption on the transmitted data. Finally, there are more recent  
efforts that clearly confirm the interest from the research community for the issues 
investigated in this paper. Among others, Jurezyk and Xiong [17] propose a fully-
decentralized anonymization protocol over horizontally-partitioned distributed data-
bases, which supports privacy-preserving aggregate query answering in a distributed 
fashion, whereas Mohammed et al. [21] propose LKC-privacy, a new privacy model 
for achieving anonymization over distributed high-dimensional healthcare data, 
which is perfectly compliant with the privacy preserving distributed OLAP scenario 
we investigate in our research, as high-dimensional data smoothly resemble data cube 
cells. 

7 Conclusions and Future Work 

Starting from our previous research [5], which defined and experimentally evaluated a 
privacy preserving distributed OLAP framework, in this paper we have introduced a 
number of theoretical results that nicely extend the capabilities and the potentialities 
of our framework, mainly related to some relevant capabilities of the CUR matrix 
decomposition method. Future work is mainly oriented to extend the theoretical re-
sults presented here as to make them more robust in order to cover two “difficult” 
privacy preserving distributed OLAP scenarios of the main framework [5], i.e. (i) the 
need for multi-resolution OLAP analysis across suitable dimensional hierarchies, 
and (ii) the presence of coalition of attackers that may share partial knowledge in 
order to magnify the capabilities of sensitive data cell inference tasks. 
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Abstract. Ordinal regression considers classification problems where
there exist a natural ordering between the categories. In this learning
setting, thresholds models are one of the most used and successful tech-
niques. These models are based on the idea of projecting the patterns to
a line, which is thereafter divided into intervals using a set of biases or
thresholds. This paper proposes a general likelihood-based optimisation
framework to better fit probability distributions for ordered categories.
To do so, a specific probability distribution (log-gamma) is used, which
generalises three commonly used link functions (log-log, probit and com-
plementary log-log). The experiments show that the methodology is not
only useful to provide a probabilistic output of the classifier but also
to improve the performance of threshold models when reformulating the
prediction rule to take these probabilities into account.

Keywords: Ordinal regression, discriminant learning, log-gamma,
probability estimation, maximum likelihood.

1 Introduction

The classification of patterns into naturally ordered labels is referred to as or-
dinal regression or ordinal classification. This learning paradigm, although still
mostly unexplored, is spreading rapidly and receiving a lot of attention from
the pattern recognition and machine learning communities [1], given its appli-
cability to real world problems. Thresholds models [1,2,4] are one of the most
common methodologies for classification problems where the categories exhibit
an ordering. The main assumption made by these methods is that an underlying
real-valued outcome (also known as latent variable) exists for the ordered crisp
categories, although it is unobservable. Consequently, these methodologies try
to estimate two elements:

– A function g(x) to predict the nature of the latent variable.
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– A vector of thresholds b = (b1, b2, . . . , bK−1) ∈ RK−1 (where K is the num-
ber of classes in the problem) to represent the intervals in the range of g(x),
where b1 ≤ b2 ≤ . . . ≤ bK−1.

For example, if the categories of an ordinal regression problem of age estimation
are {young, adult, old}, a threshold model would try to uncover the latent vari-
able related to the actual age of the person and the thresholds would divide this
latent variable into the considered categories.

There has been a great deal of work of probabilistic linear regression models
for ordinal response variables [4,3]. These models are known as Cumulative Link
Models (CLMs) and they are based on the idea of modelling the cumulative
probability of each pattern to belong to a class lower than the class which is being
considered. The proportional odds model (POM) [4] is the first model in this
category, being a probabilistic model which leads to linear decision boundaries,
given that the latent function g(·) is a linear model. This probabilistic model
resembles the threshold model structure, although the linearity of g(·) can limit
its applicability for real datasets. Other threshold models have been considered in
the literature for ordinal regression, such as the support vector machine (SVM)
reformulation [5] or the kernel discriminant learning one [2], which result into
nonlinear decision boundaries based on a nonlinear latent function g(·). For
these models, the thresholds are chosen so as to perform the classification task,
without directly providing probability estimates for the patterns. In this sense,
the motivation for the optimisation method proposed in this paper is to derive a
general probability estimation framework for projected patterns obtained by g(·)
which can be used in conjunction with all threshold models (linear or nonlinear).

In CLMs, the final response depends on the link function considered (logit,
probit, complementary log-log, negative log-log or cauchit functions) [3]. The
optimal choice of this distribution will directly depend on the distribution of the
patterns itself. A more suitable option, which is barely explored in the literature,
is a generalised link function (such as the one used in this paper: the log-gamma
distribution [6], which generalises the probit, log-log and complementary log-log
links). The log-gamma distribution depends on a parameter, q, which modifies
the shape of the function. Usually, the value of q is the same for all classes
[6]. We propose to consider this generalised cumulative distribution function
for modelling probabilities of projected patterns, but allowing a different q for
each class which will ideally provide better probability estimates for ordered
categories.

The rest of the paper is organised as follows: Section 2 presents the method-
ology proposed, while Section 3 presents and discusses the experimental results.
The last section summarises the main contributions of the paper.

2 Methodology

The goal in ordinal classification is to assign an input vector x to one of K
discrete classes Ck, k ∈ {1, . . . ,K} where there exists a given ordering between
the labels C1 ≺ C2 ≺ · · · ≺ CK , ≺ denoting this order information. Hence the



456 M. Pérez-Ortiz, P.A. Gutiérrez, and C. Hervás-Martínez

objective is to find a prediction rule C : X → Y by using an i.i.d. training sample
X = {xi, yi}Ni=1 where N is the number of training patterns, xi ∈ X , yi ∈ Y,
X ⊂ Rk is the k-dimensional input space and Y = {C1, C2, . . . , CK} is the label
space. For convenience, denote by Xi to the set of patterns belonging to Ci.

The optimisation methodology presented in this paper can be used with a
wide range of ordinal regression models in order to obtain probability estimates,
provided they resemble the threshold model structure. However, there are some
methods that could benefit more from the proposed strategy, such as the refor-
mulation of the Kernel Discriminant Analysis to ordinal regression (KDLOR)
[2]. This method, which is the one chosen for the experimental part of the study,
makes a very strong assumption when fixing the bias terms and does not in-
clude them in the optimisation of the model (while they are indeed a extremely
important part of the model, that could lead to poor results when not opti-
mised correctly). We propose to include both the parameters associated to the
log-gamma distribution and the thresholds of the model in the proposed proba-
bility estimation optimisation step. In the next subsection, we will include some
introductory notions of this method for the sake of understanding.

2.1 Discriminant Learning

We briefly introduce some notions of discriminant learning in this subsection. Its
main objective is to find the optimal projection for the data (which allows the
classes of the problem to be easily separated). To do so, the algorithm analyses
two objectives: the maximisation of the between-class distances, and the min-
imisation of the within-class distances, by using variance-covariance matrices
(Sb and Sw respectively) and the so-called Rayleigh coefficient (J(β) = βTSbβ

βTSwβ
,

where β is the projection to be found). To achieve these objectives, the K − 1
eigenvectors associated with the highest eigenvalues of S−1

w · Sb are computed,
and these will be the mapping functions which project the data to a lower-
dimensional space, which will be used as the discriminant function. As stated
before, this learning methodology has also been adapted to ordinal classification
[2] by imposing a constraint on the projection to be computed, so that it will
preserve and take advantage of the ordinal information. This constraint forces
the projected classes to be ordered according to their rank, which is useful for
minimising ordinal misclassification errors. This method is known as Kernel Dis-
criminant Learning for Ordinal Regression (KDLOR). Further information can
be found in [2].

2.2 Bias Computation for the Discriminant Function

The bias terms (both in the original binary Discriminant Analysis and the or-
dinal version) can be derived from the Bayes theorem [7], assuming that the
projected patterns follow a normal distribution with equal variance and a priori
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probabilities. That is,

P (yi = Ck|X = xi) =
fk(xi)πk∑K
l=1 fl(xi)πl

=
πk

1√
2πσ

exp
(
− 1

2

(
x−μk

σ

)2 )∑K
l=1 πl

1√
2πσ

exp
(
− 1

2

(
x−μl

σ

)2 ) , (1)

where πk is the prior probability of class k and fk(xi) the class-conditional
density function of X for class y. Assuming that each class density function
(fk) can be modelled by a univariate Gaussian distribution (as done in the right
part of Eq. 1), it can be seen that this is equivalent to assigning xi to the class
with the largest discriminant score (taking logs and discarding terms that do
not depend on k):

γk(xi) = xi ·
μk

σ2
− μ2

k

2σ2
+ log(πk), (2)

where μk is the mean of βTXk and σ the variance (assuming that all the variances
for the classes are equal). For K = 2, the bias can be fixed to the point x where
the discriminant scores for both classes are equal (decision boundary). This leads
us to:

b =
μ1 + μ2

2
+

σ2 · log(π2)

μ1 − μ2
− σ2 · log(π1)

μ1 − μ2
. (3)

In the case of KDLOR, a priori probabilities π1 and π2 are assumed to be equal
(therefore, b = μ1+μ2

2 ). Moreover, each bias is computed considering the adjacent
projected classes (e.g. b1 is computed considering C1 and C2):

bi =
μi + μi+1

2
. (4)

In contrast, we propose to consider the full expression of (3), given that a priori
probabilities are generally different, specially in the case of ordinal regression,
where extreme classes are usually associated to infrequent events.

2.3 Maximum Likelihood Based Methodology

Instead of considering the technique introduced in previous subsection, we can
perform a maximum likelihood estimation of the biases of the probability dis-
tributions, which will be introduced in this subsection. In order to do so, we
will consider ordinal logistic regression models. The well-known binary logistic
regression model can be easily generalised to handle an ordinal response [4,3],
leading to cumulative link models (CLMs). Let h denote a given link function,
then, the model:

h[(P (yi ≺ Cj))] = bj − βTxi, j = 1, . . . ,K − 1, b1 < . . . < bK−1, (5)

links the cumulative probabilities to a linear predictor based on the parameter
vector β. By definition, P (yi ≺ CK) = 1. Let F = h−1 denote the inverse link
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function for the CLM (e.g. the normal cdf for the cumulative probit model). The
log-likelihood function can be defined:

L(θ) =
N∑
i=1

K∑
j=1

yij log[F (βTxi, bj, qj)− F (βTxi, bj−1, qj−1)], (6)

where, for xi, yij = 1 if yi = Cj and yij = 0 otherwise, θ = {β,b,q} is the
vector of parameters of the model, b is the vector containing the biases and
q is the vector of possible distribution parameters. Note that, by definition,
F (βTxi, b0, q0) = 0 and F (βTxi, bK , qK) = 1. Therefore, the probability of a
pattern xi belonging to a given class Cj is computed as follows:

P (yi = Cj|xi) = F (βTxi, bj , qj)− F (βTxi, bj−1, qj−1), (7)

i.e. the difference of the cumulative probabilities.
There are multiple options for F [3]. However, in this paper we will consider

the log-gamma function [6], which depends on a parameter q, generalising the
log-log link function (q > 0), the probit link (q = 0) and the complementary
log-log (q < 0). The log-gamma link can be written as follows:

F (zi, bj, qj) =

⎧⎪⎨⎪⎩
1− Γinc(q

−2
j , vij), qj < 0,

Φ(bj − zi), qj = 0,
Γinc(q

−2
j , vij), qj > 0,

(8)

where vij ≡ q−2
j exp(qj · (bj − zi)), zi = βTxi, Γinc(·, ·) denotes the standard-

ised incomplete gamma function Γinc(a, x) =
∫ x

0 exp(−t) · ta−1dt · 1
Γ (a) and Φ

corresponds to the standard normal distribution. Using the log-gamma link, the
density is negatively skewed for q < 0, positively skewed for q > 0 and the abso-
lute skewness and kurtosis increase monotonically in |q| [6]. The cumulative and
standard probabilities obtained using this function for different q values for a
single class can be seen in Fig.1. On the contrary, Fig. 2 shows these probabilities
for a problem with 4 ordered classes and different q values.

We will consider a nonlinear projection given by other ordinal regression model
(in our case, KDLOR). Let zi the projection of pattern xi, g(xi) = zi. Conse-
quently, the parameter vector will be θ = {b,q}. Because of the differentiabil-
ity of the log-likelihood L({b,q}) with respect to the parameters b and q, a
gradient-ascent algorithm can be used to maximise it:

{b∗,q∗} = argmax
b,q

L({b,q}). (9)

The gradientvectorwill be composed of partial derivatives�L =
[
∂L
∂b1

, . . . , ∂L
∂bK−1

,

∂L
∂q1

, . . . , ∂L
∂qK−1

]
. Note that the optimised parameters by our proposal are the bias

terms b and the parameters q associated to the link function F (but not the pro-
jection model β).
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Fig. 1. Log-gamma probabilities for given b1 and b2 and different q values
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Fig. 2. Log-gamma computed probabilities for a 4-class problem and different q values

The derivatives of the likelihood with respect to the vector b and q are:

∂L
∂bj

=
N∑
i=1

K∑
j=1

yij
δjk · ∂F

∂bj
(zi, bj, qj)− δj−1,k · ∂F

∂bj
(zi, bj−1, qj−1)

F (zi, bj , qj)− F (zi, bj−1, qj−1)
, (10a)

∂L
∂qj

=

N∑
i=1

K∑
j=1

yij
δjk · ∂F

∂qj
(zi, bj, qj)− δj−1,k · ∂F

∂qj
(zi, bj−1, qj−1)

F (zi, bj , qj)− F (zi, bj−1, qj−1)
, (10b)

where f denotes the derivative of F , i.e. the probability density function corre-
sponding to the cumulative density function F , and δjk is the Kronecker delta,
i.e. δjk = 1 if j = k and δjk = 0 otherwise.

If qj �= 0, the derivative of F with respect to bj:

∂F

∂bj
=

qj · exp(−z) · r
q−2
j

ij

Γ (q−2
j )

, (11)
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where, for the sake of simplicity, we denote rij =
exp(qj ·(bj−zi))

q2j
.

If qj �= 0, the derivative of F with respect to qj is:

∂F

∂qj
=

1

q3j · Γ (q−2
j )

exp(−rij)
(
2 exp(rij)

(
G 3 0

2 3

(
0,0

0,0,q−2
j

∣∣∣rij))+
+q2j (bjqj − qjzi − 2)r

q−2
j

ij + 2 exp(rij)Γ (q−2
j , rij)

(
log(rij)− ψ(0)(q−2

j )
))

, (12)

where qj �= 0, Gm n
p q

( a1,...,ap

b1,...,bq

∣∣z) it the Meijer G-function [8] and ψ(n)(·) is the
n-th derivative of the digamma function.

Finally, for the case q = 0, the derivatives are:

∂F

∂bj
=

exp
(
− (bj−zi)

2)
2

)
√
2π

,
∂F

∂qj
= 0. (13)

In this work, the iRprop+ algorithm is used to optimise the likelihood, because
of its proven robustness [9]. Therefore, each parameter bi and qi will be updated
considering the sign of the derivative but not the magnitude. Although the second
partial derivatives can also be computed and used for optimisation, they could
actually make this process more computationally costly due to the complexity
of the associated formula.

A possible result for the proposed optimisation methodology can be seen in
Fig. 3 for a 4-class ordinal problem. It can be seen that considering different
q values for the different classes results in a more complex model, where the
maximum probability class between a pair of thresholds is not always the one
corresponding to the first threshold (contrary to standard CLMs such as the
POM model).
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Fig. 3. Probabilistic distributions obtained for eucalyptus and ESL
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Table 1. Characteristics of the benchmark datasets in alphabetical order

Dataset #Pat. #Attr. #Classes Class distribution
balance-scale 625 4 3 (288, 49, 288)
contact-lenses 24 6 3 (15, 5, 4)

ESL 488 4 9 (2, 12, 38, 100, 116, 135, 62, 19, 4)
eucalyptus 736 91 5 (180, 107, 130, 214, 105)

LEV 1000 4 5 (93, 280, 403, 197, 27)
pasture 36 25 3 (12, 12, 12)

squash-stored 52 51 3 (23, 21, 8)
SWD 1000 10 4 (32, 352, 399, 217)
tae 151 54 3 (49, 50, 52)
toy 300 2 5 (35, 87, 79, 68, 31)

The original prediction decision rule for the KDLOR method was the follow-
ing: y∗i = Cj if bj−1 < zi < bj , where b0 ≡ −∞ and bK ≡ ∞. However, in
this case it should be done considering the class associated to the maximum
probability computed using the log-gamma function:

y∗i = (Cj |j = argmax
j

(F (bj − zi, qj)− F (bj−1 − zi, qj−1))). (14)

3 Experiments

Several benchmark datasets with different characteristics have been tested in
order to validate the methodology proposed. Table 1 shows the characteristics
of these datasets, where the number of patterns, attributes, classes and the class
distribution (number of patterns per class) can be seen.

The experiments were designed to compare three different methodologies.
First of all, the KDLOR nonlinear projection is obtained and then the biases
(and the parameters of the distributions) are learnt using one of the following
methods:

– The original KDLOR method considering the methodology in Eq. (4) for
setting the thresholds and assuming equal a priori probabilities (KDLOR).

– KDLOR considering the complete expression of Eq. (3) for setting the thresh-
olds without assuming equal a priori probabilities (AP-KDLOR).

– KDLOR optimising the bias and the distribution parameters via maximum
likelihood (ML-KDLOR) (see Section 2.3), with the parametrised log-gamma
function.

3.1 Evaluation Metrics

Several measures can be considered for evaluating ordinal classifiers, e.g. the
mean absolute error (MAE) and the well-known accuracy (Acc) [1,2]. While the
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Acc measure is also intended to evaluate nominal classifiers, the MAE metric is
the most common choice for ordinal methods.

The mean absolute error (MAE) is the average deviation in absolute value
of the predicted class from the true class [10]: MAE = 1

N

∑N
i=1 e(xi), where

e(xi) = |r(yi)− r(y∗i )| is the distance (in number of categories) between the true
and the predicted ranks. r(y) is the rank for a given target y (its position in the
ordinal scale), so MAE values range from 0 to K − 1 (maximum deviation in
number of ranks between two labels).

3.2 Experimental Setting

Regarding the experimental setup, a holdout stratified technique was applied
to divide the datasets 30 times, using 75% of the patterns for training and the
remaining 25% for testing. The parameters of each algorithm are chosen using a
nested validation for each of the training sets (k-fold method with k = 3) and the
validation criteria is the MAE error (see Section 3.1), since it can be considered
the most common one in ordinal regression. The kernel selected for KDLOR is
the Gaussian one, K(x,y) = exp

(
− ‖x−y‖2

σ2

)
where σ is the standard deviation

and is cross-validated within the following values: {10−3, . . . , 103}.
As stated before, the optimisation of gradient-based methods is guaranteed

only to find a local minimum; therefore, the quality of the solution can be sen-
sitive to initialisation. The initial b value for the gradient-ascent was set to the
original biases of the KDLOR method (Eq. (4)). The q vector associated to the
log-gamma distribution parameters were randomly initialised between [−1, 1]
(recall that the thresholds were firstly computed assuming a normal distribu-
tion). The gradient norm stopping criterion was set at 10−8 and the maximum
number of conjugate gradient steps at 102 [9].

3.3 Results

Table 2 shows the mean test results for the 10 datasets considered in terms of Acc
and MAE. First of all, it can be appreciated from this Table that the results for
KDLOR and AP-KDLOR are very similar. This indicates that the consideration
of the a priori probabilities for the bias computation does not influence the results
to a great extent and therefore it can be assumed that these are equal. On the
other hand, one can appreciate that the optimisation via maximum likelihood
results in a better performance of the algorithm in both metrics (specially if
ones takes into account that the projections zi remain unchanged and that the
improvement is only due to the optimisation of the thresholds and distribution
parameters). However, there are also some cases in which the capability of the
proposal is limited (e.g. for the tae dataset, where the same results are obtained
for the three methods).
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Table 2. Mean test results for Acc and MAE. Best results are highlighted in boldface

Dataset Method Acc MAE

balance-scale
KDLOR 82.55 ± 3.54 0.176 ± 0.040

AP-KDLOR 82.55 ± 3.54 0.176 ± 0.040
ML-KDLOR 90.70± 0.72 0.103± 0.014

contact-lenses
KDLOR 61.11 ± 18.74 0.533 ± 0.257

AP-KDLOR 61.11 ± 18.74 0.533 ± 0.257
ML-KDLOR 65.00± 12.65 0.506± 0.212

ESL
KDLOR 64.34 ± 3.41 0.374 ± 0.040

AP-KDLOR 64.34 ± 3.41 0.374 ± 0.040
ML-KDLOR 68.47± 2.85 0.330± 0.033

eucalyptus
KDLOR 59.91 ± 2.70 0.450 ± 0.037

AP-KDLOR 59.91 ± 2.70 0.450 ± 0.037
ML-KDLOR 61.01± 2.78 0.437± 0.035

LEV
KDLOR 55.12 ± 2.81 0.507 ± 0.033

AP-KDLOR 55.12 ± 2.81 0.507 ± 0.033
ML-KDLOR 60.49± 2.73 0.436± 0.031

pasture
KDLOR 61.85 ± 11.56 0.385 ± 0.119

AP-KDLOR 61.69 ± 11.72 0.387 ± 0.121
ML-KDLOR 62.22± 11.15 0.381± 0.116

squash-stored
KDLOR 62.86 ± 14.10 0.387 ± 0.150

AP-KDLOR 63.08± 13.76 0.385 ± 0.147
ML-KDLOR 63.08± 15.17 0.377± 0.161

SWD
KDLOR 48.87 ± 3.00 0.579 ± 0.036

AP-KDLOR 48.87 ± 3.00 0.579 ± 0.036
ML-KDLOR 56.65± 4.08 0.462± 0.046

tae
KDLOR 56.67± 5.30 0.452± 0.055

AP-KDLOR 56.67± 5.30 0.452± 0.055
ML-KDLOR 56.67± 5.30 0.452± 0.055

toy
KDLOR 88.67 ± 3.35 0.113 ± 0.034

AP-KDLOR 88.67 ± 3.35 0.113 ± 0.034
ML-KDLOR 90.91± 2.56 0.092± 0.026
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Fig. 4. Probabilistic distributions obtained for eucalyptus and ESL
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Furthermore, it is important to note that the proposed methodology consider
the optimisation of the thresholds and distribution parameters as a whole, taking
into account all the classes in the problem. This is opposed to the bias computa-
tion used for KDLOR and AP-KDLOR, where these are computed considering
adjacent classes only. To understand how this could influence the results in terms
of the classes ordering, we can check the results for the squash-stored dataset,
where both AP-KDLOR and ML-KDLOR obtained the same performance in
Acc, while AP-KDLOR presented worse results for MAE.

Fig. 4 shows the resultant probability distributions for two of the considered
datasets. It can be seen that the assumption of q = 0 for all probability distribu-
tions may not hold, and performing the proposed maximum likelihood optimisa-
tion results in a much higher flexibility (which also improves the generalisation
performance, see Table 2).

4 Conclusions

In the context of ordinal regression threshold models, this paper proposes a
gradient-ascent optimisation of the log-gamma distribution via maximum likeli-
hood to obtain more accurate probabilistic predictions. The experimental results
show a good synergy between the proposed technique and the reformulation of
the well-known kernel discriminant analysis to ordinal regression problems. More
specifically, the results suggests that a per-class bias and probability distribu-
tion optimisation is indeed a crucial step for the base methodology, leading to an
improvement of the performance. As future work, the methodology proposed in
this paper could be used in conjunction with some probabilistic ensemble meth-
ods for ordinal regression [11] or derived for and included in other statistical and
ordinal link-based methodologies [4].
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Abstract. We present a dual tableau based decision procedure for a
class of fragments of the classical relational logic of binary relations. The
logics considered share a common language involving a restricted compo-
sition operator and infinitely many relational constants which may have
the properties of reflexivity, transitivity, and heredity. The construction
of the dual tableau is carried out by applying in a deterministic way
axioms and inference rules of the system without resorting to external
tools. An important feature of the dual tableau procedure is a rule to
handle the relational composition operator, that permits to decompose
in a single step compositional formulae and negative compositional for-
mulae with the same left object variable.

Our relational dual tableau can be used as a decision procedure for
validity verification in the multimodal logic K, the description logic ALC,
and several non-classical logics for reasoning in various AI systems.

1 Introduction

Hybrid intelligent systems are crucial and essential in solving the real-world com-
plex problems. In the last decades, the increasing need for hybrid methods which
combine and integrate different techniques of representation and computation in
AI has contributed to new approaches in hybrid artificial intelligence systems
(cf. [1], [5]). As stated in [9], one of the main goals of hybrid system research
is to increase the efficiency, expressive power, and reasoning power of intelligent
systems. Hence, the development of a powerful language of representation and
of an effective system of automated deduction is one of the most important and
significant challenges in hybrid systems area.

The relational representation of states is very natural and has many bene-
fits in hybrid intelligence systems that are complex and involve many objects
which interact with each other. A homogeneous relational framework, based on
the logic of binary relations RL introduced in [12], has proved to be a useful
logical tool for relational representation and reasoning in various AI systems.
Indeed, the general methodology of relational logics provides a means for a uni-
form and modular representation of three basic components of a formal system:
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its syntax, semantics, and deduction system, called relational dual tableau. The
relational formalization of many non-classical logics that have found applica-
tions in AI has been studied systematically in the last decades [11]. In partic-
ular, relational formalisms have been constructed for various applied theories
of computational logic such as temporal and spatial reasoning, fuzzy-set- and
rough-set-base based reasoning, order-of-magnitude and qualitative reasoning,
dynamic reasoning about programs, etc.

One of the greatest advantages of the relational methodology is that, given
a theory with a relational representation, we can build its deduction system in
the form of a relational dual tableau in a systematic modular way. Though the
relational logic RL is undecidable, it contains several decidable fragments of great
expressive power. In many cases, however, dual tableau proof systems of such
decidable fragments are not their decision procedures. This is mainly due to the
way decomposition and specific rules are defined and to the strategy of proof
construction.

Over the years, great efforts have been spent to define dual tableau proof
systems for various logics known to be decidable, but little care has been taken to
construct dual tableau-based decision procedures for them. On the other hand, it
is clear that when a proof system is constructed and implemented, the existence
of a decision procedure for a decidable logic is important. In [6], for instance,
an optimized relational dual tableau for RL, based on Binary Decision Graphs,
has been implemented. However, such an implementation turns out not to be
effective with respect to decidable fragments.

To the best of our knowledge, relational dual tableau-based decision proce-
dures can be found in [11] for fragments of RL corresponding to the class of
first-order formulae in prenex normal form with universal quantifiers only, in
[10,8] for the relational logic corresponding to the modal logic K, in [3,4] for
fragments of RL characterized by some restrictions in terms of type (R ; S), and
in [7] for a class of relational logics admitting just one relational constant with
the properties of reflexivity, transitivity, and heredity.

In this paper we present an extension of the results achieved [7]. We construct a
dual tableau decision procedure for relational fragments allowing an unbounded
number of relational constants which may enjoy the properties of reflexivity,
transitivity, and heredity. We show that our procedure always terminates and
that it is sound and complete. The class of relational logics presented here is
more expressive than the one introduced in [7]. In fact, while in [7] only some
monomodal logics can be treated, in this paper it is shown that the multimodal
logic with reflexive and transitive frames and the description logic ALC with
transitive roles are expressible within relational fragments that can be decided by
our procedure. Being able to express and reason on many modalities is important
for AI deduction systems where propositional dynamic logic with actions and
logics for qualitative reasoning are used.

The paper is organized as follows. In Sect. 2 we define the syntax and seman-
tics of a class RDLm of fragments of the logic RL. In Sect. 3 we present our
dual tableau based decision procedures for the logics belonging to RDLm and
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state its termination, soundness, and completeness. Then, in Sect. 4 we illustrate
some applications of our decision procedures to well-known logics that can be
expressed by the relational fragments belonging to RDLm. Finally, in Sect. 5,
we draw our conclusions and give some hints for future work.

2 A Class of Decidable Fragments of Relational Logic

We consider a class of fragments of the relational logic RL, called RDLm, and
exhibit a dual-tableau based decision procedure that can be applied to each logic
belonging to it.

Fragments of RDLm share a common language which admits only restricted
forms of terms of type R ; S. Relational constants are admitted only on the left
hand side of terms of type R ; S, and they can enjoy properties like reflexivity,
transitivity, and heredity. In addition, the left part of terms of type R ;S, namely
R, is allowed to be a relational constant only.

2.1 Syntax

Let RV be a countably infinite set of relational variables p1, p2, . . ., let RC be a
countably infinite set of relational constants R1, R2, . . .. The relational operators
admitted in terms of RTRDLm are complement ‘–’, intersection ‘∩’, and compo-
sition ‘;’. Then, the set RTRDLm of relational terms of RDLm is the smallest
set of terms (with respect to inclusion) containing all the relational variables in
RV and satisfying the following closure condition: if S, T ∈ RTRDLm , then –S,
S ∩ T , (Ri ; T ) ∈ RTRDLm , for every Ri ∈ RC.

Let OV be a countably infinite set of object (individual) variables z0, z1, . . .
RDLm-formulae have the form znTz0, where T ∈ RTRDLm , zn, z0 ∈ OV, n ≥ 1.
RDLm-formulae of type znpjz0 are called atomic RDLm-formulae. A literal

formula is either an atomic formula or its complement (namely a formula of
type zn(– pj)z0). If znTz0 is a literal formula, then the term T is said to be
a literal term. A Boolean formula (resp., compositional, negative-compositional
formula) is a relational formula either of the form zn(– –T )z0, zn(T ∩ T ′)z0, or
zn(–(T∩T ′))z0 (resp., zn(Ri;T )z0, zn(–(Ri;T ))z0). If znTz0 is a Boolean formula
(resp., compositional, negative-compositional formula), then T is a Boolean term
(resp., compositional, negative-compositional term). A formula (resp., a term)
which is not compositional is called non-compositional.

For every i, by (Rs
i ; T ) we denote the term obtained from T and from the

relational constant Ri, by applying the composition operator s times, where
s ≥ 0. Formally, (R0

i ; T ) =Def T and (Rs+1
i ; T ) =Def (Ri ; (R

s
i ; T )).

2.2 Semantics

RDLm-formulae are interpreted in RDLm-models. An RDLm-model is a struc-
ture M = (U, h,m), where U is a nonempty universe, h is a function mapping
each relational constant of RC into a binary relation on U , namely h : RC →
℘(U × U), and m is a meaning function satisfying the following conditions:
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– m(pj) = X ×U , where X ⊆ U , for every pj ∈ RV; m(Ri) = h(Ri), for every
Ri ∈ RC;

– m(–T ) = (U × U) \m(T ); m(T ∩ T ′) = m(T ) ∩m(T ′);
– m(Ri ; T ) = m(Ri) ;m(T )

={(a, b)∈U×U : (a, c)∈m(Ri) and (c, b)∈m(T ), for some c∈U}.

Given an RDLm-model M = (U, h,m), a valuation in M is any function
v : OV→ U .

Next we introduce the conditions (refi), (trani), and (heri) on h(Ri), for Ri ∈
RC, with the following meaning:

(refi) h(Ri) is reflexive, namely, for all a ∈ U , (a, a) ∈ h(Ri);
(trani) h(Ri) is transitive, namely, for all a, b, c ∈ U , if (a, b) ∈ h(Ri) and (b, c) ∈

h(Ri), then (a, c) ∈ h(Ri);
(heri) heredity condition: For all a, b, c ∈ U , pj ∈ RV, if (a, b) ∈ h(Ri) and

(a, c) ∈ m(pj), then (b, c) ∈ m(pj).

ByRDLm we denote the class of logics RLL such that L ⊆ {ri, ti, hi : i = 1, . . .}
and whose set of relational terms is a subset of RTRDLm . The models of a logic
RLL ∈ RDLm, referred to as RLL-models, are those RDLm-models that satisfy
(refi), for ri ∈ L, (trani), for ti ∈ L, and (heri), for hi ∈ L.

An RDLm-formula (resp., RLL-formula) znTz0 is said to be satisfied in an
RDLm-model (resp., RLL-model) M = (U, h,m) by a valuation v if and only if
(v(zn), v(z0)) ∈ m(T ). An RDLm-formula (resp., RLL-formula) is said to be true
in anRDLm-modelM (resp., RLL-model) if it is satisfied inM by all valuations.
An RDLm-formula (resp., RLL-formula) is said to be RDLm-valid (resp., RLL-
valid) if it is true in allRDLm-models (resp., RLL-models). A finite set ofRDLm-
formulae (resp., RLL-formulae) {ϕ1, . . . , ϕn} is RDLm-valid (resp., RLL-valid) if
and only if for every RDLm-model (resp., RLL-model)M and valuation v inM,
there exists i ∈ {1, . . . , n} such that M, v |= ϕi.

3 A Dual Tableau Decision Procedure for the Relational
Logics in RDLm

We introduce a dual tableau proof procedure, called RDTRLL
, to decide RLL-

validity of relational formulae belonging to any logic RLL in RDLm. The proof
system is constructed along the lines of the dual tableau methodology described
in [11]. It consists of decomposition rules to analyze the structure of the formu-
lae to be proved, of specific rules to deal with properties that can be enjoyed by
the relational constants occurring in the formulae to be proved (namely, reflex-
ivity, transitivity, and heredity), and of axiomatic sets which specify the closure
conditions.

An RDTRLL
-axiomatic set is any finite set of RLL-formulae including a subset

of the form {znTz0, zn(–T )z0}, for some n ≥ 1 and T ∈ RTRDLm . Sets which are
not axiomatic are referred to as non-axiomatic. It is evident that every RDTRLL

-
axiomatic set is an RLL-valid set.



470 D. Cantone, J. Golińska-Pilarek, and M. Nicolosi-Asmundo

Table 1. Boolean decomposition rules for RDTRLL

(– –)
X ∪ {zn(– –T )z0}

X ∪ {znTz0}

(∩) X ∪ {zn(T ∩ T ′)z0}
X ∪ {znTz0} | X ∪ {znT ′z0}

(–∩) X ∪ {zn(–(T ∩ T ′))z0}
X ∪ {zn(–R)z0, zn(–S)z0}

,

where n ≥ 1 and T , T ′ ∈ RTRDLm .

Each relational system considered in this paper admits the following rule
schemas:

(A)
X ∪ Γ
X ∪Δ

(B)
X ∪ Γ

X ∪Δ1 | X ∪Δ2
,

where Γ,Δ,Δ1, Δ2 are finite nonempty sets of formulae, and X is a finite, possi-
bly empty, set of formulae. X and Δ (resp., X and Δi, for i = 1, 2) are assumed
to be disjoint and X ∪ Γ �= X ∪Δ (resp., X ∪ Γ �= X ∪Δi, for some i ∈ {1, 2}).

Table 2. Decomposition rule for compositional formulae in RDTRLL

(glob ;)
X ∪ Y ∪

⋃
i∈IΦ

{zn(–(Ri ; Sqi))z0, zn(Ri ; Tji)z0 : qi ∈ Qi, ji ∈ Ji}
X ∪

⋃
i∈IΦ

{znqi
(–Sqi)z0, znqi

Tjiz0 : qi ∈ Qi, ji ∈ Ji}
where:

– n ≥ 1 and Y is the set of literals with left variable zn occurring in the current node;
– IΦ is the set of indices of constants of RC occurring in the current node Φ;
– for all T ∈ RTRDLm , znTz0 /∈ X (the only formulae in the premise that are neither

compositional nor negative-compositional and have zn as left variable are in Y );
– Q =

⋃
i∈IΦ

Qi and J =
⋃

i∈IΦ
Ji are sets of indices such that Qi �= ∅, for some

i ∈ IΦ (by this condition, if in the current node there is a formula zn(Ri ;Tji)z0, for
some i ∈ IΦ, and no formula of type zn(–(Ri ; Sqi))z0 occurs in the current node,
then zn(Ri ; Tji)z0 cannot be decomposed anymore and therefore it is not repeated
in the successive nodes of the dual tableau);

– Sqi , Tji ∈ RTRDLm , for all qi ∈ Qi, ji ∈ Ji, with i ∈ IΦ;
– the set N = {nqi : qi ∈ Qi, i ∈ IΦ} satisfies the following conditions:

• the elements of N are consecutive natural numbers,
• min(N) = k+1, where k is the largest number such that zk occurs in the premise,
• for all nqi , nq′

i′
∈ N , we have nqi < nq′

i′
if and only if 〈Ri, Sqi〉 < 〈Ri′ , Sq′

i′
〉;

– the pivot of (glob ;) is the formula zn(–(Ri ;Sqi))z0 with the minimal pair 〈Ri ;Sqi〉.

Rules of type (B) are ‘conjunctive’ branching rules, and in fact, in the (B)
rule schema the symbol ‘|’ is interpreted as a conjunction. On the other hand,
rules of type (A) are ‘disjunctive’.

A variable zn, with n > 1, which appears in a conclusion of a rule while it
does not appear in its premise, is called a new variable (introduced by the rule
application). In view of the definition of the dual tableau decision procedure, it



Dual Tableau Decision Procedure for Multimodal and Description Logics 471

is convenient to associate with every rule a specific element of the set of formulae
Γ , called the pivot of the rule, to determine the order of application of the rules.
Moreover, for a set of RLL-formulae S, we denote by IS the set of indices of the
relational constants of RC occurring in S.

In order to construct a deterministic decision procedure, we define an order on
the set of the relational formulae. We begin with relational terms. For pj1 , pj2 ∈
RV, Ri1 , Ri2 ∈ RC, and S0, . . . , S6 ∈ RT, we put:

pj1 < (– pj2) < (– –S0) < (–(S1 ∩ S2)) < (S3 ∩ S4) < (Ri1 ; S5) < –(Ri2 ; S6).

Next, we introduce an order also for the constants in RC by putting Ri1 < Ri2

iff i1 < i2. For terms left unordered by the above, we define an order in the
following way: pj1 < pj2 iff j1 < j2; (–T ) < (–T ′) iff T < T ′; T ∩ T ′ < S ∩ S′ iff
〈T, T ′〉 < 〈S, S′〉; (Ri1 ;T ) < (Ri2 ;T

′) iff 〈Ri1 , T 〉 < 〈Ri2 , T
′〉, where 〈a, b〉 < 〈c, d〉

if and only if either a < c, or both a = c and b < d.
Finally, for formulae znSz0 and zn′S′z0, we put znSz0 < zn′S′z0 if and only

if 〈n, S〉 < 〈n′, S′〉. It can easily be proved that < linearly orders the set of all
relational formulae.

Given a finite nonempty set of relational formulae X , the minimal element
of X is the minimal element with respect to the order < defined above. An
immediate consequence of the above definition is that if znSz0 is the minimal
element of X then, for any formula zn′T ′z0 in X , it holds that n ≤ n′.

We also introduce a notion that is used in some restrictions on rule applica-
tions to avoid infinite loops. A finite set {znSjz0 : j ∈ J} is said to be a subcopy
of a set Y whenever there exists an n′ < n such that {zn′Sjz0 : j ∈ J} ⊆ Y .

3.1 The Decision Procedure RDTRLL

The decomposition rules of RDTRLL
are presented in Tables 1 and 2. Rules (–),

(∩), and (–∩), illustrated in Table 1, deal with Boolean operators, while rule
(glob ;), depicted in Table 2, deals with the composition operator. Rule (glob ;) is
a proper extension of rule (R;), introduced in [7], because while rule (R;) is appli-
cable only to compositional and negative-compositional formulae with the same
left object variable and with the same relational constant R, rule (glob ;) decom-
poses in a single step all the compositional formulae and negative-compositional
formulae with the same left object variable occurring on the current node.

Rules (refi), (trani), and (heri) defined in Table 3 reflect the reflexivity, transi-
tivity, and heredity of Ri, respectively, for i ∈ IΦ, where Φ is the set of formulae
labelling the current node.1 They are generalizations of rules (ref), (tran), and
(her), introduced in [7] to deal with the reflexivity, transitivity, and heredity of
a single relational constant R. Clearly, rule (refi) (resp., (trani), (heri)) can be
applied to a pivot formula only if h(Ri) is reflexive (resp., transitive, enjoys the
heredity property).

Definition 1 (Proof tree). An RDTRLL
-proof tree of an RLL-formula ψ is a

finitely branching tree satisfying the following conditions:

1 From now on, we identify nodes with the (disjunctive) sets labelling them.



472 D. Cantone, J. Golińska-Pilarek, and M. Nicolosi-Asmundo

Table 3. Reflexivity, transitivity, and heredity rules for RDTRLL

Reflexivity rule:

(refi)
X ∪ {zn(Rs

i ; T )z0}
X ∪ {zn(Rs

i ; T )z0} ∪ {zn(R
j
i ; T )z0 : j ∈ {0, . . . , s− 1}} ,

where n, s ≥ 1 and T ∈ RTRDLm is either a non-compositional term or a compositional

term (Rj ; T
′), with j �= i, and zn(R

t
i ; T ) /∈ X, for all t > s.

Transitivity rule:

(trani)
X ∪ {zn(Ri ; T )z0}

X ∪ {zn(Ri ; T )z0} ∪ {zn(R2
i ; T )z0}

,

where n ≥ 1 and T ∈ RTRDLm is either a non-compositional term or a compositional

term (Rj ; T
′), with j �= i.

Heredity rule:

(heri)
X ∪ {zn(–(Ri ; T ))z0} ∪ {zn(– pj)z0 : j ∈ JΦ}

X ∪ {zn(–(Rs
i ; T ))z0} ∪ {zn(– pj)z0 : j ∈ JΦ} ∪ {zn(Ri ; (– pj))z0 : j ∈ JΦ}

where: n ≥ 1, T ∈ RTRDLm , and zn(– pj)z0 /∈ X, for any pj ∈ RV.

The pivot of the rule (heri) is zn(–(Ri ; T ))z0.

1. the root of the tree is the set {ψ};
2. each node but the root is obtained by an application of an RDTRLL

-rule to its
direct predecessor node;

3. when more that one rule is applicable to a node Φ, the first possible schema
from the following list is chosen: (–), (–∩), (∩), (refi), for every i ∈ IΦ
chosen in increasing numerical order, (heri), for every i ∈ IΦ chosen in
increasing numerical order, (trani), for every i ∈ IΦ chosen in increasing
numerical order, and finally the rule (glob ;);

4. the rule (glob ;) applies to a node Φ which has the form of the premise of the
rule (glob ;), provided that Φ \X is not a subcopy of any of its predecessor
nodes;

5. given ϕ, the rule (refi) with pivot ϕ applies in a given branch at most once;
6. a node does not have successors if and only if it is RDTRLL

-axiomatic or none
of the RDTRLL

-rules applies to it.

Definition 2. A branch of an RDTRLL
-proof tree is said to be closed whenever

it ends with an axiomatic set of formulae. An RDTRLL
-proof tree is closed if and

only if all of its branches are closed. A formula is RDTRLL
-provable whenever it

has a closed RDTRLL
-proof tree, which is then referred to as its RDTRLL

-proof.

It can easily be checked that, given a finite set of RLL-formulae Φ, for each
rule schema and each ϕ ∈ Φ, there is at most one instance of that schema whose
premise equals Φ and pivot equals ϕ. As a consequence of what observed before
and of the conditions in the definition of proof tree, one can show that, for every
RLL-formula ϕ, there is exactly one RDTRLL

-proof tree of ϕ.
It can be proved that the proof system RDTRLL

always terminates by showing
that each proof tree that we can construct is finite.
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Theorem 1 (Termination). For every formula ϕ ∈ RLL there is exactly one
finite RDTRLL

-proof tree of ϕ.

In addition, by using the proof techniques from [11] and [7], it can be shown
that the proof system RDTRLL

is sound and complete.

Theorem 2 (Soundness and Completeness of RDTRLL
). Let ϕ be a rela-

tional formula. Then, ϕ is RLL-valid if and only if ϕ is RDTRLL
-provable.

Theorems 1 and 2 readily imply:

Theorem 3. An RDTRLL
-dual tableau is a sound and complete deterministic

decision procedure for the logic RLL.

4 Applications to Multimodal and Description Logics

Relational logics and their dual tableaux presented in Sects. 2 and 3, respectively,
can be used as decision procedures for verification of validity in some multimodal
and description logics.

To begin with, we discuss multimodal logics and their relational decision pro-
cedures in dual tableaux style. The class of multimodal logics considered in this
section will be denoted by ML. The common vocabulary of logics in ML con-
sists of the following pairwise disjoint sets of symbols: V = {p1, p2, p3, . . .}, a
countably infinite set of propositional variables, {¬,∧}, the set of the classical
operations of negation and conjunction, respectively, {[Ri], 〈Ri〉 : i ∈ I}, a finite
set of modal propositional operations of necessity and possibility, respectively.
The set of modal formulae is then the smallest set including the set of proposi-
tional variables and closed with respect to all the propositional operations.

Let L ⊆ {ri, ti, hi : i ∈ I}. Logics in the class ML are determined by MLL-
models which are structures of the form M = (U, h,m) such that U is a
nonempty set (of states), m is the meaning function such that m(p) ⊆ U , for
every propositional variable p ∈ V, and h is a function such that for every i ∈ I,
h(Ri) is a binary relation on U (referred to as the i-th accessibility relation) that
satisfies conditions coded by L as in the definition of RLL-models given in Sect. 2.
Therefore, any logic in ML is determined by the properties of the accessibility
relation assumed in MLL-models. Given L ⊆ {ri, ti, hi : i ∈ I}, a logic in ML will
be denoted by MLL.

Observe that among logics in the class ML are multimodal temporal logics
(for instance with transitive time orderings) and multi-agent epistemic logics
(for instance with reflexive and transitive knowledge relation). The notions of
satisfaction relation, truth, and validity are defined as usual in modal logics.

The satisfaction relation is defined as usual in modal logics, that is for the
modal operators we set:
M, s |= [Ri]ϕ iff for every s′ ∈ U , if (s, s′) ∈ h(Ri), then M, s′ |= ϕ.
M, s |= 〈Ri〉ϕ iff there is s′ ∈ U such that (s, s′) ∈ h(Ri) and M, s′ |= ϕ.

A modal formula is said to be true in an MLL-model M whenever it is satisfied
in M by all s ∈ U , and it is MLL-valid whenever it is true in all MLL-models.
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The translation τ of modal formulae into relational terms is defined as follows:
τ(pj) = pj , for any propositional variable pj ∈ V; τ(¬ϕ) = −τ(ϕ); τ(ϕ ∧ ψ) =
τ(ϕ) ∩ τ(ψ); τ([Ri]ϕ) = −(Ri ; −τ(ϕ)); τ(〈Ri〉ϕ) = (Ri ; τ(ϕ)). Translation τ
preserves validity, as stated in the following theorem:

Theorem 4. Let L ⊆ {ri, ti, hi : i ∈ I} and let ϕ be a modal formula. Then, ϕ
is MLL-valid if and only if z1τ(ϕ)z0 is RLL-valid.

The proof of the above theorem is standard in the relational formalization of non-
classical logics. For details see [11]. In view of this result, and by Theorems 2
and 3, we obtain:

Theorem 5. Let L ⊆ {ri, ti, hi : i ∈ I} and let ϕ be a modal formula. Then, ϕ
is MLL-valid if and only if z1τ(ϕ)z0 is RDTRLL

-provable. Moreover, RDTRLL
is a

deterministic decision procedure for a multimodal logic MLL.

Example 1. Let I = {1, 2}, and let ϕ be: 〈R1〉〈R1〉p1 → 〈R2〉〈R1〉¬(¬p1 ∧ p2).
The formula ϕ is valid in all Kripke frames with two accessibility relations:
transitive h(R1) and reflexive h(R2). In order to show it, by Theorem 5, it
suffices to construct a closed RDTRLL

-proof tree of a formula z1τ(ϕ)z0, where
L = {t1, r2} and τ(ϕ) is the relational translation of ϕ of the following form:
(–((R1 ; (R1 ; p1)) ∩ −(R2 ; (R1 ;−(−p1 ∩ p2))))). Figure 1 presents an RDTRLL

-
proof of z1τ(ϕ)z0, which proves the validity of ϕ in Kripke frames where the
first accessibility relation is transitive and the second one reflexive. Recall that
a RDTRLL

-dual tableau consists of rules for Boolean operators, rules (glob ;),
(tran1), and (ref2).

Next we show how RDTRLL
-systems can decide validity for description logics, a

family of logic-based formalisms which allow one to represent knowledge about
a domain of interest in terms of concepts, which denote sets of elements, of roles,
which represent relations between elements, and of individuals, which denote
domain elements [2]. Each language in this family is characterized by its set of
constructors, which allow one to form complex terms. Here, we focus on the
well-known description logic ALC, considering also the case in which ALC is
provided with transitive roles [13].

Definition 3. Let NC = {p1, p2, . . .} be a countably infinite set of concept
names and let NR = {R1, R2, . . .} be a countably infinite set of role names.
The set of ALC-concepts is the smallest set such that: each concept name is an
ALC-concept, and if C,D are ALC-concepts and Ri is a role name, then –C,
C )D, ∃Ri.C, and ∀Ri.D are ALC-concepts.

An interpretation I = (ΔI , ·I) consists of a nonempty set ΔI , called the do-
main of I, and of a function ·I mapping each concept into a subset of ΔI and
each role into a subset of ΔI ×ΔI . For space reasons, we report here only the
interpretations of concepts of type ∃Ri.C and ∀Ri.C:

(∃Ri.C)I = {d ∈ ΔI : there is some e ∈ ΔI with (d, e) ∈ RI
i and e ∈ CI},

(∀Ri.C)I = {d ∈ ΔI : for all e ∈ ΔI , if (d, e) ∈ RI
i , then e ∈ CI}.
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z1(−((R1 ; (R1 ; p1)) ∩ −(R2 ; (R1 ;−(−p1 ∩ p2)))))z0

z1−(R1 ; (R1 ; p1))z0, z1(R2 ; (R1 ;−(−p1 ∩ p2)))z0

(−∩) and (−−)

z1−(R1 ; (R1 ; p1))z0, z1(R2 ; (R1 ;−(−p1 ∩ p2)))z0, z1(R1 ;−(−p1 ∩ p2))z0

(ref2)

z1−(R1 ; (R1 ; p1))z0, z1(R2 ; (R1 ;−(−p1 ∩ p2)))z0,

z1(R1 ;−(−p1 ∩ p2))z0, z1(R1 ; (R1 ;−(−p1 ∩ p2)))z0

(tran1)

z2−(R1 ; p1)z0, z2−(−p1 ∩ p2)z0, z2(R1 ;−(−p1 ∩ p2))z0

(glob ;) with a new variable z2

z2−(R1 ; p1)z0, z2(R1 ;−(−p1 ∩ p2))z0, z2(R1 ; (R1 ;−(−p1 ∩ p2)))z0, . . .

(tran1)

z3−p1z0, z3−(−p1 ∩ p2)z0, z3(R1 ;−(−p1 ∩ p2))z0, . . .

(glob ;) with a new variable z3

z3−p1z0, z3p1z0, z3−p2z0, z3(R1 ;−(−p1 ∩ p2))z0, . . .
closed

(−∩) and (−−)

Fig. 1. Relational proof of 〈R1〉〈R1〉p1 → 〈R2〉〈R1〉¬(¬p1 ∧ p2).

A concept C is satisfiable if there is an interpretation I such that CI �= ∅, namely
if there is an e ∈ ΔI such that e ∈ CI . A concept C is true in an interpretation
I if CI = ΔI , namely if for every e ∈ ΔI , it holds that e ∈ CI . A concept C is
valid if it is true in every interpretation I.
ALCR+ is an extension of ALC obtained by allowing the presence of transitive

roles inside concepts [13]. The set of role names ofALCR+ ,NR, is the union of two
disjoint sets of role names, NP and N+. NP is a set of non-transitive role names
and N+ is a set of transitive role names. Any interpretation I = (ΔI , ·I) for
ALCR+ has to satisfy the additional condition that if (d, e) ∈ RI

i and (e, f) ∈ RI
i ,

then (d, f) ∈ RI
i , for each role Ri ∈ N+.

It is well known that ALC is a notational variant of the multimodal logic
Kn. In fact, concepts of type ∃Ri.C are syntactical variations of multimodal
formulae of type 〈Ri〉ϕ and concepts of type ∀Ri.C are notational counterparts
of multimodal formulae of type [Ri]ϕ. As a consequence, the translation of ALC
and ALCR+ in relational terms is analogous to the relational translation of any
multimodal logic MLL introduced above: ALC can be mapped into a multimodal
logic MLL such that L = ∅, and ALCR+ is a notational variant of a multimodal
logic MLL where L = {ti : Ri ∈ N+}.

Example 2. Consider the ALCR+ -formula:

ψ = ¬((∃.R1¬p1 ) ∃R2.p2) ) ¬((∃R1.¬(p1 ) ¬p2)) ) (∃R2.¬(p1 ) ¬p2)))) ,
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z1(–(((R1 ; – p1) ∩ (R2 ; p2)) ∩ –((R1 ; –(p1 ∩ – p2)) ∩ (R2 ; –(p1 ∩ – p2)))))z0

z1(–(R1 ; – p1))z0, z1(–(R2 ; p2))z0, z1((R1 ; –(p1 ∩ – p2)) ∩ (R2 ; –(p1 ∩ – p2)))z0

rule (–∩) twice

Y1, z1(R1 ; –(p1 ∩ – p2))z0

rule (∩)

Y2, z1(R1 ; (R1 ; –(p1 ∩ – p2)))z0

rule (tran1)

Y3, z2p1z0, z2 –(p1 ∩ – p2)z0

rule (glob ;)

Y3, z2p1z0, z2 – p1z0, z2p2z0

rules (–∩), (–)

Y1, z1(R2 ; –(p1 ∩ – p2)z0

z2p1z0, z3 – p2z0, z3 –(p1 ∩ – p2)z0

rule (glob ;)

z2p1z0, z3 – p2z0, z3 – p1z0, z3p2z0,

rules (–∩), (–)

Fig. 2. RDTRLL -proof tree of the formula z1τ (ψ)z0.

where R1 ∈ N+ and R2 ∈ NP . The formula ψ is true in all interpretations
I = (ΔI , ·I) for ALCR+ . Reasoning as in the previous example, in order to prove
the validity of ψ in our relational setting, we just have to construct the closed
RDTRLL

-proof tree of the formula z1τ(ψ)z0, with L = {t1}. This is illustrated in
Fig. 2. For space reasons, in the RDTRLL

-proof tree of Fig. 2 we are using the
following shorthands: Y1 stands for z1(–(R1 ; – p1))z0, z1(–(R2 ;p2))z0, Y2 stands
for z1(–(R1 ; – p1))z0, z1(–(R2 ; p2))z0, z1(R1 ; –(p1 ∩ – p2))z0, and Y3 stands for
z3 – p2z0, z2(R1 ; –(p1 ∩ – p2))z0.

5 Conclusions and Future Work

We have presented proof systems in the style of relational dual tableaux that can
serve as decision procedures for some multimodal and description logics. By way
of example, we showed how the systems can be used to verify validity in multi-
modal logic with one reflexive and one transitive accessibility relation and in a
description logic corresponding to a multimodal logic with transitive accessibility
relations. The results presented in the paper lead to some further questions about
the possibility of extending these systems to decision procedures for other logics
not captured by RDLm. In particular, we intend to work on dual tableau deci-
sion procedures for relational logics in which relational constants can also enjoy
such properties as symmetry, seriality, Euclidean, partial functionality, function-
ality, weak density. In this way we would get relational decision procedures for
a great variety of standard multimodal logics. Furthermore, we intend to de-
velop decision procedures for those relational logics in which some constraints
on interactions between relational constants are assumed. Such relational dual
tableaux could be used as decision procedures for multimodal information logics
with sufficiency modal operators, for propositional dynamic logic with actions,
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and for logics for qualitative reasoning. Finally, we plan to implement the deci-
sion procedures we have described, and to integrate them in the implementation
of the dual tableau from [6], or in another relational theorem prover.
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Abstract. The purpose of the short-term electricity demand prediction is to 
forecast in advance the system load, represented by the sum of all consumers 
load at the same time. Power demand forecasting is important for economically 
efficient operation and effective control of power systems and enables to plan 
the load of generating unit. A precise load forecasting is required to avoid high 
generation cost and the spinning reserve capacity. Under-prediction of the de-
mands leads to an insufficient reserve capacity preparation and can threaten the 
system stability, on the other hand, over-prediction leads to an unnecessarily 
large reserve that leads to a high cost preparations. Differential polynomial 
neural network is a new neural network type, which forms and resolves an un-
known general partial differential equation of an approximation of a searched 
function, described by data observations. It generates convergent sum series of 
relative polynomial derivative terms, which can substitute for the ordinary dif-
ferential equation, describing 1-parametric function time-series with partial de-
rivatives. A new method of the short-term power demand forecasting, based on 
similarity relations of subsequent day progress cycles at the same time points is 
presented and tested on 2 datasets. Comparisons were done with the artificial 
neural network using the same prediction method. Experimental results indicate 
that proposed method using the differential polynomial network is efficient. 

Keywords: power demand prediction, week load cycle, differential polynomial 
neural network, sum relative derivative term. 

1 Introduction 

Short-term electric energy estimations of a future demand are needful for the planning 
of generating electricity of regional grid systems and operating power systems. Coop-
eration on the electricity grid requires from all providers to foresee the load within a 
sufficient accuracy. Forecasting methods in general might be classified into 2 types, 
the time-series models, in which the load is a function of its past observed values and 
causal models, which the load is a function of some exogenous factors, especially 
weather and social variables. Day-ahead load forecasting techniques can involve auto-
regressive integrated moving average (ARIMA) [5], chaotic dynamic non-linear mod-
els with evolutionary hybrid computation [12], exponential smoothing or interval 
time-series [6]. Regression analysis is considered as a conventional way in the power 
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load forecast. A real data 1-parametric function time-series is difficult to predict using 
deterministic methods as weather conditions as well as other extraneous factors can 
by far influence it. Artificial neural network (ANN) can define simple and robust 
models, which exact solution is problematic or impossible to get using standard re-
gression techniques. The power demand model might be trained with similarity data 
relations of several corresponding days of previous weeks, as the daily power cycles 
of each following week are of a similar progress. After that the prediction is formed 
with respect to values of a few last days with the same denomination in the current 
week.  
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Differential polynomial neural network (D-PNN) is a new neural network type de-
signed by the author, which results from the GMDH (Group Method of Data Han-
dling) polynomial neural network (PNN), created by a Ukrainian scientist Aleksey 
Ivakhnenko in 1968, when the back-propagation technique was not known yet [8]. It 
is possible to express a general connection between input and output variables by 
means of the Volterra functional series, a discrete analogue of which is the Kolmogo-
rov-Gabor polynomial (1). This polynomial can approximate any stationary random 
sequence of observations and can be computed by either adaptive methods or a sys-
tem of Gaussian normal equations. GMDH decomposes the complexity of a process 
into many simpler relationships each described by the low order polynomials (2) for 
every pair of the input values [10]. 

y = a0 + a1xi + a2xj + a3xixj + a4xi
2 + a5xj

2    (2) 

 
D-PNN can combine the PNN functionality with some math techniques of diffe-

rential equation (DE) solutions. Its models lie on the boundary of neural networks and 
exact computational techniques. D-PNN forms and resolves an unknown general DE 
description of an approximation of a searched function. It produces sum series of 
fractional polynomial derivative terms, which substitute for a DE, decomposing a 
system model into many partial derivative specifications of data relations. In contrast 
with the common neural network functionality, each neuron (i.e. derivative term) can 
take part directly in the total network output calculation, which is generated by the 
sum of the active neuron output values [13].  

2 Forecasting Power Load 

An overall electricity generation plan requires a forecast of total generation require-
ments and also peak demands. The inaccuracy in a forecast means that load matching 
is not optimized and consequently the generation and transmission systems are not 
being operated in an efficient manner. In order to guarantee a regular supply, it is 
necessary to keep a reserve.  Over-estimating the future load results in an unused 
spinning reserve, being “burnt” for nothing. Under-estimating the future load is  
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equally detrimental, because of high starting costs of cold reserves, buying at the last 
minute from other suppliers is obviously too expensive. The nature of parameters that 
affect this problem includes many uncertainties. The accuracy of a dispatching system 
is influenced by various conditional input parameters (weather, time, historical data 
and random disturbances), which can a prediction model involve, applying e.g. fuzzy 
logic [9]. ANN is able to model the non-linear nature of dynamic processes, repro-
duce an empirical relationship between some inputs and one or more outputs. It is 
applied for such purpose regarding to its approximation capability of any continuous 
nonlinear function with arbitrary accuracy that offer an effective alternative to more 
traditional statistical techniques. The application of hybrid systems, which consist 
typically of several different types of consolidated models, become recently very 
important to solve real world problems more accurately [1][4]. The load at a given 
hour is dependent not only on the load at the previous hour, but also on the load at the 
same hour on the previous day, and on the load at the same hour on the day with the 
same denomination in the previous week. There are also many important exogenous 
variables that should be considered, especially weather-related variables [7].  

 

 

 

Fig. 1. Typical week cycles of power demands (January) [14] 

))(),...,2(),1(()( ndododofdy tttt −−−=  t = t1, t2,…, tk  (3) 

ot(d) = observation in time t and  day d  n = number of inputs  

 
The proposed method keynote of the power load forecasting, using only 1-

parametric function historical time-series, is to train a neural network model with 
actual daily cycle similarity relations of previous weeks, concerning several consecu-
tive days with the same denomination, foregoing the 24-hour prediction. Power values 
of the 3 consequent days in previous weeks at the same time points form the input 
vector while the following day 24-hour shifted series define desired network outputs 

  Training 
    Inputs       Output 

  Test (prediction) 
    Inputs       Output
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of the training data set (3). After training the network can estimate the following day 
power progress, using 3 input vector variables of 24-hour shifted time-series of the 
same time stamps of the current week last 3 days (Fig.1.). The model does not allow 
for weather or other disturbing effects, as these are not at disposal in most cases. The 
power demand day cycle progress is more variable in winter than summer months, 
which is influenced largely by using heating systems and temperature conditions [14]. 

3 General Differential Equation Composition 

The D-PNN decomposes and substitutes for a general sum partial differential equation 
(4), in which an exact definition is not known in advance and which can generally 
describe a system model, with a sum of relative multi-parametric polynomial deriva-
tive convergent term series (5). 
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Partial DE terms are formed according to the adapted method of integral analo-

gues, which is a part of the similarity model analysis. It replaces mathematical opera-
tors and symbols of a DE by the ratio of the corresponding values. Derivatives are 
replaced by their integral analogues, i.e. derivative operators are removed and simul-
taneously along with all operators are replaced by similarly or proportion signs in 
equations to form dimensionless groups of variables [3].  
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n – combination degree of  a complete polynomial of n-variables 
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The fractional polynomials (5), which substitute for the DE terms, describe partial 

relative derivative dependent changes of n-input variables. The numerator (5) is a 
polynomial of n-input variables and partly defines an unknown function u of eq. (4). 
The denominator includes an incomplete polynomial of the competent derivative 
combination of variables. The root function of the numerator decreases a combination 
degree of the input polynomial of a term (5), in order to get the dimensionless values 
[3]. In the case of time-series data observations an ordinary differential equation (6) is 
formed with time derivatives describing 1-parametric function progress using partial 
DE terms, analogous to the general partial DE (4) construction. 

 

0...
),,(),(

1
2

2

11

=++++ 
===

m

j

ji
ij

m

i

m

i

i
i dt

xxtfd
d

dt

xtdf
cbfa   (6) 

f(t, x) – function of time t and independent input variables x(x1, x2, ... , xm) 



482 L. Zjavka 

 

Blocks of the D-PNN (Fig.2.) consist of derivative neurons having the same inputs, 
one for each fractional polynomial derivative combination, so each neuron is consi-
dered a summation DE term (5). Each block contains a single output GMDH poly-
nomial (2), without derivative part. Neurons do not affect the block output but can 
participate directly in the total network output sum calculation of a DE composition. 
Each block has 1 and neuron 2 vectors of adjustable parameters a, then a, b.  

 

 

Fig. 2. D-PNN block includes basic and compound neurons (DE terms) 

While using 2 input variables the 2nd order partial DE is formed (7), which involves 
derivative terms of all the variables of the GMDH polynomial (2). The D-PNN blocks 
form 5 simple neurons, which can substitute for the DE terms in respect of derivatives 
of the single x1, x2 (8) square x1

2, x2
2 (9) and combination x1x2 (10) variables of the 2nd 

order partial DE (7) solution, most often used to model physical or natural system 
non-linearities. Denominator coefficients of fractions (8)(9)(10) balance a length va-
riety of the derivative polynomials.  
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where F(x1, x2, u, p, q, r, s, t) is a function of 8 variables 
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4 Differential Polynomial Neural Network 

Multi-layer networks forms composite polynomial functions (Fig.3.). Compound 
terms (CT), i.e. derivatives in respect of variables of previous layer blocks, are calcu-
lated according to the composite function partial derivation rules (11)(12). They are 
formed by products of the partial derivatives of external and internal functions. 

 
F(x1, x2, … , xn) = f(y1, y2, … , ym) = f(φ1(X), φ2(X),..., φm(X))    (11) 
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Fig. 3. 3-variable multi-layer D-PNN with 2-variable combination blocks 

The blocks of the 2nd and following hidden layers are additionally extended with 
neurons, i.e. CT, which form composite derivatives with respect to the output and 
input variables of the back connected previous layer blocks, e.g. (13)(14). The num-
ber of neurons of blocks, which involve composite function derivatives, doubles each 
previous back-connected layer [13].  
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The compound square and combination derivative terms are also calculated accord-

ing to the composite function derivation rules. The number of the network hidden 
layers should coincide with the total number of input variables in order to enable the 
D-PNN to form all the possible derivative terms. D-PNN is trained with only a small 
set of input-output data samples, in a similar way to the GMDH algorithm [10]. The 
total output Y of the D-PNN is the arithmetical mean of all the active neuron output 
values (15) so as to prevent a changeable number of neurons (of a combination) from 
influencing the total network output value.  
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Only some of all the potential combination DE terms (neurons) may participate in 

the DE composition, in despite of they have an adjustable term weight (wi). A proper 
neuron combination, which substitutes for a DE solution, is not able to accept the 
disturbing effect of the rest of the neurons (which may compose other solutions) on 
the optimization of the parameters. The selection of a fit neuron combination is the 
principal part of a DE composition, performed simultaneously with polynomial para-
meter adjustment. It may apply the simulated annealing (SA) method in the initial 
phase, which employs a random search which not only accepts changes that decrease 
the objective function (assuming a minimization problem), but also some changes that 
increase it [2]. The error function, calculated using the root mean square error 
(RMSE) method (16), requires a minimization with respect to the polynomial parame-
ters. It could be performed by means of the gradient steepest descent (GSD) method 
[11] supplied with sufficient random mutations to prevent from to be trapped to a 
local error depression.  
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d = desired output yi = estimated output for ith training vector 

5 Power Load Forecast Model Experiments 

The presented prediction method, based on daily similarity relations of the power de-
mand cycles, applied the D-PNN (Fig.3.) model trained with 1-parametric historical 
time-series [14] to form following day estimations. 3 con-sequent day power values 
(foregoing the forecasting day denomination) of several previous weeks at the same 
time points form the network input vector; the 24-hour shifted time-series define desired 
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    Morning peak Evening peak 

 

Fig. 4. National Grid : 18.02.2013 (Monday), D-PNNMAPE = 1.32, ANNMAPE = 1.39 

 

Fig. 5. National Grid : 22.2.2013 (Friday), D-PNNMAPE = 1.83, ANNMAPE = 3.66 

 

Fig. 6. National Grid : 2.3.2013 (Saturday), D-PNNMAPE = 2.76, ANNMAPE = 3.06 

scalar outputs in the training data set. After training the network can predict the follow-
ing day power series in respect of the current week last 3 day values in a uniform time 
(Fig.4.- Fig.6.). The training set can consist of 2-6 previous week periods; testing (pre-
diction) applies the current week input data. A power demand daily period consists 
typically of 2 peak-hours, morning (midday) and evening peak consumptions (Fig.4.). 
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Sundays, Saturdays and legal holidays power models result largely in higher inac-
curacies, which are likely induced by more variable demands of weekends and holi-
days (Fig.6.). Comparisons were done with 1 or 2-layer ANN with 15 neurons in hid-
den layers using the sigmoidal activation function and the standard back-propagation 
algorithm. ANN forecast models using the same similarity prediction method as the 
D-PNN, get mostly with any worst results (Fig.7.). The ANN (less commonly D-
PNN) adjustment appeared heavily time-consuming in some days. Most models can 
obtain a very good approximation (Fig.4.), some are less accurate (Fig.6) or even 
difficult to be formed, which are likely influenced by a rude break in the weather 
conditions or some extraneous factors. The mean absolute percentage error (MAPE) 
is the measure of accuracy of a method estimating time-series values (17). 
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Fig. 7. 2-week daily power load prediction errors (18.2.2013 to 3.3.2013), Average MAPE : 
DPNNMAPE = 2.02, ANNMAPE = 2.49 [14] 

 

Fig. 8. A typical winter week period of the average domestic load profiles [15] 
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The 2nd data set comprises measured electric load profiles for Canadian detached 
houses [15], involving much more variable power progress (Fig.8.) of the average 
electric draw of the house (in Watts), evoked likely by a lower quantity in the cus-
tomer demands and some more exogenous factors (Fig.9.-Fig.11). The Sundays and 
holidays are mostly peak consumption days, their models can also embody usual 
higher prediction errors.  

 

 

Fig. 9. ANEX, 25.1.1994 (Tuesday) low, D-PNNMAPE = 26.07, ANNMAPE = 23.65 

 

Fig. 10. ANEX,30.1.1994 (Sunday), D-PNNMAPE = 60.27, ANNMAPE = 120.24 

 

Fig. 11. ANEX, 4.2.1994 (Friday), D-PNNMAPE = 31.51, ANNMAPE = 44.01 
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Fig. 12. 2-week daily power load prediction errors (25.1.1994 to 7.2.1994), Average MAPE : 
DPNNMAPE = 42.77, ANNMAPE = 45.09 [15] 

Fig.12. shows the 2-week MAPE comparison of the results [15], both models fail 
notably in 2 different days, which competing model quite succeeds. The real models 
could be backward tested for the corresponding days of the last not trained week. 3 
training week period seems to define an optimal learning scheme, it is better to apply 
less or more week-cycles in some cases. The valid number of training week periods 
could be estimated in practice with respect to the previous day(s) best testing results, 
as the progress of the subsequent daily cycles is quite of a uniform character. There is 
necessary to consider also legal holidays, which corresponding week Sundays (or 
working days) might replace in the learning scheme. 

6 Conclusion 

The presented method of the daily power demand predictions is based on similarity 
relations of subsequent day rundown cycles at the same time points in past week pe-
riods. The power history affinities of daily cycles, foregoing to the current week next 
day denomination, primarily influence the model solution accuracy, as no other con-
siderable effects were taken into account, especially weather conditions. 3-day time 
interval series of several previous weeks define a learning scheme of the neural net-
work model, which after training can apply the current week last 3-day power series 
to estimate following 24-hour progress. An optimal forecast model could combine the 
presented daily similarity relation method with the standard time-series prediction and 
apply also some possible input exogenous factors, including especially weather condi-
tions if available. These can lower the appearance of unexpected prediction errors. 
The study used 3 input vector variables of a new neural network type called the D-
PNN, which extends the GMDH polynomial neural network. 1-parametric function 
time-series of data observations are described by an ordinary differential equation, 
which is formed and substituted with sum series of polynomial derivative terms. The 
D-PNN advantages should become more evident in the case of modeling of systems 
(e.g. including weather conditions) described by differential equations, which are too 
complex to be solved using standard soft computation techniques. The increasing 
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number of input factors, which can impact the power demand progress, might signifi-
cantly influence the effect of the D-PNN application. The D-PNN operating principle 
is quite different from other soft-computing techniques. The experimental results 
proved the D-PNN can define comparable models, despite the fact the network struc-
ture, the selective and adjustment algorithms have not been completed yet. 
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Abstract. Astrophysics is entering in a new epoch characterized by a huge in-
crement of the volume of data accessible. Consequently, scientists are modifying
their traditional data analysis and simulation procedures to adapt them to this
circumstance. As part of this increment, it should be underlined the number of
high-quality galaxy spectra produced by the new instruments. Galaxy spectra are
important in Astrophysics since they encode essential information, as the age and
the metallicity, of the constituent stellar populations. These galaxy spectra can
be modelled based on Simple Stellar Population. This procedure allows under-
standing the present state of the galaxy, and also inferring the evolution of the
whole stellar system. However, this modelling requires to combine adequately
more than one Simple Stellar Population to reproduce the galaxy spectral energy
distribution. In order to deal with this modelling process, metaheuristics tech-
niques are suitable, and for this reason, in this work diverse metaheuristics are
implemented and tested to model the low resolution Spectral Energy Distribution
of the M110 galaxy. The final purpose of this work is to pave the way to cre-
ate and deliver a code based on metaheuristics techniques able to fit the Spectral
Energy Distribution of a galaxy as a combination of predefined Simple Stellar
Populations Spectra.

Keywords: Differential Evolution, Combinatorial Optimization, Particle Swarm
Optimizer, Galaxy Spectral Energy Distribution.

1 Introduction

During the last decades Astrophysics has suffered from a deluge of high-quality data
coming from new digital instruments. The forthcoming future will intensify this situa-
tion with the put into service of new projects as these ones using Integral Field Units
(IFU’s). For this reason, this discipline is incorporating new computational procedures
to automatically deal with the storage, to handle and to analyse this high volume of data.
In this scenario, where knowledge has to be extractged from large data volumes, evolu-
tionary techniques have demonstrated to be productive [1,2], and for this reason, they
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are used in this work to model the low-resolution galaxy spectra energy distribution of
M110 galaxy1.

The modelling techniques of spectra presently used in Astrophysics is based on Sin-
gle Stellar Populations2 (SSP). The idea is to model a given spectrum as a combination
of spectra of SSPs defined by their different ages and metallicities3. Since the age and
metallicity of the all components are obtained, it is also possible to determine the star
formation and the enrichment histories of the galaxy or of the galaxy region. Due to
the advances in the observed spectra, the researchers have a huge volume of accessible
high-quality data. Theoretical stellar models have also greatly improved, mimicking to
the real stellar evolution. At the same time, the fossil record methods based on spec-
tral synthesis techniques have emerged and matured in the last decade [3,4,5,6]. These
methods are very demanded in the community to analyse, when possible automatically,
the galaxy spectra.

In the present work, the adjustment of the observational low-resolution Spectral En-
ergy Distribution (SED, Oλ) of M110 galaxy to a set of SSPs is implemented and tested.
Beyond of this immediate goal, the final purpose is to create and deliver to the commu-
nity a code able to fit the SED of a galaxy using predefined SSPs, and this work tries to
pave this way.

On the other hand, IFU facilities (e.g. CALIFA SURVEY) will enlarge the complex-
ity of the problem since a complete spectrum will be produced per pixel of the image
of the galaxy, instead of a single spectrum for the image of the galaxy. For this purpose,
diverse Evolutionary Algorithms —EAs— are tested against the problem in order to
find the most suitable one. Therefore, the scope of this work is far from this particular
galaxy; being this one simply used as benchmark to test the approach. The evolutionary
algorithms tested in this work are: Genetic Algorithm (GA), Particle Swarm Optimizer
(PSO) and some variants: Inertial Weight PSO (IWPSO), and MeanPSO; and Differen-
tial Evolution (DE).

The low resolution spectra for the galaxy M110 given by the magnitudes in several
broad band filters4 are used as input to our code. The SSPs broad-band filter magnitudes
are taken from the results of the evolutionary synthesis code POPSTAR [7], with which a
set of models have been calculated for 6 different metallicities, Z, in the range [0.0001,
0.05], and 106 different stellar logarithmic ages ranging from 5.00 to 10.18. The final
sample of SSPs employed consists in a set of 636 theoretical models.

Along this work, the galaxy spectra are modelled with two SSPs. By using SSP
mechanism, some implicit considerations are usually assumed about the creation and
evolution of the stars in the galaxy. In elliptical and spheroidal galaxies the conversion

1 M110 is termed NGC205 in the New General Catalogue of Nebulae and Clusters of Stars. This
galaxy is a dwarf spheroidal galaxy of the Local Group.

2 Simple Stellar Population consists of a set of stars born at the same time and having the same
initial chemical composition.

3 Metallicity (Z) is the proportion in mass of chemical elements without taking into account H
and He, H+He+Z=1

4 Data have been extracted from NASA/IPAC Extragalactic Database;
http://ned.ipac.caltech.edu/. These quantities have not necessarily been cor-
rected for background extinction. This might introduce uncertainties which make difficult the
fitting process.

http://ned.ipac.caltech.edu/
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of an amount of gas in a set of stars is considered a very rapid process, and in this way
only two (or even one) SSPs may be valid to reproduce their spectra. Although this
model can seem simple to describe correctly the spectrum of a galaxy — Oλ—, it is
useful enough to show the general tendency of the galaxy, and therefore, to understand
its evolutionary history.

Associated to the data, a wide range of difficulties are faced. From the most relevant
to the less ones, it can be mentioned:

– Depending on the reference, the value of the energy can vary up to three orders of
magnitude.

– Depending on the reference, the wavelength where the energy has been measured
can differ up to two orders of magnitude in Angstroms.

The rest of the paper is organized as follows: Section 2 summarizes the Related Work
and previous efforts done. In Section 3, the most relevant details about the methodology
are presented. The Results and the Analysis are displayed in Section 4. And finally, the
Conclusions and Future Work are presented in Section 5.

2 Related Work

Although it exists a wide list of works where the use of evolutionary computing is
applied to problems in the area of Astronomy and Cosmology, cases where evolutionary
algorithms are applied to this kind of studies have not been found in the literature;
neither analysis of the galaxy spectral energy distribution performed based on simple
stellar populations.

By observing the techniques employed to adjust the galaxy spectra, the closest ex-
ample is the use of an heuristic for the fitting process [8]. In that work, the exploration
of the parameter space is made by a Metropolis algorithm. However, more differences
exist between the mentioned and the present work than the simple change of an heuris-
tic by an evolutionary algorithm. In [8] the complete emission spectrum is used in the
adjustment process, whereas in the present work only 5 wavelengths —from 3650 Å to
8600 Å– are employed. This makes the fitting process essentially different.

Therefore, to the best of our knowledge, this is the first approach to the analysis of
galaxy spectral energy distribution using evolutionary algorithms.

3 Methodology

3.1 Structure of the Candidate Solutions

By considering that the objective of this work involves the fitting of observational
galaxy spectrum and, that this objective requires to weight the SSPs through coeffi-
cients representing the amount of stellar masses of the selected SSPs, the first step is to
propose an adequate structure for the candidate solutions.

The structure of the proposed candidate solutions is composed by a sum of terms
(Eq. 1), where each term has two factors:

Oλ =
∑

types of SSPs

Ci · SSP[Z,logage] (1)
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– the first one is the amount of stars —measured in solar masses— of a particular
SSP. Each SSP is a spectrum of a model of galaxy defined by the logarithm of the
age and the metallicity.

– whereas, the second factor is the SSP itself. The spectrum of the SSP depends on
two features of the stars: the age and the metallicity.

In adopting this structure for the solutions, two different types of optimizations have
to be performed. On the one hand, the selection of the most suitable SSPs from the set
of the SSPs constitutes a combinatorial optimization problem. On the other hand, the
optimization of the weights, Ci, previously mentioned constitutes a continuous opti-
mization problem. Due to the nature of the problem and the structure of the candidate
solutions, both optimizations should not be untied. This double faced problem makes
the fitting process challenging and appropriate to hybridize different evolutionary tech-
niques [9,10].

Taking into account the standard fitting problem, where one is given a discrete set
of N data points with associated measured errors σ, and is asked to construct the best
possible fit to these data using a specific functional form, the most appropriated fitness
function is the merit function χ2, Eq. 2. The lower the χ2, the closer the solution is to
the experimental data.

χ2 =
∑

all points

(
ysimulated − yobserved

σ
)2 (2)

Due that the experimental data used appear without errors, it has been established by
the authors, in a realistic approximation, an error of the 10% for all the measures. This
is a realistic estimation of the experimental errors of this kind of measures.

3.2 Statistical Inference

In this work, the usual statistical analysis in the numerical optimization works has been
followed [11,12]. The analysis is based on non-parametric tests, such as: Kruskal-Wallis
and Wilcoxon signed-rank tests. Non-parametric tests have been selected because they
do not assume any explicit condition on the data, for example normality. In-depth de-
scription of the statistical tests is beyond of the scope of this paper.

3.3 Evolutionary Algorithm

Three EAs have been employed in this work: GA (only mutation operator) [13,14],
PSO [15,16], as well as two variants of PSO: Inertial Weight PSO (IWPSO) [17] and
MeanPSO [18]; and DE [19,20]. The two variants of PSO have been selected because, in
a previous study, they outperform other variants of PSO [21]. In the DE implementation,
the schema DE/rand/1/bin [22] has been followed. The mutation operator of GA is used
for selecting the most suitable SSPs and for fitting the coefficients Ci, whereas the other
EAs are only used for fitting the coefficientsCi. These EAs have been selected based on
their wide applicability in optimization problems. In-depth description of the EAs can
be found in the mentioned articles, being this purpose out of the scope of the present
paper.
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In all EAs used in this work, the population structure is panmictic. Thus, the canoni-
cal operators of each EA —mutation, reproduction, selection, replacement, etc.— take
place globally over the whole population. Furthermore, in all cases the EAs follow a
generational model, in which a whole new population of individuals replaces the old
one [23]. In all cases where comparisons among the EAs are performed, 10 entities
(individuals, vectors) and 1,000 cycles or generations are applied to the algorithms.
As pseudorandom number generator, a subroutine based on Mersenne Twister [24] has
been used.

4 Results and Analysis

4.1 Mutation Operator for SSP

As first attempt, a Genetic Algorithm (GA) —only with the mutation operator active—
is implemented. GA holds numerous advantages, such as: flexibility and adaptability to
many different types of problem. Moreover, the reduced number of parameters and the
low complexity of the GA allow a quick implementation in order to obtain in a short
period of time the first tentative solutions.

Initially, the GA is applied to the combinatorial part of the problem —the selection
of the SSPs—. In this part of the problem, the SSPs of the candidate solutions change,
being governed this modification by a mutation ratio. The mutation operator randomly
replaces one of the two SSPs which compose the candidate solution, by other randomly
selected among all the SSPs. If the muted individual is better than the ascendant, then
the ascendant is replaced by the muted individual; otherwise, the ascendant is kept and
the descendant rejected. This simple mechanism allows a selection of the most suitable
SSPs for a particular galaxy spectrum.

Table 1. Mean fitness and standard deviation for 1,000 cycles, 10 individuals and diverse mutation
ratios when using only mutation operator over the SSPs selection

Mutation Ratio 0.01 0.05 0.10

Mean Fitness 14.3±39.4 0.8±0.7 7.8±14.2

The results of this first strategy —when implementing mutation ratios: 0.01, 0.05,
and 0.10— are presented at Table 1. Although these results are promising for an initial
attempt, the dispersion (standard deviation) is too much high. To have a low dispersion
when repeating the executions is considered as a valuable feature of the final implemen-
tation. Beyond the numerical results, the objective is to reproduce the SED of M110.

In order to understand the goodness of the final results produced by the algorithm, a
comparison between the observed SED of the galaxy M110, and the modelled SED by
the final best individual of each execution is performed. As can be observed the fitting
of the SED is not optimum (Fig. 1(a)). This initial strategy is able to reproduce only the
general tendency of the observed SED, however it still overestimates or underestimates
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Fig. 1. Results when applying the mutation operator only over the SSPs selection

some values. The relative differences, (100 × SEDM100−SEDsim

SEDM100 ), reach up to 25%
(Fig. 1(b)). Besides it is perceived the difficulty to fit values ranging up to 2 orders of
magnitude. It is expected that more elaborated strategies will produce better adjustments
between the SED observed and modelled. Better values of the fitness: lower mean and
standard deviation, are expected when using more suitable metaheuristics.

4.2 Mutation Operator for Coefficients

Beyond the initial approach focussed on the combinatorial part of the problem, an ad-
ditional mutation operator is implemented for the coefficients, Ci. Until now the al-
gorithm keeps frozen the coefficients5 from the initial generation and along the whole
execution. This impedes the evolution of the stellar mass of a selected SSP in the galaxy.
By implementing this new operator, the algorithm will be able to make them evolve. It
is expected that this new mechanism improves the overall performance of the algorithm;
overcoming the inherent flaws of the first approach.

In order to keep the same number of evaluations in the algorithm and to fairly com-
pare with the previous implementation, the number of cycles is reduced to the half6.
This is due that in each cycle the mutation operator over the SSPs selection is applied
and evaluated, and next, the mutation operator over the coefficients is also applied and
evaluated.

Two variants of the mutation operator for the coefficients have been tested. Firstly, a
flat mutation probability distribution in which the mutation ratio is fixed as identical to
the mutation ratio for SSPs; and secondly, a Gaussian probability distribution in which
the mean and the standard deviation of the probability distribution is calculated over the
coefficient values in each generation (Table 2).

5 These coefficients are randomly created at the beginning of the algorithm.
6 Hereafter, when two EAs are hybridized, a similar reduction in the number of cycles is applied

in order to keep constant the number of evaluations.
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Table 2. Mean fitness and standard deviation for 1,000 cycles, 10 individuals and diverse mutation
ratios when using mutation operator over SSPs selection and over the coefficients

Mutation Ratio 0.01 0.05 0.10

Flat Mutation Operator
Mean Fitness 110.2±334.1 0.27±0.06 0.25±0.03

Gaussian Mutation Operator
Mean Fitness 16.1±33.9 0.33±0.11 0.25±0.05

The application of mutation operators to make evolve the coefficients of the candi-
date solutions improves significantly the best results obtained until now. However, better
solutions (lower standard deviation and mean fitness) are expected if more refinements
are applied. Therefore, other evolutionary algorithms are tested in the followings.

4.3 PSO for Coefficients

In order to check efficiency of other evolutionary algorithms, PSO is tested for optimiz-
ing the coefficients. Besides the standard PSO implementation, two variants are also
checked: MeanPSO and IWPSO. The production includes the three algorithms: PSO,
MeanPSO and IWPSO; three maximum velocities: 107, 108, and 109; and three muta-
tion ratios for the GA: 0.01, 0.05 and 0.10. Unfortunately, the numerical results do not
improve the previous results (mutation operator applied to the SSPs selection and to the
coefficients), and for this reason, they have been omitted.

4.4 Differential Evolution for Coefficients

Differential Evolution is other EA specially suitable for optimizing continuous prob-
lems, and it has a large portfolio of cases where it outperforms both GA and PSO. For
this reason, it is considered to optimize the continuous part of the candidate solutions,
Ci. In this case, DE follows the schema DE/rand/1/bin with μ = CR = 0.5. The main
features of this algorithm are its flexibility to deal with many different types of prob-
lems, and the speed in the implementation and in the execution, which allows quickly
obtaining high-quality suboptimal solutions.

First of all, the numerical results of the DE algorithm (Table 3) are compared with
the results obtained in the previous best implementations (Table 2). As can be observed,
the DE algorithm outperforms the previous best implementation, i.e. mutation operator
acting over the SSPs selection and Gaussian mutation operator over the coefficients. By
comparing, it can be concluded that the hybridization of the mutation operator acting
over the SSPs with the DE algorithm acting over the coefficients (stellar masses) pro-
duces better results than any of the previous strategies tested. As an extra value, a low
standard deviation is also achieved.
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Table 3. Mean fitness and standard deviation for 1,000 cycles, 10 individuals and diverse mutation
ratios when using mutation operator over SSPs selection and DE over the coefficients

Mutation Ratio 0.01 0.05 0.10

Mean Fitness 0.32±0.19 0.24±0.03 0.226±0.009

The application of the Kruskal-Wallis test, p − value = 8.6 · 10−6, indicates that
the differences between the medians are significant7. The post-hoc analysis with the
Wilcoxon signed-rank test with the Bonferroni correction shows that the differences
between the cases with mutation ratio 0.01 and 0.05, p − value = 0.0049, are signifi-
cant; whereas between the cases with mutation ratio 0.05 and 0.10, p−value = 0.0926,
the differences are not significant.

Finally, in Fig. 2 the goodness of the numerical results are compared with the ob-
served SED of the galaxy M110. By comparing Fig. 1 and Fig. 2, it can be appreciated
the improvement in the fitting with the observational results. Considering that the data
have not been corrected for background extinction, the adjustment can be considered as
adequate for this phase of the work.
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(a) Observed and simulated SED

Lambda

R
e
s
id
u
a
l,
%

(b) Residual (relative error) between the ob-
served SED and the simulated SED.

Fig. 2. Results when applying the mutation operator to the SSPs and DE to the coefficients

Larger Number of Cycles. Until now the efforts have focussed on selecting the best
evolutionary algorithms to produce high-quality suboptimal solutions. For comparison
purposes, all the previous studies have been performed with 103 cycles. If the two SSPs
obtained with the best solution of each execution are presented, a plot with some dis-
persion around the optimal SSPs appears (Fig. 3(a)). As much as the number of cycles
grows up, a reduction of the dispersion is expected. Progressively, for 104 cycles (Fig.
3(b)) and for 105 cycles (Fig. 3(c)), the dispersion diminishes but still it is appreciated.
For 106 cycles, the plot has reduced significantly the dispersion until an acceptable limit
(Fig. 3(d)).

7 A confidence level of 95% (p-value under 0.05) is used in this analysis. This means that the
differences are unlikely to have occurred by chance with a probability of 95%.



498 M. Cárdenas-Montes, M.A. Vega-Rodríguez, and M. Molla

(a) 1K cycles (b) 10K cycles

(c) 100K cycles (d) 1M cycles

Fig. 3. Scatter plots and histograms of SSPs (2 per solution) solutions (25 solutions) when apply-
ing the mutation operator to the SSPs selection and DE to the coefficients

Furthermore, the increment in the number of cycles produces an improvement in the
mean fitness (Table 4), as well as a reduction of the dispersion. This leads to select
106 cycles as an appropriate figure, which produces a low mean and standard deviation
fitness, while keeping a limited processing time.

Alternatively, the dispersion can be analysed by clustering the points around cen-
tres. For clustering, k-means algorithm is used in this work [25]. The evolution of the
coordinates of the two centres generated by k-means is presented at Table 5. It should
be underlined that these centres might not coincide with a specific SSP. As can be ap-
preciated, modification of the centres is not produced when executing more than 105.
Therefore, from the two last studies, it can be concluded that a number of cycles in
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Table 4. Mean fitness and standard deviation from 103 to 107 cycles and 10 individuals, when
using mutation operator over SSPs and DE over the coefficients

Cycles Mean Fitness

103 0.226±0.009
104 0.209±0.006
105 0.199±0.003
106 0.19548±0.00013
107 0.19535±0.00003

Table 5. Centres of the two clusters created by k-means algorithm for cycles from 103 to 107 and
10 individuals, when using mutation operator over SSPs selection and DE over the coefficients

Cycles (log(Z), log(age))

103 (-7.82, 9.52), (-3.00, 9.00)
104 (-5.52, 9.54), (-3.00, 8.94)
105, 106, 107 (-5.52, 9.95), (-3.00, 9.00)

the range from 105 to 106 seems appropriate to balance efficiency in the numerical
solutions and a reduced processing time.

5 Conclusions

In this paper, an approach based on metaheuristics to model the SED of M110 galaxy
has been proposed. The fitting of the SED requires to implement two different evolu-
tionary algorithms to cover the two parts of the problem: the combinatorial part of the
optimization which corresponds to the selection of the SSPs; whereas the continuous
part of the optimization corresponds to the coefficients indicating the stellar masses of
each SSP selected. For obtaining the best fitting, the quality of the solutions provided
by diverse evolutionary algorithms has been checked.

The adjustment between the experimental and the simulated SED indicates that this
modelling approach in feasible. Besides, the numerical results demonstrate that the use
of mutation operator for the selection of SSPs, and the use of DE for the coefficients
produces the best fitting among the evolutionary algorithms tested in this work.

More comparative works, where other evolutionary algorithms are tested, is pro-
posed as Future Work. Among others PBIL (Population-based Incremental Learning)
is proposed for the combinatorial part of the problem; whereas ABC (Artificial Bee
Colony) is proposed for the optimization of the coefficients. Besides, the excellent per-
formance of DE indicates that other variants: DE/best/1/bin, DE/rand/2/bin or DE/rand-
to-best/1/bin should be checked to verify if they improve the better solutions achieved.



500 M. Cárdenas-Montes, M.A. Vega-Rodríguez, and M. Molla

Acknowledgement. This work has been partially supported by DGICYT grant
AYA2010–21887–C04–02. Also, by the Comunidad de Madrid under grant CAM
S2009/ESP-1496 (AstroMadrid) and by the Spanish MICINN under the Consolider-
Ingenio 2010 Program grant CSD2006-00070: First Science with the GTC
(http://www.iac.es/consolider-ingenio-gtc)which are acknowledged. The research lead-
ing to these results has received funding by the Spanish Ministry of Economy and Com-
petitiveness (MINECO) for funding support through the grant FPA2010-21638-C02-02,
together with the European Community’s Seventh Framework Programme (FP7/2007-
2013) via the project EGI-InSPIRE under the grant agreement number RI-261323.

References

1. Cárdenas-Montes, M., Mollá, M., Vega-Rodríguez, M.A., Rodríguez-Vázquez, J.J., Gómez-
Iglesias, A.: Adjustment of observational data to specific functional forms using a particle
swarm algorithm and differential evolution: Rotational curves of a spiral galaxy as case study.
In: Sarro, L.M., Eyer, L., O’Mullane, W., De Ridder, J. (eds.) Astrostatistics and Data Mining.
Springer Series in Astrostatistics, vol. 2, pp. 81–88. Springer, New York (2012)

2. Charbonneau, P.: Genetic algorithms in astronomy and astrophysics. The Astrophysical Jour-
nal Supplement Series 101, 309–334 (1995)

3. Conroy, C.: Modeling the panchromatic spectral energy distributions of galaxies. To appear
in Annual Review of Astronomy and Astrophysics (ARAA) 51, 66 pages, 14 figures (2013),
cite arxiv:1301.7095

4. Walcher, C.J., Groves, B., Budavari, T., Dale, D.: Fitting the integrated Spectral Energy Dis-
tributions of Galaxies. Astrophysics and Space Science 331(1), 1–51 (2011)

5. Mateus, A., Sodré, L., Fernandes, R.C., Stasińska, G., Schoenell, W., Gomes, J.M.: Semi-
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Abstract. The constant growth of air and maritime traffic of goods creates the 
need of increasing the number, the reliability and the security of inspections at 
the European borders. In this context of high security, this work applies a two-
step procedure based on the hybridization of SARIMA and Support Vector 
Regression to forecast the inspection volume at the Border Inspection Post of 
Port of Algeciras Bay. Three hybrid approaches are proposed and two 
prediction horizons are evaluated. Based on several performance indexes to 
assess the goodness-of-fit of the models, the hybrid approaches perform better 
than the SARIMA and SVR models used separately. Hence, the study shows 
that the hybrid methodology improves the single methods. The experimental 
results can provide relevant information for resource planning and may become 
a decision-making tool in the inspection process of other European BIPs. 

Keywords: Inspection process, SARIMA, support vector regression. 

1 Introduction 

Since the lifting of internal borders between European member States, and together 
with the general globalization trends, there has been a significant increase in cross-
border freight transport. The European Union (EU) created the Border Inspections 
Posts (BIPs) in order to guarantee the quality and hygiene of all the products that 
come into the EU. BIPs are the facilities where goods are checked by an official 
inspector beforehand. When any goods pass the inspection in a satisfactory way, they 
can circulate freely within the EU without any controls or restrictions. Therefore, 
many of these entry points are under congestion problems due to the need of safe and 
reliable inspections. This situation may lead to the diversion of trade to some other 
ports with more competitive BIPs. To attack this problem, the application of 
forecasting methods in the inspection flow could avoid these bottlenecks, and thereby 
increase competitiveness. In this way, the inspection volume forecasting is a decisive 
component of a port system which can be used to improve the service quality, 
planning, facilities and operations or to optimize human and material resources. 

The autoregressive integrated moving averages (ARIMA) is a well-known model 
of time series forecasting. Proposed by Box & Jenkins [3] in the early 70’s, ARIMA 
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models have been successfully applied in many forecasting fields. Based on its 
principal assumption in which a time series is generated from a linear process, 
ARIMA models assume that the future values have a linear relationship with past and 
current values of the time series. However, real-world situations are more complex 
and they often show non-linearity [16]. Hence, classical methods show weaknesses 
when uncertainty or non-linear patterns are present in the data. On the other hand, 
intelligent models such as artificial neural networks (ANNs) have achieved 
considerable success in traffic flow prediction once they have demonstrated 
overcoming the problem of non-linearity [5,6]. In recent years support vector 
machines (SVMs) have gained special attention due to its relatively easy way to 
achieve a global minima and their great generalization ability [1]. Thus, SVMs can 
overcome the overfitting and local minima issues present in ANNs models. By 
introducing the ε-insensitive loss function, SVMs have been successfully used to 
solve regression problems, namely support vector regression (SVR). In terms of 
transport, SVR have been applied in several forecasting approaches such as travel 
time forecasting [13] or traffic speed forecasting [10]. In maritime transport, SVR 
have also been successfully used to forecast container throughput in a port [7]. 

Although ARIMA and SVR models have achieved successful results in their 
respective predictions fields, none of them is a universal technique to be applied in all 
conditions. Time series, indeed, frequently contain linear and non-linear patterns. On 
this basis, a hybrid methodology including both modelling capabilities in linear and 
non-linear conditions could lead in a good approach for predictions [15].  
Particularly, several authors have proposed a methodology based on the hybridization 
of SARIMA and SVMs to overcome the limitations of the models used separately. 
Accordingly, [4] proposed a hybrid methodology which consists on ARIMA and 
SVMs to predict seasonal time series. In the same way, [17] and [14] presented novel 
hybrid approaches based on ARIMA and SVMs to predict carbon price and the 
container throughput of a port, respectively. In their respective domains, these authors 
of these hybrid approaches found that the use of a hybrid strategy based on ARIMA 
and SVR overcome the performance of the single models.  Another use of a hybrid 
strategy can be found in [2,12]. 

To the best of our knowledge, the application of SVR or SARIMA in inspection 
process forecasting has not yet been studied in the research literature. In addition, the 
use of predictions models to forecast the inspection volume at BIP’s inspection 
process has not been applied to date. Therefore, the final aim of this work is to assess 
the effectiveness and applicability of the use of hybrid models based on SARIMA and 
SVR in the prediction of the number of goods subject to inspection at BIPs, by 
comparing between hybrid SARIMA-SVR model and a single SVR and SARIMA 
model.  

This paper is organized as follows: Section 2 exposes the forecasting models used 
in this work. In Section 3, an analysis of the database and the explanation of the 
methodology is presented: SARIMA, SVR and the hybrid SARIMA-SVR models are 
proposed. Section 4 analyses the results obtained by the proposed methodology and 
some related issues are discussed. Finally, Section 5 describes conclusions. 
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2 Methodology 

2.1 Seasonal Autoregressive Integrated Moving Average Models (SARIMA)  

ARIMA is a model based on three components: the autoregressive term AR, the 
integration term I and the moving average term MA. In the ARIMA model, the 
number of inspections should be a linear function of past values and error terms.  
The general model is expressed as ARIMA(p,d,q), where p is the order of  
the autoregressive terms, q is the order of the moving average terms and d is the 
degree of differencing. If the time series contains a seasonal component and the  
lag is coincident with the periodicity of the data, the model is called 
SARIMA(p,d,q)(P,D,Q)S, where (P,D,Q) is the seasonal part of the model with the 
seasonal orders and s is the seasonality of the model. The linear expression can be 
written as Eq. (1): 

 
1 1 1 1

φ θ ε− − − −
= = = =

= + Φ + + Θ +   
p q QP

t i t i j t j k t k l t l t
i j k l
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where ϕi and Φj are the non-seasonal and seasonal autoregressive parameters 
respectively, θk and Θl are the non-seasonal and seasonal moving average parameters 
and εt is the error term at time t. The SARIMA modelling approach involves the 
following four-step iterative process: (1) identify the structure of SARIMA model, (2) 
estimate the parameter values, (3) check the estimated residuals and (4) predict future 
inspections. Residuals should satisfy the requirements of a white noise process (with 
mean of zero and a constant variance of σ2). Here, in order to identify the model 
several parameters are iteratively used to select the best model by comparison of 
prediction results. 

2.2 Support Vector Regression (SVR)  

SVMs were developed by Vapnik [7]. This technique is focused on the principle of 
structural risk minimization (SRM) instead of empirical risk minimization (ERM) as 
other techniques such as ANNs. In recent years, the use of SVMs has spread into 
regression problems by introducing the ε-insensitive loss function defined by Eq. (2). 
The quality of the estimation is measured by this function. 
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Based on the SRM principle, SVMs aims to minimize an upper bound of the 
generalization error rather than minimizing the prediction error on the training  
set (empirical risk). First, the input data are mapped into a high dimensional feature 
space by choosing a non-linear mapping a priori. In the feature space, a linear 
regression function explaining the relationship between the input and the output data 
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is identified. The linear regression in the new feature space tallies with the non-linear 
regression model in the original space. The linear regression function can be stated as: 

 ( ) ( )Ty x w x b= Φ +   (3) 

where b is the bias term, w is the weight vector and ϕ(x) denotes the kernel function 
and it is responsible for mapping the input data into the new high dimensional space 
(see Fig. 1). In this work, Gaussian kernel has been selected as kernel function. 
Finally, the problem to be optimized is represented by the following form: 
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with the constraints i i iw x b y ε ξ +⋅ + − ≤ + , i i i iy w x b ε ξ −− ⋅ − ≤ +  and , 0i iξ ξ+ − ≥  

with 1,..., .i l= In Eq. (4),  ξi
-  and ξi

+ are the positive slack variables which denote 
the training error of the up and down sides, respectively. The slack variables assume 
non-zero values outside the {ε-, ε} region, previously defined by the loss function 
which is shown in Eq. (2). The first term ∥w∥2/2 in Eq. (4) is the Euclidean norm and 
it is related to the flatness of the model whereas the slack variables are related to the 
training error. Therefore, C is the parameter that governs the trade-off between these 
terms. 

 

Fig. 1. SVR transformation process using the ε-intensive loss function (Gaussian kernel) 

Finally, Lagrange multipliers are used to solve the dual optimization problem that 
satisfies the Karush-Kuhn-Tucker´s (KKT) conditions. Quadratic programming  
is applied to solve the problem. The observations with non-zero coefficients of 
Lagrangian multipliers obtained are referred to as the support vectors, which define 
the final decision function. 

3 Experimental Procedure 

The experimental database has been provided by Port Authority of Algeciras Bay. 
The time series comes from the inspection process at Border Inspection Post of Port 
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of Algeciras Bay. The data collection is composed by daily records of number of 
goods subject to inspection during three consecutively years (January 2010 to 
December 2012). A previous analysis based on an autocorrelation analysis has been 
applied in order to find out a seasonal behavior. As a result, multiply-of-seven-day 
lags in the past are the points which present higher autocorrelation (weekly 
seasonality). Two prediction horizons have been taken into account: 1-day prediction 
horizon and 7-day prediction horizon. The prediction is one step ahead ሺ ෠ܻ௧ା௡௛ሻ, with 
nh=1 day ( ෠ܻ௧ାଵሻ, or nh=7 days ( ෠ܻ௧ା଻ሻ. In this work, three hybrid models are proposed 
to better predict the number of inspections at BIPs (Fig. 2). In the first step, the time 
series is fitted by SARIMA model in order to capture the linear component of the 
inspections data series. Two data sets are defined: training and testing data. The first 
two years are chosen as training data and the last year (2012) is used as testing data. 
Due to the two prediction horizons, two different sets of predicted test values are 
obtained, called SARIMA-1 (comprising the ෠ܻ௧ାଵvalues) and SARIMA-7 (containing 
the ෠ܻ௧ା଻values).  

 

Fig. 2. The proposed hybrid forecasting approaches 

In the second step, SVR models are applied using the three proposed 
configurations. Three models (three hybrid configurations using different 
autoregressive windows) for two prediction horizons were performed, resulting six 
possible configurations. Furthermore, the values used as the input of each of these six 
possible configurations were built using the two sets of predicted values obtained in 
the first stage (SARIMA-1 or SARIMA-7), resulting a total of twelve possible 
combinations. The prediction results of the three hybrid configurations were 
compared among them and the best one was also compared with the single SARIMA 
and SVR models. In both phases, to construct the SARIMA and SVR models a wide 
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range of search has been considered in order to choose the best parameters. Table 1 
collects these parameter ranges and the steps. For SVR models, the parameters nres, 
ny and nZ denote the autoregressive input window sizes of residuals (e), data (y) and 
predicted values of the data ( መܼ). The penalty factor C, tolerance ϵ and Gaussian kernel 
width γ are the specific SVR parameters. 

Table 1. Parameter ranges used in the hybrid methodology 

  SARIMA  SVR 
Parameters p d q P D Q  nres ny nZ  C ϵ  γ 
Values 0:3 0:1 0:3 0:3 0:3 0:1 1:20 1:20 1:20 1:10, 50:5000 2-3:2-16 2-3:2-16 
Step 1 1 1 1 1 1   1 1 1 1, 50 21 21 

 
Each data point related to the input values for SARIMA and SVR models were 

normalized into the range [0, 1]. 

3.1 The Hybrid Models 

The application of SARIMA or SVR to model linear or nonlinear patterns may be 
inadequate, respectively. Hybridizing the two techniques can yield better results than 
the models separately and exploits the strengths of them in an individual way [9,15]. 
Therefore, a methodology based on the hybridization of SARIMA and SVR have 
been proposed to forecast the number of goods subject to inspections in a BIP.  

The traditional hybrid approach considers that the data series can be decomposed 
as the sum of a linear and nonlinear component. Then, ,t t tY L N= +  where Lt is the 
linear component and Nt denotes the nonlinear component to be estimated. The 
methodology consists on two phases. In the first step, a SARIMA model is used to 
model the linear part and, thereby, to obtain the predicted value denoted as መܼ௧. The 
generated residual at time t can be obtained by comparing the forecast value ( መܼ௧) with 
the real value (Yt). That is, ˆ .t t te Y Z= − This approach considers that the residuals of 
the first step (SARIMA model) might contain the nonlinear structure which linear 
models are not able to fit. In the second step, the aim is to recognize the nonlinear 
relationship of the residual by the application of SVR models. This leads to the first 
approach proposed:  

Configuration 1: SARIMA-SVR 1.  

 
·

ˆ ( , , ..., )ˆ
t nh t nh t t nh t nres nh te f e e eN ε+ + − −= = +  (5) 

where f is the nonlinear function determined by the SVR model, εt is the random error 
and êt is the forecast value and it corresponds to the predicted error of the model. 
Then, the final forecasted is calculated as: 

 ˆ ˆ
t̂ nh t nh t nhL NY + + += +  (6) 
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The prediction horizons are represented as nh with values of nh=1 and nh=7 
respectively. Furthermore, the size of the autoregressive window (the input data of the 
SVR models) is indicated by the nres value.  

Configuration 2: SARIMA-SVR 2.  
The prediction can also be modelled by a function, generally nonlinear, of the n-

samples in the past and an error term. The residuals (e) and the forecasted values ( መܼ௧) 
obtained in the first step (SARIMA) are used in the second step (SVR). In this way, 
the second hybrid approach is built with the following inputs: 

 ·( , ,..., , , ,..., )t̂ nh t t nh t ny nh t t nh t nres nh t nhf y y y e e eY ε+ − − − − ⋅ += +  (7) 

where f is the nonlinear function determined by the SVR model, et is the residual from 
the linear SARIMA model, ny and nres are the size of the autoregressive window for 
y and e inputs, respectively. 

Configuration 3: SARIMA-SVR 3.  

 · ·
ˆ ˆ ˆ( , , ..., , , ,..., )t̂ nh t t nh t ny nh t t nh t nZ nh t nhf y y y Z Z ZY ε+ − − − − += +  (8) 

where መܼ௧ is the predicted value from the SARIMA model and nZ is the size of the 
autoregressive window for the predicted  መܼ  values. 

3.2 Performance Criteria 

The estimation of generalization error has been calculated using three performance 
indexes: the index of agreement (d), the mean square error (MSE) and the mean 
absolute error (MAE). The definitions of these criteria are given in Table 2. Oi are the 
observed values, Pi are the predicted values in time i and N is the number of samples.  

Table 2. Performance measures and their definitions 

Metrics Calculation 
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MAE and MSE are among the best overall measures of model performance [11]. 

MAE is less sensitive to extreme values than MSE. In addition, to study the strength 
of the linear relationship existing between O and P, correlation coefficient (r) has 
been widely used. However, it presents some inconsistences and it is inadequate in 
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certain situations. The index of agreement (d) are alternatively presented as superior 
indices for making comparisons [11]. 

4 Results and Discussions 

In this section, the results from the hybrid models based on SARIMA and SVR for 
forecasting the number of goods subject to inspection at BIPs are presented and 
interpreted. Two different prediction horizons have been considered in the two steps 
of the two-phases procedure proposed: nh=1 day and nh=7 days. The model 
performance was evaluated by calculating the R, d and MSE measures of the testing 
data set.  

In the first step, the SARIMA model was applied throughout the inspection 
database. A set of configurations based on different parameters were tested in order to 
find out the one with the best forecasting results. Initially, a power transformation has 
been used to stabilize the variance of the inspection series, which consists in a 
logarithmic transformation. Now, the time series is stationary in variance. An iterative 
process based on trial and error was carried out using the different adjustable 
parameters, obtaining several models for both prediction horizons. Table 3 shows the 
best models for nh=1 and nh=7 and their parameter setting. Considering one-day 
ahead prediction and based on the error measures, the best-fitted SARIMA model is 
SARIMA(2,0,3)(2,1,3)7. As the model configuration shows, the test data were pre-
processed by taking the first-order seasonal difference to remove the seasonality 
behavior. The data set, obtained called SARIMA-1 set, contains the one-day ahead 
prediction values of the test data. For seven-day ahead prediction, the optimal model 
generated from the data is also SARIMA(2,0,3)(2,1,3)7, and provides the predicted 
data set called SARIMA-7. These two sets of predicted values were used in order to 
build the input data for the SVR models. Prior to initiating the second step, the 
residuals of the SARIMA model have been checked in order to guarantee the 
validation of the model. 

Table 3. Results of the SARIMA models in the first step. In bold the best models obtained 

nh Model 
Performance Index 
d  MSE MAPE 

1 
SARIMA(1,0,2)(3,1,3)7 0,8733 333,9599 27,7502 
SARIMA(2,0,3)(2,1,3)7 0,8741 332,0910 27,5842 
SARIMA(3,0,2)(2,1,3)7 0,8734 332,9476 27,5935 

7 
SARIMA(2,0,2)(2,1,3)7 0,8743 327,2138 27,6103 
SARIMA(2,0,3)(2,1,3)7 0,8741 327,1410 27,2354 
SARIMA(3,0,3)(2,1,3)7 0,8742 327,4970 27,7416 

 
In the second step, SVR models with the three different hybrid configurations of 

input data were used in order to model the nonlinear (and linear) relationships existing 
in the original data and the SARIMA result sets (residuals and predicted values). 
Based on the value of the adjustable parameters of a SVR model (C, ϵ and γ), 
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different networks architectures for each hybrid configuration are evaluated to 
compare the SVR performance. Furthermore, nh=1 and nh=7 were designated again 
as prediction horizons in this phase. The best architecture network was selected in 
terms of the performance indexes (R, d and MSE) and the best models for the two 
prediction horizons are collected in Table 4. The prediction results in the table are 
divided into two parts: inputs obtained from SARIMA-1 set (nh=1 in the first step) 
and inputs extracted from SARIMA-7 set (nh=7 in the first step). The models 
obtaining the best performance indexes are pointed out in bold (one for each 
prediction horizon). 

For nh=1 day, the configuration 3 (SARIMA-SVR-3) provides the best 
performance indexes, followed by SARIMA-SVR-2 and SARIMA-SVR-1, in that 
order. This hybrid configuration includes an autoregressive window composed by past 
observations of the time series and the predicted values in the first step. The origin of 
the input values (the prediction horizon in the first step) has been integrated into the 
name of the model. Note that in this case the models which employed as input data 
the predicted values from SARIMA-1 set outperform the models which used the 
SARIMA-7 set. Related to the goodness-of-fit of the data, the values close to 0.90 in 
all configurations for the average d measure indicate the good performance achieved 
in the experiment. 

Table 4. Comparison of the performance of the proposed hybrid models in the second step 

n
h 

SARIMA 
set Configuration 

Performance Indexes 
d MSE MAPE 

1

SARIMA-1 
SARIMA1-SVR-1 0.8852 308.8123 12.0692 
SARIMA1-SVR-2 0.8904 300.0781 12.2273 
SARIMA1-SVR-3 0.8948 305.3913 12.0457 

SARIMA-7 
SARIMA7-SVR-1 0.8849 309.3312 12.0745 
SARIMA7-SVR-2 0.8910 305.6708 12.3260 
SARIMA7-SVR-3 0.8870 322.4543 12.5129 

7

SARIMA-1 
SARIMA1-SVR-1 0.8832 313.6345 12.2340 
SARIMA1-SVR-2 0.8830 317.2347 12.3090 
SARIMA1-SVR-3 0.8838 312.1224 12.2157 

SARIMA-7 
SARIMA7-SVR-1 0.8788 322.8398 12.4626 
SARIMA7-SVR-2 0.8764 324.1626 12.6835 
SARIMA7-SVR-3 0.8795 321.9089 12.4897 

 

Although the best configuration for nh=1 seems to be the configuration number 3, 
a MSE value of 300.0781 obtained in the Configuration 2 (SARIMA1-SVR-2) leads 
to the best MSE value of the experiment and shows the good performance of this 
configuration. Indeed, the proposed two hybrid configurations (2 and 3) improve the 
traditional hybrid model (configuration 1) based on these performance criteria.    

Similarly, the results obtained for nh=7 indicate that the performance of the three 
hybrid configurations using the SARIMA-1 set are better than the models which include 
values the SARIMA-7 set. Once again, the configuration number 3, called SARIMA7-
SVR 3, outperforms the rest of the configurations in all of the performance indexes. 
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However, the models for nh=1 significantly outperform the models for nh=7 in the 
three proposed configurations. In conclusion, these results suggest that SARIMA-
SVR-3 model as the optimal hybrid configuration. The structures of the best-fitted 
models for nh=1 and nh=7 are collected in Table 5. 

Each best performance index value is achieved with a different set of parameters. 
As it can be seen in Table 5, nh=1 obtains the best results. 1-day ahead prediction 
requires relatively long sizes of auto-regressive windows (higher than 7) than 7-day 
ahead predictions (lower than 2). Thus, the autoregressive windows for nh=1 also 
contains some of the values of the autoregressive window for nh=7. This, together 
with the similar good results obtained for nh=7, suggests that variables located with a 
lag of seven days in the past contain the most relevant information. 

Table 5. Best parameters for the best models of each prediction horizon 

nh Model Performance 
index Value 

Parameters 

ny nZ C ϵ γ 
1 SARIMA1-SVR-3 d 0,8948 8 5 3150 2-16 2-6 

MSE 305,3913 8 5 3350 2-16 2-6 
    MAE 12,0457 7 5 4950 2-7 2-6 

7 SARIMA1-SVR-3 d  0,8838 1 1 4800 2-6 2-8 
MSE  312,1224 2 1 3850 2-14 2-16 

    MAE 12,2157 1 2 1150 2-15 2-9 

 
Finally, the results obtained from the best hybrid models have been compared with 

the forecasting results from the individual models (SARIMA and SVR). The 
comparisons of the number of predicted inspection values are summarized in Table 6. 
This table shows that the hybrid model outperformed the single SARIMA model and 
the single SVR model in either prediction horizon. For nh=1, SARIMA1-SVR-3 
model from the SARIMA-1 predicted set (SARIMA1-SVR-3) provides a d value of 
0.8948, which is clearly higher than those obtained with the single methods. This 
value shows an excellent correlation between observed and predicted values of the 
testing data. Furthermore, a MSE value close to 300 and a MAPE value of 12.0457 
indicate the significant decrease of the error obtained. 

Table 6. Comparison of prediction error of the different hybrid models and the individual models 

nh Model 
Performance Indexes 
d MSE MAPE 

1 

SARIMA 0,8741 332,0910 27,5842 
SVR 0,8822 389,1624 24,6060 
SARIMA1-SVR-2 0,8904 300,0781 12,2273 
SARIMA1-SVR-3 0,8948 305,3913 12,0457 

7 

SARIMA 0,8741 327,1410 27,2354 
SVR 0,8704 365,4109 22,9026 
SARIMA1-SVR-1 0,8832 313,6345 12,2340 
SARIMA1-SVR-3 0,8838 312,1224 12,2157 
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A point-to-point comparison between observed and predicted values for one-day 
ahead and seven-day-ahead prediction horizon are represented in Figs. 3 and 4, 
respectively. In both cases, SARIMA1-SVR-3 is selected as the hybrid model. The 
period between 1 February 2012 and 15 March 2012 has been represented as a 
prediction example in both figures. Under-predictions lead to underestimate the 
number of sanitary inspectors at BIPs which may cause delays in certain situations. 

 

 
Fig. 3. Comparison of the real data and forecasts in the best models (nh=1) 

As shown in these figures, the hybrid model is more efficient than single models in 
capturing data patterns. The introduction of an autoregressive window based on 
seven-day lags in the past does not improve the forecasting results of the hybrid 
model. Thus, the hybrid model with nh=1 provides a better fit to the data than nh=7. 

 
Fig. 4. Comparison of the real data and forecasts in the best models (nh=7) 

5 Conclusions 

The strong increase in global trade and common border between the Member States of 
the EU have created the need to increase the security and quality of the inspections at 
Border Inspection Posts. BIPs must be able to anticipate the workload in order to 
improve the level service of the port and to optimize human resources. The application 
of hybrid artificial intelligent systems can be a powerful decision-making tool. 

The traditional hybrid approach based on ARIMA and a nonlinear forecasting 
technique consists on decomposing a time series into its linear and nonlinear 
components. Several studies reveal that this hybrid approach is able to outperform 
results obtained by either of the models used separately. Nevertheless, others works 
pointed out inconsistences arising from their underlying assumptions. Two additional 
hybrid approaches using SARIMA-SVR to forecast the number of goods subject to 
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checks at BIPs are presented in order to overcome the limitations previously 
mentioned and achieve more accurate forecasting results. The SARIMA model is 
applied to capture the linear and seasonal patterns of the inspections data. Then, SVR 
are used to recognize the nonlinear patterns hidden in the time series, using obtained 
preprocessed data from SARIMA. 

The present study compares the proposed approaches with the same methods used 
in an individual way. Using the d, MSE and MAE as performance criteria, the 
experiment results showed that the proposed hybrid model (SARIMA-SVR-3) is 
better than the single models (SARIMA and SVR) for both prediction horizons (nh=1 
and nh=7). Similarly, this hybrid model is superior to the traditional hybrid approach 
of ARIMA-SVR (SARIMA-SVR 1). The results suggest that the proposed approaches 
are a promising methodology for forecasting the number of goods subject to 
inspection at BIPs. This application can be an excellent forecasting tool in the 
inspection process and can provide relevant information for decision making and 
resource planning. 
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Abstract. Nowadays, microblogging services are seen as a source of
information. It brings us a question. Can we trust information in a mi-
croblogging service? In this paper, we focus on one of the popular mi-
croblogging services, Twitter, and try to answer which information in
Twitter is credible. Newsworthiness, importance and correctness are the
dimensions to be measured in this study. We propose a hybrid credibility
analysis which combines feature based and graph based approaches. Our
model is based on three types of structures, which are tweet, user and
topic. Initially, we use feature based learning to construct a prediction
model. In the second step, we use the results of this model as input to
authority transfer and further refine the credibility scores for each type of
node. The same process is used for measuring each of the dimensions of
newsworthiness, importance and correctness. Experimental results show
that the proposed hybrid method improves the prediction accuracy for
each of these credibility dimensions.

Keywords: credibility, twitter, microblog, authority transfer, hybrid.

1 Introduction

Microblogging services are used by many people to share contents such as news,
comments, images or videos. Generally they have a friendship mechanism and
each user broadcasts his/her post to other people. As more people use a mi-
croblog service, service reaches more people by using friendship network of users.
Twitter is one of the most popular microblogging and social networking services
which is used worldwide by millions of people.

There are many academic studies that use huge amount of data in Twitter.
For example, one of the popular research topics on Twitter is recommendation
systems. There are various studies for recommending links, news [1], informa-
tion sources [2] etc. Furthermore, there are studies about detection of important
events such as earthquake [10]. However, these studies require picking proper
ones among all tweets. For this reason, there is a need to investigate the credi-
bility of users and tweets before using this massive amount of data. Credibility
problem in microblogging services is studied in several studies. We can classify
them into three groups. Studies in the first group build a machine learning model

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 515–526, 2014.
c© Springer International Publishing Switzerland 2014
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and aim to learn credibility value from the data [4]. They generally use attributes
of authors, posts and topics. The second group of studies measure credibility by
utilizing friendship and retweeting network in Twitter [14]. Studies in the third
group are hybrid solutions [8]. They use approaches in the first group and second
group together to make a decision for credibility value in microblogging services.

In this study, we focus on classification of tweets and users in terms of their
newsworthiness, importance and correctness. We propose a hybrid approach and
apply a two-level process for ranking tweets in terms of these dimensions. In the
first step, we build a machine learning scheme to classify tweets, users and topics
with their attributes. We have in total 41 attributes for user, tweet and topic. In
the second step we apply authority transfer, which gets initial scores from the
first step. We have three different types of nodes which are user, tweet and topic.
Each tweet is linked to a user and a topic. It provides us to transfer authority
among user, tweet and topic nodes. The authority transfer makes use of the
idea that if a user is important then we can conclude that tweets which are
posted by this user are also important. Similarly if a topic is important, tweets
in this topic are also important. Each node starts with initial score coming from
feature evaluation. Besides, number of followers is added to the initial score to
user nodes and number of retweets is added to the initial score to tweet nodes.
After we transfer score between nodes, we obtain a final score for each node and
if score of a node is more than a predefined threshold, then we label this node
as newsworthy, important or correct.

This paper is organized as follows. Section 2 gives a summary of research in
the literature about ranking and credibility in microblogs. Section 3 discusses
the details of our proposed solution. Building our data set, user evaluation and
proposed work are mentioned in this chapter. Section 4 explains experimental
results of proposed solution and finally Section 5 gives a summary of study and
possible improvements in the future.

2 Related Work

There are two common ways to rank tweets, which are feature based evaluation
and graph based evaluation. There are also hybrid approaches that combine fea-
ture based and graph based solutions. In this section, we summarize the research
in the literature for each of these approaches.

Feature based solutions generally aim to build a learning scheme such as de-
cision tree, neural network, SVM or Bayes networks. They may use attributes
of users, context and behavior. Research of Castillo et al. [4] is in this category
and it is one of the basic studies which inspire us. They aim to classify tweets
as credible and not credible and use wide range features that are grouped as
message based, user based, topic based and propagation based. They categorize
tweets into different topics. Each topic contains its own tweets. Another research
investigates the spam issue [15]. This study aims to detect spam and promotional
campaigns. They classify messages in Twitter as regular messages, promotional
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messages and spam messages. In order to detect spam and promotional mes-
sages, they analyze similarity of URLs by utilizing from tweet based attributes.
Credibility of information in blog sites is investigated in [12]. This study focuses
on the content and checks some credibility indicators such as spelling, timeliness,
document length and comments. In [6], Gupta et al. use message based features
and user based features to acquire trustworthy tweets in high impact events.
They investigate tweets during 14 important events such as Libya crisis, hurri-
cane Irene, earthquake in Virginia and UK Riots. Xia et al. [13] aim to measure
trustworthiness of tweets in emergency situation and labels tweets as credible or
incredible by using bayesian network. This study analyses author based, content
based, topic based and diffusion based features.

The second common way for credibility ranking on Twitter is graph based
solutions. Studies in this group build a graph with nodes of user, tweet and
topic and then transfer score between nodes. TURank, which is one of the base
studies for our research, uses actual information flow in Twitter to find author-
itative users [14]. A similar approach for authority transfer is also used in our
study. According to TURank, a user is more authoritative if this user is followed
by an authoritative user. Similarly if a tweet is retweeted, retweet makes the
original tweet more important. There are four ways to transfer authority in TU-
Rank. These are user to user, user to tweet, tweet to user and tweet to tweet
transfers. User followership network is used by many studies to rank users in
Twitter. The work of Armentano et al. [2] aims to recommend interesting users
to follow. They utilize user’s follower graph to improve recommendation quality.
The same authors also perform another research which uses a user topology for
recommending good information sources [3].

Hybrid approach which is refered in [16], can also be applied to credibility
analysis. Several hybrid solutions which use feature based solution and graph
based solution also exist in the literature. Kang et al. [8] provide a hybrid model
solution and calculate a score by using 19 features in total and propagate this
score in their network. They only use user friendship network and users sends
their score to their followers. Another hybrid solution is proposed in [5]. This
study ranks tweets in order to find the most retweetable posts. They use a hybrid
model which uses small set of features. These feature scores are transferred to
other nodes in their graph. The study of Huang et al. [7] proposes a hybrid
strategy to calculate influence of users. They uses page ranking algorithm in
user friendship network. Further, they utilize user behavioral attributes such as
frequency of updating microblog, interaction with other users, and so on.

3 Proposed Solution

There exists many studies which concentrate on microblog credibility problem
in the literature. Some of these studies aim to train and learn data and then
predict credibility of tweets. Moreover, some of the studies in this area go with
solution which utilize relationship of users, tweets etc.



518 A. Gün and P. Karagöz

Studies of Castillo [4] and Yamaguchi [14] form the basis of our hybrid solu-
tion. We start the training phase with machine learning schemes and then use
authority transfer on our graph, which consists of user, tweet and topic rela-
tionship. Yamaguchi’s study involves a graph with user - tweet relationship. In
our work, we also use topic - tweet relationship because it is possible that some
tweets may have more credibility if this tweet is in a credible topic. Therefore we
also decided to transfer authority between tweet and topic. Studies of Castillo
and Yamaguchi measure the credibility in terms of a single label. However, we
use three labels which are newsworthiness, importance and correctness, and mea-
sure credibility in each of these dimensions. We used similar features with that
of [4] to found our own prediction model but we eliminated some of features in
Castillo’s research that does not have any impact on our data set.

The proposed method basically builds a prediction model by using a learning
scheme and then these prediction results are used in authority transfer. In order
to build a prediction model, we needed to collect data and constructed a set of
tweets annotated for newsworthiness, importance and correctness. In the rest of
this section, we present the details of data collection and the user study as well
as the proposed technique.

3.1 Data Collection

Since topic is used as one of the structure to measure credibility, we collected
equal number of tweets for a set of selected topics. Therefore, we firstly deter-
mined the topics which will be used in our solution and then collected equal
number of tweets for each topic. As the first step of data collection, 25 trend
topics are determined. These are among the trend topics in Turkey which are an-
nounced by Twitter. Trend topics are selected in several time intervals between
January 2013 and June 2013.

3.2 User Evaluation

To construct the ground truth, each tweet in our data set has been evaluated
by four users. We designed an application with user interface to help users for
their evaluation. In this application, users read each tweet one by one and mark
the tweet for three criteria which are newsworthiness, importance and correct-
ness. Users can answer as YES, NO or UNSURE. YES is answered for positive
feedback such as newsworthy, important or correct. NO is for negative feedback
and UNSURE is answered when user has no certain answer. Users are asked to
answer YES for newsworthiness, if a tweet contains information which is signif-
icant enough to report as news, are asked to answer YES for importance, if a
tweet has important information for evaluator and are asked to answer YES for
correctness if a tweet seems to have true information for evaluator.

In order to construct the ground truth, we have used four different meth-
ods. Therefore, we have four different ground truths: GTavg, GT4Y ES , GT3Y ES ,
GT1Y ES .
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• GTavg: In this method, each YES answer is assigned two points, UNSURE
answer is assigned one point and NO answer is assigned zero point. Four
evaluations’ scores are accumulated and total score is calculated. A tweet
may have score between zero and eight points. If total score is more than
four, we classified these tweet as YES, otherwise as NO for the given criterion.

• GT4Y ES: If a tweet is answered YES by all four users for the given criterion,
then we classified this tweet as YES for this criterion. Otherwise, we classified
it as NO.

• GT3Y ES: If a tweet is answered YES by at least three users for the given
criterion, then we classified this tweet as YES for this criterion. Otherwise,
we classified it as NO.

• GT1Y ES: This is the most relaxed form of ground truth. If a tweet is answered
YES by at least one user for the given criterion, then we classified this tweet
as YES for this criterion. Otherwise, we classified it as NO.

Note that we do not use GT2Y ES since its mechanism is similar to GTavg.

Table 1. Agreement values between judges and ground truth types

Overlap GTavg GT4Y ES GT3Y ES GT1Y ES

Newsworthiness 0.9043 0.8585 0.9016 0.8371

Importance 0.8268 0.7592 0.8256 0.7232

Correctness 0.8517 0.7353 0.8443 0.8138

Table 2. Kappa values between judges and ground truth types

Kappa GTavg GT4Y ES GT3Y ES GT1Y ES

Newsworthiness 0.7257 0.5352 0.7135 0.6378

Importance 0.6194 0.4350 0.6159 0.4833

Correctness 0.5182 0.4133 0.5239 -0.0436

Table 1 represents the agreement rate between ground truth values and user
answers. We see that GTavg has the highest agreement level with user answers
for each label. Table 2 gives the Cohen’s Kappa values for the agreement be-
tween user answers and the ground truths. Cohen’s Kappa measures the statistic
value of agreement rate by considering the agreement occurring by chance. For
newsworthiness and importance label, the best results are obtained with GTavg

and for correctness label, GT3Y ES gives the best Kappa result. However, Kappa
result for GTavg is close to Kappa result for GT3Y ES for correctness label. Since
we generally obtained the best overlap and Kappa result from GTavg evaluation
method. Therefore, we will use it in our experiment.

21.12 % of tweets are regarded as newsworthy, 30.88 % of tweets are regarded
as important and 73.52 % of tweets are regarded as correct according to GTavg

evaluation.
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3.3 Features

In this phase, the features are grouped as tweet, user and topic features. In
grouping and selecting the features, we followed the trend in the literature [4].
We aimed to benefit from many features used in the literature and then elimi-
nated some of them since they have no impact on the result. Selected features are
used for building a model to predict label of a tweet. We have total 41 features
which contains 5 user features, 17 tweet features and 19 topic features as seen
in Table 3. User features are collected by using Twitter API. Then we calcu-
lated value of tweet features by simple string parsing operations. For sentiment
score calculation, SentiStrength libraries [11] are used to calculate negative and
positive sentiment score. At the end, we calculated average scores for each topic
feature. There are 100 tweets in each topic and average of features for these 100
tweets computed.

Table 3. List of features

Feature Type Feature Name

User features
Registration age
Number of total post
Number of friends
Has description in user profile
Has URL in user profile

Tweet features
Number of characters in the tweet
Number of words in the tweet
Presence of question mark in the tweet
Presence of exclamation mark in the tweet
Presence of multiple marks in the tweet
Presence of smile icon in the tweet
Presence of frown icon in the tweet
Presence of first pronoun in the tweet
Presence of second pronoun in the tweet
Fraction of uppercase letters among all letters
Presence of URL in the tweet
Presence of mention character in the tweet
Presence of hashtag character in the tweet
Is retweet
Positive sentiment score
Negative sentiment score
Total sentiment score

Topic features
Average follower count in the topic
Average friend count in the topic
Average total post count in the topic
Average registration age in the topic
Average for presence of smile icon in the topic
Average for presence of frown icon in the topic
Average for presence of hashtag character in the topic
Average for presence of mention character in the topic
Average for presence of exclamation mark in the topic
Average for presence of question mark in the topic
Average for presence of multiple marks in the topic
Fraction of retweets in the topic
Average for presence of profile description in the topic
Average for presence of URL in the tweet
Average for presence of URL in user profile
Average for presence of first pronoun in the topic
Average for presence of second pronoun in the topic
Average for presence of uppercase letters in the topic
Average number of characters in the topic

3.4 Classification

After we have calculated feature values for tweet, user and topic, we constructed
model by using various learning algorithms in KNIME and Weka data analysis
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tools. We used 10 folds cross validation in each learning scheme. GTavg is used
in all of our experiment and we applied same process for newsworthiness, im-
portance and correctness labels. When predicting labels, we used two different
methods as follow.

• We used all 43 features together to generate the model.
• We grouped the features as user features, tweet feature and topic features.
Then we used each type of features separately to generate a model. Therefore,
tweet features are used to predict labels of tweets, user features are used to
predict label of users and topic features are used to predict labels of topics.

We used Random forest tree, J48 tree, ADTree, Random Tree, BFTree, Naive
Bayes, KStar and AdaBoost machine learning algorithms to classify tweets.

3.5 Graph Based Approach

After feature based learning, we applied authority transfer between tweets, users
and topics. At the end of the first phase, it is possible that a credible user may
have low score. However, if this user has important tweets, then authority trans-
fer enables that important tweets make their author more important. Similarly
if an unreliable user has high score after the first phase, if this user has unim-
portant tweets, these tweets make author also less important. Furthermore, if
we go through tweet - topic relationship, we see that if a topic has important
tweets, tweets in this topic will also be more important. Similarly if a tweet is
important, it makes its topic more important.

In our data set each tweet has a topic and a user. Figure 1 displays graph
structure used in the authority transfer step of our solution. Nodes of the graph
are Tweet, User and Topic, and the edges are Tweet-User, User-Tweet, Tweet-
Topic and Topic-Tweet edges.

Fig. 1. Graph Structure of Our Study

Score of tweet node has influence on user and topic nodes. User nodes firstly
affect tweet nodes then it affects topic nodes indirectly by transferring score from
tweet to topic. Topic nodes send their scores to tweets and they also send their
scores indirectly to users in the second step. Hence, these transfers implement
the following effects.

• A tweet is more important if its author is important.
• A tweet is more important if its topic is important.
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• An author is important if he/she posted important tweets.

• A topic is important if it contains important tweet.

We have initial scores for each tweet, user and topic from the result of the feature
based learning phase. The number of retweets of a tweet is added to the feature
score of each tweet node and the number of followers is added to the feature score
of each user node.

Table 4. Definitions of Variables in Equations

Name Definition

S#fol Number of followers for each user

S#rt Number of retweet for each tweet

w1 Weight for User to Tweet Edge

w2 Weight for Tweet to User Edge

w3 Weight for Topic to Tweet Edge

w4 Weight for Tweet to Topic Edge

Stweet0 Initial score for tweet nodes

Suser0 Initial Score for user nodes

Stopic0 Initial Score for topic nodes

In our model, authority transfer is evaluated by using the Equations 1, 2
and 3 which are proposed for this problem. Definition of variables in equations
is given in Table 4.

Stweet = Stweet0 + w1 × Suser0 + w3 × Stopic0 (1)

Suser = Suser0 + ((w3 × Stopic0) + Stweet0)× w2 (2)

Stopic = Stopic0 + ((w1 × Suser0) + Stweet0)× w2 (3)

Final score of a tweet is the sum of initial score of this tweet, score coming
from user and score coming from topic. When we calculate the final score of a
user, firstly topic score is transferred to tweet’s initial score. Then tweet score
is added to the initial score of this user. For the final score of topic score, firstly
user score is transferred to tweet and then tweet score is added to initial score
of this topic. At the end, we have final scores for each tweet, user and topic.

Scores are transmitted among the nodes according to values of weights. We
experimented with several sets of weights and get the best result when w1 is 0.1,
w2 is 10, w3 is 1 and w4 is 10. We can conclude that if the final score of a tweet
is more than a predefined threshold, then tweet is newsworthy or important or
correct. We also get best result when this predefined threshold is 10.
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4 Experimental Evaluation

In this section, we describe the results of our experiments for each credibility
dimension used in the study. In the feature based step, we used KNIME and
Weka data analysis tools to generate prediction models. We tried two different
ways to calculate initial score for nodes. The first way is giving all 41 features
together to a learning scheme. Then each type of nodes is started with initial
score of prediction results. The second way is giving features separately such as
user related ones, tweet related ones and topic related ones. Therefore, at the
end of this phase, each node has its own initial score from prediction results of
its own type. For example, prediction results of user related features have only
influence on user nodes.

In the rest of this section, we describe experiment result for each credibility
label one by one. The overall result of the experiments in the first phase and
second phase for the best results for each label is shown in Figure 2 and 3. These
figures represent result of accuracy rate when training all features together.

Fig. 2. Prediction accuracy results after the feature based and graph based phases

4.1 Newsworthiness

When we train data with all the features, we get the best accuracy result from
random forest decision tree learner. 89.64 % of 2500 tweets are classified correctly
by using all features. 82.68 % of 2500 tweets are classified correctly by using only
user related features. 87.56 % of 2500 tweets are classified correctly by using only
tweet related features and 85.84 % of 2500 tweets are classified correctly by using
only topic related features. In the second phase we apply authority transfer.
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Fig. 3. F-Measure results after the feature based and graph based phases

After authority transfer, success rate increases to 90.92 %. If we experiment
newsworthiness by using grouped features, we reach 91.8 % successful prediction
rate which is slightly more than experiment result with all features together.
Therefore, experiments show that training the features separately for each type
of nodes brings a limited improvement for the success rate for newsworthiness
label.

4.2 Importance

In the first phase, we get the best accuracy result from random forest decision
tree learner. 83.52 % of 2500 tweets are classified correctly by using all features.
75.84 % of 2500 tweets are classified correctly by using only user related features.
81.20 % of 2500 tweets are classified correctly by using only tweet related fea-
tures. 81.32 % of 2500 tweets are classified correctly by using only topic related
features. In the second phase, after authority transfer, success rate reaches 84.24
% when we train all features together. If we train features separately for user,
tweet and topic then we obtain success rate with 82.76 %.

4.3 Correctness

In the first phase, we get the best accuracy result from random forest decision
tree learner for all features, tweet features and topic features. However, we get
the best accuracy result from J48 decision tree for user features. 82.72 % of 2500
tweets are classified correctly by using all features. 79.88 % of 2500 tweets are
classified correctly by using only user related features. 81.40 % of 2500 tweets are
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classified correctly by using only tweet related features. 81.88 % of 2500 tweets
are classified correctly by using only topic related features. In the second phase,
after applyinh authority transfer, success rate reaches 84.12 %. If we use features
separately for nodes then we get 83.20 % success rate.

5 Conclusion and Future Work

5.1 Conclusion

In this study, we evaluated tweets in terms of three labels which are newsworthi-
ness, importance and correctness. Initially, we asked our evaluators to get their
feedback for these labels for each tweet. We used GTavg evaluation method since
it has better overlap and kappa results in comparison to our other ground truth
methods. In the first phase, we trained our data set and obtained the best pre-
diction result with random forest decision tree. When we trained all 41 features
together, we obtained 89.64 % successful prediction rate for newsworthiness,
83.52 % for importance and 82.72 % for correctness label. In the second phase,
we used the prediction results in the first phase and transferred this score in our
graph. We defined three types of nodes which are user, tweet and topic. Users
transfer their score to their tweets. Topics transfer their scores to tweets and
tweets transfer score to their authors and their topics. After authority transfer,
we obtained successful prediction rate between 80 % and 92 % for a range of
experiments. For newsworthiness label, we obtained 91.80 % success rate when
training features separately. For importance label, success rate is 84.24 %. Lastly
for correctness label, we obtain 84.12 % success rate.

We see that if we apply authority transfer after feature based approach, pre-
diction accuracy increases. Training features separately for user, tweet and topic
increases success rate for newsworthiness but it does not affect other labels pos-
itively.

5.2 Future Work

We need to annotate each tweet for newsworthiness, importance and correctness
in order to use these tweets in classification. Since this annotation process re-
quires considerable time, we could not use larger data set in this study. However,
we can increase the size of our data set as a future work. Therefore, users will
get score from their friends and tweets will get their score from their retweets.
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Abstract. Recently, many researchers are paying close attention to TV program 
recommendation methods because of the enormous increase of available TV 
programs for users. As TV programs are often watched by multiple users like a 
family, this paper proposes a smart TV program recommendation method for 
multi-users using Bayesian networks and AHP (analytic hierarchy process). The 
proposed method uses Bayesian networks to infer each user’s genre preference 
as well as program preference, and uses AHP to predict group genre preference 
and choose recommended programs. The accuracy of the Bayesian network 
model is improved through parameter learning from users’ watching history. 
Experiments verify the inference accuracy of the Bayesian network and the  
accuracy of programs recommended by the proposed method. 

Keywords: TV program recommendation, Bayesian network, Analytic hierarchy 
process, Group recommendation. 

1 Introduction 

As the technology of smart TV is rapidly developed, users can watch TV program not 
only from traditional television station but also from Internet [1]. Therefore a system 
which can recommend TV programs considering users’ preference would help people 
to save time and energy [2, 3]. For this purpose, a number of researchers have pro-
posed lots of TV program recommendation solutions. These solutions recommend TV 
programs according to users’ preference which is predicted by users’ profile or watch-
ing history. One drawback of these solutions is that they did not consider some infor-
mation such as period (e.g., Olympic) and event (e.g., the last episode of a drama). 
Also, the cold start problem is another headache for these methods. 

In this paper, we propose a TV program recommendation method for multiple us-
ers as well as single user using a hybrid recommendation method based on AHP (ana-
lytic hierarchy process) and Bayesian networks. A hybrid approach exploits the 
strengths of the individual method and enhances the performance by their combina-
tion [4, 5]. The proposed hybrid method can overcome several problems which cannot 
be addressed by single method. The contributions of this paper can be summarized as 
follows. 
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• A hybrid method of AHP and Bayesian networks: The proposed method predicts 
group preference using a hybrid method of AHP and Bayesian networks which can 
solve the consistency problem of AHP. Also, with this method, users do not need 
to provide the priority value of candidate decision when comparing each candidate 
decision with pairwise comparison in AHP.  

• Solution of cold start problem: There are two kinds of cold start problem. One is 
happened when there are no data of user’s watching history and the other is when 
all candidate programs are totally new program or have less watched time. The 
former problem is addressed by Bayesian networks and the latter is worked out by 
program audience rating from Internet. 

The rest of this paper is organized as follows. Section 2 briefly reviews the related 
works for TV recommendation method and Section 3 presents the proposed recom-
mendation method in detail. In Section 4, we conduct some experiments and analyze 
the results, and Section 5 concludes the work. 

2 Related Works 

At most of time, since there is more than one person watching TV, the research for 
TV program recommendation for multiple users is meaningful [6]. Yu et al. recom-
mended TV programs by using a group profile which is constructed by aggregating all 
users’ profile in that group [7]. Shin et al. integrated users’ profile, watched TV  
program profile as well as watching history into a group file and recommend TV pro-
grams based on it [8]. Rafael et al. proposed a method which recommended TV pro-
grams using collaborative filtering and content-based method with a TV ontology 
model [9]. Thyagaraju et al. computed group preference using each user’s preference 
in the group which was extracted from the user’s watching history [10]. Wang et al. 
proposed a method which could estimate group preference based on external experts’ 
preference [11].  

These studies did not consider some program information which could affect the 
final decision. For example, during World Cup, user may watch football game instead 
of drama or other programs. Another drawback of these methods is that recommenda-
tion results of them are highly influenced by the number of users in the group. To 
address these problems, AHP is used to predict group preference and select TV pro-
gram. AHP is one of the most widely used multi-criteria decision making method 
[12]. Chen et al. used AHP method to construct a context-aware mobile recommenda-
tion system [13]. Park et al. constructed a restaurant recommendation system for  
multiple users using AHP method [14]. Wu et al. proposed a web services selection 
method based on AHP and Wiki [15]. Because of using AHP, the proposed system 
could consider kinds of criteria when predicting group preference and selecting rec-
ommended TV program. However, they did not get over the cold start problem.  

In this paper, the Bayesian network is used to address this problem. The Bayesian 
network is a directed acyclic graph which is a represantative method giving believable 
results predicted to users in uncertain environment [16]. It uses cause-effect 
relationship between parent nodes and children nodes to predict results through 
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probability-based method [17]. Yang et al. constructed a context-aware system in 
smart TV using Bayesian networks with domain knowledge [18]. Park et al. design a 
Bayesian netwok with domain knowledge for context-aware robot in home service 
environment [19]. Park et al. developed a context-sharing system with Bayesian 
netwok [20]. One advantage of the Bayesian networks is that it could be constructed 
using domain knowledge, which means that we could construct a Bayesian network 
for a user without using the user’s specific information. Although the accuracy may 
be lower, we could update the Bayesian network when we get enough information 
about the user’s watching history.  

3 A TV Program Recommendation Method for Multiple Users 

As shown in Fig. 1, the program recommendation method consists of group  
genre preference inference part, candidate program integration part and program 
recommendation part.  

 

 

Fig. 1. Overview of the program recommendation method 

• Group Genre Preference Inference: To predict group genre preference, first, 
each user’s genre preference(GPR) is inferred by the GPR Bayesian network 
model. After that, the group‘s GPR is computed using GPR AHP model and each 
user’s GPR which is inferred in the previous step. Finally, the top two genres are 
selected as the group’s prefer genre. 
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• Candidate Program Integration: In this part, the method selects candidate 
programs based on the inferred group’s GPR as well as each user’s watching 
history in that group and a program selection algrorithm.  

• Program Recommendation: To recommend the most attractable programs to 
users, firstly each user’s preference to each candidate program is calculated by the 
program preference (PPR) Bayesian network model. Then, the group PPR AHP 
model is used to rank the cadidate programs and after that, the top N programs are 
recommended to the users. In this paper, we select 3 programs to users.  

3.1 Inference with Bayesian Networks 

In Bayesian networks, the belief of node A with evidence B is calculated by 
equation (1).  

ሻܣሺ݈݁ܤ  ൌ  ܲሺܤ|ܣሻ ൌ  ௉ሺ஻|஺ሻ ൈ௉ሺ஺ሻ௉ሺ஻ሻ  (1) 

The joint probabilities of the Bayesian network ܲሺ ଵܺ ൌ ,ଵݔ  ܺଶ ൌ ,ଶݔ  … , ܺ௡ ൌ  ௡ሻݔ 
is calculated by chain rule and we can get equation (2). 

 ܲሺݔଵ, ,ଶݔ … , ௡ሻݔ ൌ ܲሺݔଵሻ ൈ ܲሺݔଶ|ݔଵሻ … ,ൈ ܲሺݔ௡|ݔଵ, … , ௡ିଵሻ                                                   ൌݔ  ∏ ܲሺݔ௡|ݔଵ, … , ௡ିଵሻ           ௡௜ୀଵݔ  (2) 

With Markov propery, the equation (2) could be changed to equation (3). 

 ܲሺ ଵܺ, ܺଶ, … , ܺ௡ሻ ൌ  ∏ ሺ ௜ܺ|ܲܽݏݐ݊݁ݎሺ ௜ܺሻሻ௡௜ୀଵ  (3) 

To recommend appropriate programs to users, we construct two Bayesian network 
models for each user as shown in  Fig. 2 and Fig. 3. These models use equation (1) 
and (3) to calculate each user‘s preference. 

 

 

Fig. 2. The Bayesian network model for program preference inference 

Fig. 2 is the Bayesian network model for program preference inference. It is 
calculated using the program’s information, watching history of the program as well 
as the user’s genre preference information. Fig. 3 is the genre preference inference 
Bayesian network model which represents the relationship between a user’s genre 
preference and time. 
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Fig. 3. The Bayesian network model for genre preference inference 

3.2 Byesian Network Learning 

Each user’s genre preference Bayesian network model should be updated regularly to 
represent the user’s patterns of watching TV. In this paper, the Maximum Likelihood 
(ML) estimation algorithm is applied to learn and update the Bayesian network model 
using one user’s watching history and profile. ML algorithm is a parameter learning 
algorithm when the structure of a Bayesian network model is fixed [21].  The 
conditional probability table (CPT) of each Bayesian network model’s node is 
generated by equation (4). 

 ܲሺܺ ൌ ሺܺሻݐ݊݁ݎܽܲ|ݔ ൌ ሻݕ ൌ ேሺ௑ୀ௫,௣௔௥௘௡௧ሺ௑ሻୀ௬ሻேሺ௉௔௥௘௡௧ሺ௑ሻୀ௬ሻ  (4) 

In the equation (4), ܰሺܺ ൌ ,ݔ ሺܺሻݐ݊݁ݎܽܲ ൌ  ሻis the number of occurrences thatݕ
the ܺ ൌ ݔ  and ܲܽݐ݊݁ݎሺܺሻ ൌ ݕ  come out at the same time in the data set. 
Here, ܰሺܲܽݐ݊݁ݎሺܺሻ ൌ ሺܺሻݐ݊݁ݎܽܲ ሻ is the appearance time ofݕ ൌ  .in the data set ݕ

3.3 Candidate Program Selection  

To select candidate programs based on inferred group GPR, the equation (5) is used to 
rank the programs in the user’s watching history. 

 ܴ ൌ ൈ ߙ  ܧ ൅ ሺ1 െ ሻߙ  ൈ ܲ  where ܲ ൌ  ௌ் (5) 

In the proposed method, the top N programs are put into candidate program pool. 
In the equation (5), R is the score of the program, E is the audience rate of the pro-
gram, and P is the watching ratio of that program. In addition, T is the watching time 
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of the program and S is the total show time of the program on TV. The value ߙ is 
used to decide which criteria would be given more weight. Because of the value ߙ, 
these newly opened TV programs, like a new TV series, could be competitive with 
other programs. In this paper, if the value P is smaller than 0.4, the value of ߙ is set 
to 0.6, while it is set to 0.4 if the P is larger than 0.4. 

3.4 Group Decision by a Combination of AHP and Baeysian Network 

To predict group GPR and select appropriate programs to group users, we constrcut 
group GPR AHP model (Fig. 4) and group PPR AHP model (Fig. 5), respectively.  
 

 

Fig. 4. AHP model for group genre preference 

An AHP model consists of three hierarchies which are goal, criteria and 
alternatives. As shown in Fig. 4, the criteria of group GPR AHP model are each user’s 
genre preference and the alternatives are the program genre. Similarly, as shown in 
Fig. 5, the criteria of group PPR AHP model are each user’s program preference and 
the alternatives are candidate programs. 

 

 

Fig. 5.AHP model for group program preference 

In the original AHP method, users have to allocate the relative importance to each 
alternative decision with respect to each criterion. However, for TV program 
recommendation, the relative importance must be computed automatically as it is 
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impossible to let users give it to every candidate program and genre by themselves. 
To address this problem, we use a hybrid method of AHP and Bayesian networks in 
which the importance value of each AHP alternative decision is calculated by a 
Bayesian network model and rank of these candidate decisions is computed by AHP 
method. Another advantage of this method is that there is no need to check the 
consistency of AHP as the comparison with numerical importance value will be 
always transitive. The process of the method consists of the following steps and the 
group GPR computation process will be used as an example to explain these steps. 

At the first step, the comparison matrix is constructed for criteria and the 
alternatives with respect to each criterion through pairwise comparison. To construct 
the matrix for criteria of group GPR AHP model, like equation (6) , the users’ relative 
importance value (݌݌௜  in the equation) collected from user’s profile will be used.  

௖ܯ  ൌ ൥݁ଵଵ ڮ ݁ଵ௝ڭ ڰ ௜ଵ݁ڭ ڮ ݁௜௝ ൩ , ݁௜௝ ൌ  ௣௣೔௣௣ೕ (6) 

To construct the comparison matrix, ܯ௚௣ ൌ ሼܯ௚௣భ, ,௚௣మܯ ,௚௣యܯ … , ௚௣೙ሽܯ  in 
which ܯ௚௣೙ is representative of the alternative matrix with respect to criterion n, for 
candidate genres with respect to each criterion, like equation (7), each user’s genre 
preference predicted by the Bayesian network model will be used. In the equation, ݃௜݌௡ means user n’s preference regarding to genre i. 

௚௣೙ܯ  ൌ ൥݁ଵଵ ڮ ݁ଵ௝ڭ ڰ ௜ଵ݁ڭ ڮ ݁௜௝ ൩ , ݁௜௝ ൌ  ௚೔௣೙௚ೕ௣೙ (7) 

At the second step, the priority of criterion and the alternatives with respect  
to each criterion is computed by equation (8). In the equation, i represents a  
criterion or an alternative and n and m represent the number of colums and  
rows in the matrix, respectively. For group GPR decision, a priority set, ሼܲݕݐ݅ݎ݋݅ݎ௖భ, ,௖మݕݐ݅ݎ݋݅ݎܲ … , ,௚భ௖భݕݐ݅ݎ݋݅ݎ௖౤ሽ, is constructed for criteria and a priority set, ሼܲݕݐ݅ݎ݋݅ݎܲ ,௚భ௖మݕݐ݅ݎ݋݅ݎܲ … ,  .௚೘௖౤ሽ, is constructed for candidate genresݕݐ݅ݎ݋݅ݎܲ

௜ݕݐ݅ݎ݋݅ݎ݌  ൌ  ∑ ݁௜௞ ∑ ݁ௗ௞௠ௗୀଵൗ௡௞ୀଵ  (8) 

At the last step, the final priority of each alternative is computed by using equation 
(9). 

ܩ  ௜ܲ ൌ ௚೔௖భݕݐ݅ݎ݋݅ݎܲ  ൈ ௖భݕݐ݅ݎ݋݅ݎܲ ൅ ڮ ൅ ௚೔௖೙ݕݐ݅ݎ݋݅ݎܲ ൈ  ௖೙ (9)ݕݐ݅ݎ݋݅ݎܲ

After that, all alternatives are sorted by the final priority and top N alternatives are 
recommended to the users. 
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4 Experimental Results 

In this section, we conduct two experiments to evaluate the accuracy of the genre 
Bayesian network model and the users’ satisfaction about the recommended TV 
programs. The TV program information was downloaded from NAVER TV guide 
and 20 people attended out at the experiments. In addition, we collected the users’ 
watching history for a month through survey.  

4.1 Accuracy Evaluation of the Genre Bayesian Networks 

In this experiment, we compared the result predicted by a Bayesian network model 
after learning from a user’s watching history, a Bayesian network constructed by the 
domain knowledge, audience rate data from the internet, and rule-based inference 
method. We selected 5 times randomly to infer user’s genre preference and the rule-
based inference method always select the most watched TV program’s genre as the 
predicted result. The accuracy is estimated by asking the participants in the 
experiment on which result is the most satisfied.  
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Fig. 6. Accuracy of the genre preference Bayesian network model 

As shown in Fig. 6, the learned network get the best accuracy. Through the 
learning process about one user’s watching history, the Baeysian network could 
represent the user’s watching pattern. For example, users select a drama which they 
have watched before instead of a drama which have the most audience rate. 

4.2 Accuracy Evaluation of the Proposed Group Recommendation Method 

In this experiment, participants were divided into ten 2-person groups, nine 3-person 
groups, seven 4-person groups as well as four 5-person groups. And we compared the 
proposed group recommendation method with a rule-based method and a neural net-
work-based method. Rule-based method recommends the program which has the most 
audience rate while the neural network-based method is trained by all users’ watching 
history. 
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As shown in Fig. 7, the proposed method has the best performance as it recom-
mends TV programs considering group’s genre preference, users’ program preference 
and the relative importance of each user. After that is the neural network-based me-
thod and the rule-based method has the worst performance. It means that not all 
people prefer the program with higher audience rate, and some information like pe-
riod and event of the program really affects the accuracy of the recommendation. 
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Rule based method 0.5 0.57 0.47 0.6 0.62

Neural network 0.72 0.7 0.75 0.68 0.71

Poposed method 0.77 0.83 0.8 0.87 0.83
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Fig. 7. Accuracy of the proposed group recommendation method 

5 Concluding Remarks 

In this paper, we have proposed a TV program recommendation method for group 
users. The proposed method uses a hybrid method of Bayesian networks and AHP to 
predict group’s genre preference and recommend TV program to users from candidate 
program pool. Also, we propose a TV program selection algorithm to generate the 
candidate program pool. Furthermore, the cold start problem is addressed by applying 
Bayesian networks. Finally, we verify the advantage of the proposed method by two 
accuracy evaluation experiments. 

As future work, we will develop a smart TV-based system which has user-friendly 
interface and can collect users’ real watching history data. Also, more experiments 
will be done with these real data and more participants. 
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Abstract. Internet has become an increasingly constant presence everywhere 
that people go. Particularly this reality is visible in social networks and selling 
portals scenarios. Whatever scenario, there is plenty of space to improve 
accuracy since big data is a problem when scale increases. Semantic search is 
an alternative to improve search accuracy by understanding the contextual 
meaning of terms as they appear in the searchable data space. Among the 
several approaches to Semantic Search methodologies, a variation of Ontology-
based search (or Logic Approach) is the one adopted. In this methodology, the 
engine not only understands hierarchical relationships of entities, however also 
more complex inter-entities relationships defined inside ontologies. This paper 
proposes a hybrid approach for the problem using Ontology-based 
Recommender Systems and semantic profiles. A portal prototype is designed 
and implemented for the domain of online dealership’s vehicle buyer’s market. 
Precision and Recall measures are the two major indices of information 
retrieval. They have been used to evaluate the prototype results. After 
calculating these two metrics over some searches, we have seen that Precision is 
86.66% and Recall is 68.42%. These final results have demonstrated an 
improvement in the searches, particularly with regard the precision of the 
results provided to the users. 

Keywords: Recommender Systems, Ontology, Semantic Web Searches. 

1 Introduction 

It is a fact that Internet has become an increasingly constant presence everywhere that 
people go. A recent report [1] has estimated that 90% of the dealership’s car buyers 
gather information on the Internet before heading to the store. Among this 90% 
dealership’s car buyers, 20% to 30% of consumers used to cross-shop between 
various web portals in order to compare the information supplied in the different 
websites before buying a specific car. This increasing interest in Web is one of the 
reasons that motivate most of car dealers to dedicate a significant part of their 
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advertising budgets to attract the attention of customers using third-party automotive 
websites that list dealer inventory. 

The report have also shown that the viewer interest of such listings depends on 
many things, particularly on the high-quality of the images, on the diversity of them 
and on the kind of special services available to efficiently help a potential seller or 
buyer user in finding the best result for their searches. Some of these services provide, 
for example, average prices for a specific vehicle, best buy option for a specified 
vehicle category or average selling price for a specific vehicle. These services are not 
simple web searches. Some of them may be so complexes that some of them are 
authentic Semantic Web Search Services. 

Semantic search is a kind of data searching technique in a which a search query 
aims to not only find keywords matches, however essentially to determine the 
contextual meaning of the words that a user is using for search [29]. In general, search 
engines are evolving towards semantic search in two different ways. One way is the 
use of “tags” or label parts of a webpage to tell a computer what those parts are: a 
name, a birthdate, a medication, a concert venue, a friend, etc. These codes are not 
visible for human readers, however search engines and web browsers are able to work 
of them. The other way is computational intelligence or hybrid approaches combined 
with it. One of these hybrid approaches are the Hybrid Recommender System Guided 
by Semantic User Profiles for Search [2]. 

Recommender Systems are a special kind of filtering systems that seek to predict 
preferences that user would give to an item. They have emerged as one successful 
approach to tackle the problem of information overload [10][22]. In recent years, 
Recommender Systems have become extremely common and they have been applied in a 
variety of applications such as search queries, movies, online news, commercial services, 
online dating, Twitter and Facebook social networks. Some of these Recommender 
Systems may use optimization techniques such as machine learning, Particle swarm 
optimization or combinations of them to make recommendations [33-34].  

The ontologies are one of the bases of the Semantic Web, since a semantic web 
vocabulary can be considered as a special form of ontology. They are also used to 
share common understanding of the structure of information among people or 
software agents, enable reuse of domain knowledge, make domain assumptions 
explicit, to separate domain knowledge from the operational knowledge and analyze 
domain knowledge [3-4]. The Semantic Web is well recognized as an effective 
infrastructure to enhance visibility of knowledge on the Web. Ontologies help extend 
recommender systems to a multi-class environment, allowing knowledge-based 
approaches to be used alongside classical machine learning algorithms. Moreover, 
they have been used routinely in recommender systems in combination with machine 
learning, statistical correlations, user profiling and domain specific heuristics [5]. 

This paper proposes a variant approach to Recommender Systems in which an 
ontology-based recommender system is built with a hierarchical layered architecture 
to implement semantic web searches to help dealership’s vehicle buyers in finding 
“best buy opportunities” in Internet based on semantic profiles associated to the 
buyers (user) and to a set of portals such as dealership’s vehicle sales, benchmarking 
and estimation portals of average price. The paper approach also considers a 
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recommendation engine algorithm that extends a typical recommendation engine with 
machine learning capabilities. The paper is organized as follows. In Section 2, it is 
provided a brief background in order to introduce the basic concepts and technologies 
which are necessary for the reader’s understanding. In Section 3, related works to 
Ontology-based Recommender Systems are presented. Section 4 shows the prototype 
architecture, the ontology model and a scenario of a semantic search in Web. And 
finally, in Section 5, the final considerations are presented to conclude the work. 

2 Background 

This section presents three essential concepts which are widely used in this paper: 
Ontology, Recommender Systems and Semantic Search. Ontology represents 
knowledge as a concepts set within a domain. Recommender Systems provide 
personalized recommendations to users based on their interests. Semantic Search may 
determine the contextual meaning of the words that a user is using for search. 

2.1 Ontology 

Ontology is a term “borrowed” from Philosophy and one can talk about ontology as a 
theory of the nature of existence. However, in the context of Computer and 
Information Sciences, ontology defines a set of representational primitives with which 
to model a domain of knowledge or discourse [3].  

Ontologies play an important role in many knowledge spheres such as [4]: 
information retrieval, knowledge engineering, information modelling, knowledge 
representation, information integration, object-oriented analysis, information extraction, 
and others. Ontologies also are used in many applications, e.g., entertainment [11-12], e-
commerce [13-14], nutrition [15], medicine [16-18], services [19-20], and etc. 

The greatest contribution of ontology is that it can standardize one or more specific 
areas of concepts and terminology, provide convenience for the area or between areas 
to facilitate the practical application [6]. An ontology-based system can be used not 
only to improve the precision of search/retrieval mechanism but also to reduce search 
time [7]. For these reasons, as in [8], ontology-based approaches will likely be the 
core technology for the development of a next generation of semantically enhanced 
knowledge management solutions. 

2.2 Recommender Systems 

Recommender Systems provide items personalized suggestions to users according to 
their interests. “Item” is a general term used to represent what the system 
recommends. The recommendations relate to many decision-making processes, such 
as what book to read, what movie to watch, or what vehicle to buy. 

In recent years, recommender systems is a research field which has attracted the 
attention of many researchers because [9] a) they play a relevant role in important 
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websites such as Amazon.com, YouTube, Netflix, Yahoo, TripAdvisor, and IMDb; b) 
there are dedicated conferences and related workshops to this field; c) there are 
institutions of higher education around the world which offer undergraduate and 
graduate courses to Recommender Systems; d) there have been several special issues 
in academic journals covering research and developments in this field as well. 

Burke [10] proposed a taxonomy that may be used to distinguish recommendation 
techniques. They are classified in six different categories: 1) Collaborative which 
applies the known preferences of a set of users to predicate the unknown preferences 
for new users; 2) Content-based which recommends item whose content is similar to 
the content that the user has previously viewed or selected; 3) Demographic which 
recommends items according to the user’s demographic profile; 4) Knowledge-based 
which attempts to suggest objects based on inferences about user’s preferences; 5) 
Community-based which recommends items based on the preferences of the user’s 
friends and; 6) Hybrid approach which combines two or more techniques. 

2.3 Semantic Search 

As mentioned in previous section, a semantic search is normally defined as a kind of 
data searching technique in which a search query aims to not only find keywords 
matches, however essentially to determine the contextual meaning of the words that a 
user is using for search. Unlike typical search algorithms known in literature, 
semantic search approach is, essentially, based on the context of the searched phrase 
[29]. This is not the unique definition for semantic search. Some other authors [31], 
for example, primarily regard semantic search as a set of techniques for retrieving 
knowledge from richly structured data sources like ontologies as found on 
the Semantic Web. Such technologies enable the formal articulation of domain 
knowledge at a high level of expressiveness and could enable the user to specify 
his/her intent in more detail at query time. 

Rather than using ranking algorithms to predict relevancy, a typical semantic 
search uses semantics to produce highly relevant search results [30]. In most cases, 
the goal is to deliver the information queried by a user rather than have a user sort 
through a list of loosely related keyword results. There are several methodologies to 
implement semantic search. The most commonly used methodologies in literature 
[32] are: RDF Path Traversal (it consists in traversing a net formed by a graph of 
information that uses the RDF data model); Keyword to Concept Mapping (it consists 
in dealing about the mapping of the textual materials to the well-defined information); 
Graph Patterns(it is generally used to formulate patterns for locating interesting 
connecting paths between resource); Logics (it consists in using inference based 
on OWL); and Fuzzy concepts (it is based in fuzzy relations, and fuzzy logics). 

This work adopts a variant of Logic methodology, in which the search engine is 
implemented inside a recommender system architecture and the hierarchical 
relationships of entities and concepts (taxonomy) is defined inside ontologies. 
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3 Ontology-Based Recommender Systems 

There are several studies that proposed the use of ontologies as a way to increase the 
performance of Recommender Systems. In this section, a brief survey about papers 
related to this field is presented to reader.  

Rho et al. [11] proposed a Context-based Music Recommendation ontology for 
modeling user’s musical preferences and context. The rules are defined according to 
user’s musical preferences and from other situations, for example, an event, weather, 
mood and local. 

Ge et al. [12] proposed the development of a personalized recommender system 
framework which is used to suggest movies. A domain ontology is used to integrate 
multi-source and heterogeneous data. Analysis of user’s demographic characteristics, 
information about his/her personal preferences, and his/her browsing behavior were 
used to create an interest ontology. 

Lin et al. [13] presented an algorithm of a User’s Interest Model based on ontology 
which focus not only on the user’s interest quality, but also the difference between 
long-time and short-time. The proposed system is used to recommend e-books. 

Kang and Choi [14] presented a personalized system to recommend e-books. For 
this fact, they built two ontologies: a domain and another preference. By monitoring 
the visited web pages, the system constructs the user’s preference ontology from 
associated weights to his/her preferences for long-term and short-term. 

Sucksom et al. [15] proposed a system to recommend foods which provides 
suggestions based on user’s dietary needs and his/her preferences. The rule-based 
knowledge was defined based on some recommendations from the clinical guideline 
for diabetes care issued by Thailand’s Ministry of Public Health. 

GalenOWL [16] is a recommender system for discovering drug recommendations 
and interactions. The rules are defined based on some patient’s characteristics such as 
age, gender, and etc. 

Chen et al. [17] presented a system to recommend anti-diabetics drugs which is 
based on fuzzy reasoning. Fuzzy rules have been used to represent knowledge in 
order to infer the usability of the classes of anti-diabetic drugs based on fuzzy 
reasoning techniques. The rules are defined to infer the usability degree of drug 
classes to treat diabetes. 

The intelligent Ontology-based System for Cardiac Critical Care (iOSC3) [18] is a 
decision support system designed to supervise and to treat affected patients by acute 
cardiac disorders. The system provides recommendations about the treatment that 
should be administered to achieve the fastest possible recovery. The rules were 
extracted from interviews and meetings. 

Mu et al. [19] proposed a model of vehicles recommendation system. Taking web 
pages about vehicles, results show that the model can to recommend effectively, and 
the results correspond to user’s real and original interest. 

Greenly et al. [20] developed a commercial system that offers contextual search for 
Volkswagen and the automotive industry based on ontology. The authors believe the 
use of ontologies will benefit the automotive web community at large. 
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4 Implementation and Analysis 

Paiva, Costa and Silva [21] analyzed several works that are related to Ontology-based 
Recommender Systems. They observed that the functionalities of such systems may 
be organized in layers which interact with one another to implement the whole 
recommendation process. Therefore, according to Fig. 1, the authors proposed a 
hierarchical architecture for ontology-based recommender systems which is organized 
in four layers such as Context Layer, Discovery Layer, Recommendation Layer and 
Ontology Layer. 

 

Fig. 1. Hierarchical Architecture for Ontology-based Recommender Systems 

The shown layers in Fig. 1 have their own internal components, functionalities and 
relationships. They may be described as follows: 

1. Context Layer – the User Profile (Fig. 1a) represents the related data to the user 
and the function of Domain Specific Context (Fig. 1b) is to represent the set of 
concepts used in a specific domain.  

2. Discovery Layer – the user’s feedbacks produced are delivered to the 
Discovery/Mining Component (Fig. 1c) which mines these data and the one sent 
by the Context Layer to compose the unified information to be submitted to the 
Recommendation Engine. 

3. Recommendation Layer – this layer receives as an input the mined data by 
Discovery Layer and the Recommendation Engine component recommends an 
items list which meets the user’s preferences. 

4. Ontology Layer – the ontology repository (Fig. 1e) is the component responsible 
for the task of storing artifacts representations instances from models used 
ontologies in architecture. 
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Based on this architecture, a portal prototype is designed to recommend the best 
vehicles advertisements. However, there is an essential difference between the 
traditional portals and the proposed portal in this paper. The traditional portals search 
advertisements based on simple attributes such as price, model and brand. In addition 
to embody these attributes, our prototype considers others relevant information, for 
example, depreciation index and insurance price.  

Traditional portals do not take into account these criteria however this information 
kind can be used to improve the recommendation quality. They perform searches only 
in their databases whereas our prototype visits traditional portals to collect various 
advertisement options in order to increase the possibility of finding good offers.  

In most presented works in previous section, the ontologies are populated by 
means of data that are extracted from databases. In this paper, a web robot extracts 
advertisements from traditional portals (latter they will be called advertisements 
portals) and populates the ontology on-the-fly.  

The prototype aims to identify and to recommend opportunities according to user’s 
buying needs. It offers two services in the following scenarios: a) the best 
advertisements from a vehicles specific category and b) a good business opportunity 
considering the price that the user can disburse. In order to identify these offers, the 
prototype is integrated with three kinds of portals such as references, benchmarks and 
advertisements.  

The references portal is used as parameter to evaluate the average price of a 
specific vehicle on the national market. The benchmarks portal is integrated to 
indicate the best vehicle from a specific category according to a set of defined criteria 
by this portal. The advertisements portals offer several opportunities to buy new and 
used vehicles. For each kind of portal, we choose some famous in Brazil such as FIPE 
[23], QuatroRodas [24], OLX [25], WebMotors [26] and MeuCarango [27]. 

The FIPE portal is used as reference to evaluate the average price of a specific 
vehicle. QuatroRodas portal has been used to acquire benchmarks. It evaluates many 
vehicles categories. The evaluation considers the following criteria: price, depreciation 
index, insurance price, parts replacements, satisfaction index with authorized dealer, 
reparability index and standard equipment. OLX, WebMotors and MeuCarango have 
been used to provide advertisements. OLX portal hosts advertisements in various 
categories such as vehicles, jobs, and etc. WebMotors offers the following services: 
buys, sales, insurance, and vehicle’s financing. MeuCarango is a specialized portal in 
advertisements to buy and to sale new and semi-new vehicles. 

To provide vehicles recommendation services, we need a set of concepts such as 
vehicle, advertisement, portal, and etc. We have developed ontology including related 
concepts to vehicles recommendation domain. The Vehicle Advertisements Ontology 
(VAO) has been built to be used in portal prototype. The UML class diagram which is 
shown in Fig. 2 illustrates the conceptual structures of the VAO.  

It is crucial to take into account the concepts which have been built previously by 
others in order to evaluate the possibility of reuse them in a specific domain. 
Ontology reuse is the process in which available knowledge is used as an input to 
generate new ontologies. This process has several advantages [28] because a) it 
increases the quality of new ontologies because the components have been tested 
previously; b) it reduces human labor during the building of an ontology from scratch 
and; c) it facilitates the mapping of shared components between two ontologies. 
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Fig. 2. Class diagram to illustrate conceptual structures of the VAO 

Therefore some defined concepts in existing models have been reused in Vehicle 
Advertisements Ontology. These models are GoodRelations, Vehicle Sales Ontology 
and Schema. By convention, VAO assumes the following prefixes to reference the 
models: vao: for Vehicle Advertisements Ontology, gr: for GoodRelations, vso: for 
Vehicle Sales Ontology, and s: for Schema.org. 

In proposed portal, only the administrator user may define the advertisements 
portals to be visited. Thereafter, the searches may be performed in portal. To begin 
his/her search, the user informs the advertisements kind (new or used vehicles), the 
vehicle category (e.g., SUV, Sedan, Van, and etc), how much he/she is intending to 
pay for it, and the advertisements portals to be visited, according to Fig. 3. 

 

Fig. 3. Search for new vehicles from Sedan category 
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When the “Search” button is pressed, the user’s request flow happens as follows: 

1. The benchmarks portal is visited to recommend the best vehicle from the specified 
category; 

2. To build a advertisements list that contains similar vehicles to that recommended 
by the benchmarks portal, three portals are visited; 

3. A search range is created to present minimum and maximum prices from these 
three portals; 

4. The references portal is visited to identify the average price of the recommended 
vehicle in step 1; 

5. The search is performed within the defined range in step 3. For this propose, the 
algorithm considers the following conditions: 

if (exists ads between MINPRICE(range) and REFPRICE(avg))then 
 select this advertisements set; 
 rank advertisements from MINPRICE(range) to REFPRICE(avg); 

else 
 select this advertisements set; 
 rank advertisements from REFPRICE(avg) to MAXPRICE(range); 
end if 

Fig. 4 displays 19 advertisements which were published in Portal 1, Portal 2 and 
Portal 3. Fig. 4a presents the MIN-MAXPRICE range which was informed in Fig. 3c. 
Fig. 4b represents the vehicle average price and it is used as reference to identify 
advertisements. If exists advertisements between minimum price (Fig. 4c) and  
the vehicle average price (Fig. 4b), the prototype ranks advertisements from 
MINPRICE(range) to REFPRICE(avg). Otherwise, advertisements are ranked from 
REFPRICE(avg) to MAXPRICE(range). In our example, the first condition is true. 

The presented advertisements in Fig. 4 are related to topic of user’s interest. 
However, when the search is executed, only 15 advertisements are found within the 
 

 

Fig. 4. Filtering of good offers to vehicle’s buyers according to Fig. 3 
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Fig. 5. A web interface fragment that shows good offers based on user’s search 

range and therefore they are retrieved. From these found advertisements, 13 are 
selected as good offers to be recommended as seen in gray area in Fig. 4. 

The selected advertisements as “good offers” are ranked according to price. 
Thereafter, they are listed to user in a web interface as shown in Fig. 5. In first 
column, the recommended vehicle image is shown. In next column, a brief description 
(model, color, and etc) is offered. The third column presents the advertised price in 
the portal. The last column indicates the portal and also it offers a hyperlink to 
advertisement. 

In order to analyze our prototype compared to traditional portals of vehicle 
advertisements, we have defined some criteria. They are related to offered services 
such as: Criteria a) advertisements acquisition from others portals; Criteria b) best buy 
options by category; Criteria c) price comparison based on reference portals; Criteria 
d) search by new and used vehicles and; Criteria e) offer listing by price range. Table 
1 lists the evaluated criteria and compares our proposal with the traditional portals. 

Table 1. Comparision between the proposed prototype and the traditional portals 

Portal Criteria a Criteria b Criteria c Criteria d Criteria e 
Our Prototype  Yes Yes Yes Yes Yes 
Web Motors No No Yes Yes Yes 
OLX No No No Yes Yes 
Meu Carango No No No Yes Yes 

 
Precision and Recall are the two major indices of information retrieval. They have 

been used to evaluate the prototype results. After calculating these two metrics over 
some searches, we have seen that Precision is 86.66% and Recall is 68.42%. 

5 Conclusion 

In this paper, an ontology model called Vehicle Advertisements Ontology (VAO) has 
been built. For this fact, some defined concepts in other models such as GoodRela-
tions, Vehicle Sales Ontology and Schema have been reused. This is essential because 
the ontology reuse process is one of the main features which justify its use. 
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Moreover a portal prototype to recommend the “best opportunities” to users which 
intend to buy a vehicle has been proposed in this paper. The offered service considers 
published advertisements in several portals. In order to recommend the best offers, the 
portal is integrated not only with advertisements portals, but also others kinds of 
portals such as references and benchmarks. The proposal is a variant approach to 
recommender systems that uses an ontology-based hierarchical layered architecture to 
implement semantic searches in Web. 
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Abstract. This research is concerned with analyzing a real world prob-
lem: the detection of a sleep disorder called Obstructive Apnea Hypopnea
Syndrome. The sleep apnea affects a significant number of adults, but
children are affected as well. This study is focused on finding the apnea
patterns using a well known time series representation method and sev-
eral distance measures. In this preliminary work, the aim is twofold: on
one hand, finding the most relevant features that characterize the ap-
nea episodes; on the other hand, choosing the most promising distance
measurements among patterns. The experiments were carried out at the
Hospital Universitario de Burgos’s Sleep Laboratory with real subjects
and with technicians monitoring the Conventional Polysomnography.

Keywords: Sleep apnea, Sleep disorders breathing,Distances,Euclidean,
DTW.

1 Introduction

The Spanish Society of Pneumology and Thoracic Surgery defines Obstruc-
tive Apnea Hypopnea Syndrome (OAHS) as ”a picture of excessive sleepiness,
cognitive-behavioral disorders, respiratory, cardiac, metabolic or inflammatory
secondary to repeated episodes of obstruction of the upper airway during sleep”.
OAHS have to long-term consequences as sleep fragmentation and therefore day-
time sleepiness and a reduction of oxygen levels, all these can increase risk of
cardiovascular events. The frequency of the disease is similar on percentage
throughout the world. These episodes are measured with the Respiratory Distur-
bance Index (RDI): an apnea diagnose is positive if the RDI value, computed for
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those symptoms related with the apnea that have not been explained by other
causes, is higher than 5. However, this definition is rather controversial.

The most referenced method for diagnosing sleep disorders, the OSAHS among
them, is the Conventional Polysomnography (PSG), where technicians monitor
subjects while sleeping in a specific sleep lab. The PSG quantifies both the
amount and quality of sleep and breathing disorders as well as the physiological
implications. In order to identify the sleep stages several variables are recorded
with the PSG: the electroencephalogram, the electrooculogram, the chin elec-
tromyagram, the pulse oximetry, the naso-bucal airflow (by nasal cannula and
thermistor), the thoracic and abdominal snoring movements and breathing dis-
orders and the electrocardiogram. The PSG should be performed at night or
during the subject’s usual period of sleeping, recording at least 6.5 hours pro-
vided that more than 3 sleeping hours are included. The PSG is a relatively
expensive, highly laborious and technically complex technique that is not uni-
versally available. Nowadays, the demand for centers exploration and the high
prevalence of the OSAS make impossible to fulfill all the service appliances.

This study is devoted to tackle these problems using a novel method called
Respiratory Polygraphy (RP) [1,2]. This method proposes the use of a set of two
portable sensors in order to record the respiratory variables. According to the
American Academy of Sleep Medicine [3,4,5,6], the RP is a Type 3 study, where
breathing and pulse oximetry thoracoabdominal effort for a total between 4 to
7 channels are recorded. This research is a preliminary study for determining
the most relevant features and distance algorithm in order to obtain a decision
support system for determining apnea episodes. In order to choose the most
promising solution, PSG tests have been carried out together and simultane-
ously with the RP tests: the detection error between the outcome of the model
and the results from the PSG is used for choosing the best feature subset and
the distance measurement that best discriminates among the relevant patterns.
The rest of this paper is organized as follows. Section 2 includes the problem
definition and describes both the distances measurements and features transfor-
mations. Section 3 introduces the experimentation results. The experiments and
commented results are presented in Section 4. Finally, conclusions are drawn
and future work is outlined.

2 Sleep Apnea Discovering

2.1 Detecting an Apnea from Signals

Apnea was defined as an absence or reduction higher than 90 % of the respi-
ratory signal detected by thermistors, nasal cannula or pneumotachograph and
a duration longer than 10 seconds in the presence of respiratory effort detected
by thoraco-abdominal bands. The respiratory effort include abrupt inhalation
and exhalation. In the inspiration, the outer intercostal muscles contract which
raises the chest cavity or the ribs; in the exhalation, the inner intercostal muscles
contract, bringing the ribs back to the original position while the diaphragm is
also raised back.
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All these movements, and subjects position can be determined by 3D ac-
celerometers. Acceleration is caused by a net force and is decomposed along
three axes. The accelerations are decompositions of the actual acceleration and
the gravitational acceleration. As we know, when the sensor is static, the total
acceleration of the sensor is due to the gravitational accelerations, this allows
to determine the position of the body. Finally, knowing the position and ac-
tual acceleration, it is possible to detect signal patterns in normal conditions or
respiratory effort.

Therefore, we proposed to detect anomalies in the values of the acceleration
measured with two sensors, placed on the thorax and the abdomen, in order to
detect episodes of apnea.

2.2 Human Movement Analysis

The analysis of human movements through triaxial accelerometers is well doc-
umented in the literature. The main part of the studies are devoted to human
activity recognition using different techniques: Support Vector Machines and a
specific set of sensors [7,8], using the accelerometer included in many smart-
phones [9], Hierarchical Hidden Markov [10], Fuzzy Basic Function [11], Genetic
Fuzzy Finite State Machine (GFFSM) [12,13], Symbolic Aggregate ApproXi-
mation (SAX) [14], Kohonen Self-Organizing Maps (SOM) [15] and wrapper
GFFSM [16]. Moreover, the accelerometers have also been used for stress detec-
tion systems [17], as well as other illnesses onsets [18,19].

One of the main problems when dealing with accelerometers is the wide variety
of transformations that can be applied to each of the acceleration components
or to the aggregated signal as well. Each of the transformations is suitable for
detecting a specific type of changes in the signal, and the ideal scenario is to
choose the most satisfactory combinations of transformations for each problem.

Furthermore, pattern matching is always related with signal processing; thus a
time series (TS) representation and a distance measurement are always needed.
There are several studies in the literature concerning with these topics; choosing
the most suitable TS representation and distance measurement is also a challenge
when solving a real world problem. For the purposes of this study, a sliding win-
dow of size 120 samples without overlapping has been use; therefore, the distance
measurement should be chosen. This topic will be analyze in Subsection 2.4.

2.3 Input Space Feature

Using triaxial accelerometers induces that themeasurement obtained from the sen-
sors accx, accy and accz, for the sake of the length of the paper, the transformations
do not include a reference to the original contributions; interested readers can find
all of them in a previous study [16], also use the feature Module.

Module =
√
(accx)2 + (accy)2 + (accz)2 . (1)
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2.4 Time Series Distance Measurements

When sliding windows of the raw data are used for TS representation, the
most common distance measurements for matching patterns includes the fol-
lowing ones. Let A and B be 2D time-series with sizes m and n, respectively,
where A = ((ax,1, ay,1), . . . , (ax,n, ay,n)) and B = ((bx,1, by,1), . . . , (bx,m, by,m)),
dist(ai, bi) = (ax,i − bx,i)

2 + (ay,i − by,i)
2 and Rest(A) = (ax,2, ay,2), . . . , (ax,n,

ay,n).

1. Euclidean distance. Typically some variation or extension of Euclidean is
used. Euclidean is only defined for sequences of the same length [20].

Euclidean(A,B) =

√√√√ n∑
i=1

dist(ai, bi) . (2)

2. Dynamic Time Warping (DTW) can successfully recognize sequences with
noise and most importantly can recognize sequences contained within a
longer sequence. DTW provides an elastic matching two sequences of time
series by minimizing the distance between the two cumulative sequences
[21,22,20].

DTW (A,B) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0 ifm = n = 0
inf ifm = 0 or n = 0
dist(a1, b1)+
min{DTW (Rest(A), Rest(B)),
DTW (Rest(A), B), otherwise .
DTW (A,Rest(B))}

(3)

3. Continuous Dynamic Time Warping (CDTW) is the continuous counter-part
of DTW [23].

4. Longest Common Subsequences (LCSS) has been applied with sensor failures
and disturbance signals [20,24]. Constant ε is the matching threshold in
space.

LCSS(A,B)

⎧⎪⎪⎨⎪⎪⎩
0 ifm = 0 or n = 0
LCSS(Rest(A), Rest(B)) + 1 if | ax,1 − bx,1 |≤ ε

& | ay,1 − by,1 |≤ ε
max {LCSS(Rest(A), B), LCSS(A,Rest(B)))} other .

(4)

5. Edit Distance on Real sequences (EDR) is robust and accurate in measuring
the similarity between two trajectories [20], where subcost=0 ifmatch(a1, b1)
= true and subcost=1 otherwise.
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EDR(A,B) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
n ifm = 0
m if n = 0
min{EDR(Rest(A), Rest(B)) + subcost,
EDR(Rest(A), B) + 1, otherwise .
EDR(A,Rest(B)) + 1}

(5)

6. Edit distance with Real Penalty (ERP) can be used to measured the simi-
larity between trajectories with local shift, are sensitive to noise [20].

ERP (A,B) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∑n
1 dist(bi, g) ifm = 0∑m
1 dist(ai, g) if n = 0

min{ERP (Rest(A), Rest(B)) + dist(ti, bi),
ERP (Rest(A), B) + dist(ai, g), otherwise .
ERP (A,Rest(B)) + dist(bi, g)}

(6)
7. Online Smith-Waterman (OSW) can locate and accurately quantify embed-

ded activities within a windowed sequence [21]. Where d(ai, bi) = (ax,i −
bx,i)

2 + (ay,i − by,i), θ = 1.0, α = 1 and γ = 1.

SW (A,B) =

⎧⎪⎪⎨⎪⎪⎩
0 ifm = 0 or n = 0
max{SW (Rest(A), Rest(B)) + s(A,B),
SW (Rest(A), B)− γ, otherwise .
SW (A,Rest(B))− γ , 0}

(7)

s(A,B) =

{
α d(A,B) < θ
−d(A,B) d(A,B) ≥ θ

(8)

8. Dissimilarity Metric (DISSIM) for the measurement of the spatiotemporal
dissimilarity between two trajectories [25].

DISSIM(A,B) =

∫ in

i1

EuclideanA,B(i) di . (9)

9. Lp Norms. Only one index structure is needed for all Lp norms, is faster
than DTW [26].

Lp(A− B) =

(
n∑

i=1

| ai − bi |p
) 1

p

. (10)

It is called Manhattan norm when p = 1, and the Euclidean norm when
p = 2.

10. SpADe can be applied to both full sequence and subsequence matching.
SpADe is a robust measure of distances between shape-based time series as it
is not sensitive to shifting and scaling in temporal and amplitude dimensions
of streaming time series [27].
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3 Experimentation and Results

3.1 Experiment Setup

For this study a pair of belts have been developed. Each of the belts include
a data collection devices with a sampling frequency of 16 Hz. Each device is
a micro-controler unit with wireless capabilities integrated in a board with a
triaxial accelerometer [28]. Consequently, for each sample a set of three values
is obtained: the three components of the total acceleration {ai,j}.

Two middle aged volunteers, a male and a female, have been enrolled in the
study, which has been carried out in the sleep laboratory. The male subject suf-
fers from several apneas during each monitored cycle, while the female presents
an apnea-free profile. For the essay, the belts with the accelerometers were placed
on the thorax and on the abdomen. Furthermore, the sensory for a conventional
PSG was placed. Both the acceleration measurements and the PSG were carried
out, this latter for evaluating and validating the acceleration discoveries. The
data gathered from the subjects sleeping periods were monitored and stored.
For each case, about 478.000 samples were registered. Due to the high computa-
tional cost, only the two most promising distance metrics among all the proposed
ones have been used in this study: Euclidean and DTW.

Fig.1 depicts the pattern of breathing recovery in one specific position called
decubito supino. This pattern has been codified by a PSG and one sleep medicine
physician expert. The accelerometers were situated on abdomen, -upper figure-
and thorax -figure below-. In this figure the x-axis represents the number of
samples, while the y-axis represents the module.

Fig. 1. Pattern of breathing recovery during a decubito supino position

3.2 Discussion of the Results

The first aim of this preliminary study has being to select the best combination
between feature and distance algorithm in order to detect apnea episodes, but for
that a total of 190 features have been used with Euclidean and DTW distances
for analysing the data set. In all the cases, the sliding window size was fixed to
120 samples without overlapping. In this preliminary study the apneas to detect
are accomplished for the decubito supino position.

In order to detect a situation of breathing recovery, we measure the distance
between the apnea pattern and the current window using DTW and Euclidean.
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Fig. 2. Results of both distances for the several remarkable features, data gathered
from the sensor placed on the thorax. The left part are patterns analyzed with the
Euclidean distance, while on the right part the DTW was used instead.

If the distance is small than a threshold then it is a situation of breathing recov-
ery. The breathing recovery pattern within a certain time interval is identified
both by a PSG and one sleep medicine physician expert.

The results obtained for the male data from the sensor placed on the thorax
for the Euclidean and DTW distance measurements for some of the features men-
tioned in the section 2.3 are shown in Fig.2. In this figure, the x-axis represents
the number of samples, while the y-axis represents the distance magnitudes.

As can be seen, the scale varies from figure to figure so that the most interest-
ing values (those closer to 0) can be displayed with higher detail, and the apnea
episodes appear on x-axis positions 2300, 4000, 4400 and 8000. Clearly, the ca-
pabilities of certain set of features for discriminating an apnea pattern from that
of the post-apnea are very limited or even negligible. However, some of them,
the module, signal magnitude area and amount of movement among them, can
be used for this detection task as they correctly detect the 4 different apneas
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Fig. 3. Evolution of the distances of the module of the acceleration for a subject suffer-
ing apnea onsets. The data has been gathered from the sensors placed on the thorax.
The Euclidean and DTW distances are depicted in the upper and lower part. The
distance is calculated between the corresponding window and the pattern of an apnea
episode.

episodes shown in the figure. The better detection is obtained for the acceleration
module, which is calculated with the 3 components of the acceleration.

Fig.3 depicts the comparison of both distance methods for the module for the
sensor placed on the thorax. The Euclidean and the DTW distances correctly
detected all of the 4 apneas episodes for the male, but the Euclidean distance
is also capable of discriminating between 2 false positive cases. We have found
an upper bound for each of the distances in order to determine whether or
not the subject is suffering an apnea: if the Euclidean (DTW) distance value
is higher than 2.05 (3.8) then the current window corresponds with a normal
sleeping scenario. With the same upper bound for both methods of distances,
we determine that the female was having a normal sleeping scenario.

The DTW distance renders more effective apnea episode recognition than the
Euclidean distance, hence only DTW distance is used on the second patient. As
you can be seen in Fig.4 the DTW correctly detected that the patient female
not suffer any apnea during this period of time.

Besides, neither the Euclidean distance nor the DTW distance are capable of
differentiating between apneas and movements due to changes of position while
sleeping. In the Fig.3, the first detection is a mistake due to the fact that in
this moment is when the position change is produced. This is, the position of
this patient before and after of decubito supino is a lateral decubitus position.
In Fig.5 it can be seen how the gravity affects the accelerometers output, hence
the orientation of the sensor with the gravitational acceleration can be known
and we can therefore know which is the patient position. So, the orientation
of the accelerometer will be different in the case of decubito supino or lateral
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Fig. 4. Evolution of the distances of the module of the acceleration for a health subject
wrt the pattern of an apnea onset. The data has been gathered from the sensors placed
on the thorax. The Euclidean and DTW distances are depicted in the upper and lower
part.

Fig. 5. The difference in the acceleration components according to the subject posture.
Output response vs. orientation to gravity.

decubitus, where the Z axis will be close to -1, or the Y axis will be close to ±1,
respectively. The figure on the right the perfect lying position is depicted, where
Z axis is 1 or -1 for a decubito supino or a decubito prono position, respectively.

Thus, determining both the current posture and the changes in the current
posture is very interesting. However, using an accelerometer to find out the pos-
ture might introduce some fuzzyness in the position: the subject will rarely be in
exactly perpendicular position with respect the bed and, even in this case, the
sensors will surely be in a slightly different position that might introduce uncer-
tainty. This is an intersting topic to study, introducing some decision support or
alternative reasoning [29,30].

4 Conclusions and Future Research Lines

The fact that this study on an apnea detection method is a preliminary study
was given by the restrictions imposed by the reduced number of patients, the
use of only two distance metrics and the lack of clincal profiles available. The
main objective of this study is to choose the best combination of features and
distance algorithms. For these purpose several features obtained by means of
transformations of the acceleration in a tri-axial accelerometer have been anal-
ysed. Besides, two different distance algorithms are used for detection the data
set from an initial pattern of apnea. Finally, the results from the method pre-
sented are validated by an expert using Polysomnography by one expert.
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From the obtained results some conclusions are drawn. Clearly, the use of
accelerometers and simple distance measurements might allow to detect apneas,
which can eventually reduce the cost for the evaluation of apneas in a sleep lab-
oratory. However, a automatized feature selection method is needed for choosing
the most suitable feature. Also, different TS representations should be tested
as well as more distances should be analyzed. In order to obtain a generalized
behavior, data from many different subjects should be also gathered. Moreover,
the analysis should be extended to all the possible sleeping positions -including
the hybrid positions, where the subject is not clearly decubito promo or in lateral
decubito position, for instance-. Several distance metrics, with higher computa-
tional cost should also be included. All of these topics are included as future
work of this research.

Acknowledgments. This research has been funded by the Spanish Ministry of
Science and Innovation, under project TIN2011-24302, Fundación Universidad
de Oviedo project FUO-EM-340-13, and has been supported through the SACYL
2013 GRS/822/A/13.

References
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ralf, A., Masa, J.F., Parra, O., Alonso-Álvarez, M.L., Santos., J.T.: Normativa so-
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Abstract. Nowadays, batteries have two main purposes: to enable mo-
bility and to buffer intermitent power generation facilities. Due to their
electromechaminal nature, several tests are made to check battery per-
formance, and it is very helpful to know a priori how it works in each
case. Batteries, in general terms, have a complex behavior. This study
describes a hybrid intelligent model aimed to predict the State Of Charge
of a LFP (Lithium Iron Phosphate - LiFePO4) power cell type, deploying
the results of a Capacity Confirmation Test of a battery. A large set of
operating points is obtained from a real system to create the dataset for
the operation range of the power cell. Clusters of the different behavior
zones have been obtained to achieve the final solution. Several simple
regression methods have been carried out for each cluster. Polynomial
Regression, Artificial Neural Networks and Ensemble Regression were the
combined techniques to develop the hybrid intelligent model proposed.
The novel model allows achieving good results in all the operating range.

Keywords: Power cell, battery, clustering, neural networks.

1 Introduction

The variation of the energy production at renewable energy installations like
wind farms, the necessity of finding a substitute for fossil fuels in vehicles or to
supply energy to portable devices, are several reasons for which electric energy
storage is one of the trending solutions [1].

At present, there are some researches with the aim of improving energy stor-
age. For instance, Smart Grid is a good example where energy store systems are
employed to face intermittent renewable generations [2], such as wind or solar
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power production. In this way, portable devices require higher autonomy and
lower weight with the purpose of improving people’s quality of life [3].

In other terms, the current development of electric vehicles possesses the prob-
lem of storing energy, despite the fact that electric powertrains are more efficient
than internal combustion engines [4]. Among the different energy storage tech-
nologies, this paper is focused on one of these technologies, the battery storage
systems, specifically LFP (Lithium Iron Phosphate - LiFePO4) power cell type.
Due to the relevance of this types of batteries, modeling them is really important,
especially its behavior and its ageing prediction, as charging and discharging cy-
cles reduce cell efficiency [5].

The classic regressionmodels are based onMultiple RegressionAnalysis (MRA)
methods [6]. MRA-based methods are useful due to their applications in different
subjects [7,8]; the first cite shows a model for cost prediction in the early state
of projects, the second one proposes a method to evaluate suppliers performance.
The main problem of these methods is their limitations in certain cases. For in-
stances in [6] and [9] the common trouble is its non linearity and the different
ways followed to solve themwith aproaches based onMRA techniques. Regression
techniques based on Soft Computing could avoid some of the problems mentioned
above. Several works have been developed with this goal. In [10] the prediction
state of a model predictive control system is carried out by meta-classifiers. By
combining multi regression analysis and artificial neural networks an optimizing
overbreak prediction is made in [11]. In [12] failure detection and prediction in
wind turbines is achieved by using intelligent techniques.

Despite the new methods to solve regression problems, there are cases where
it is not possible to achieve a good performance of the model, for instances due
to the high non-linearity of the system. Clustering could be a complementary
solution as a previous step to apply regression to the dataset [13]. K-means
clustering algorithms are often employed with this purpose [14,15]. With this
method, all the dataset is divided into subsets (clusters), depending on the fea-
tures of the input data. Then, regression is made over each cluster. Previous
works like [16,17] used similar techniques to solve other physical systems.

This study implements a hybrid model to predict several parameters in one
specific test of batteries. To develop the model, K-means clustering algorithm
was used to make groups of data with the same behavior. Then, three different
regression techniques were tested for each group to choose the best one based
on the lowest mean squared error achieved.

This paper is organized in the following way. After this introduction, the case
of study section describes the employed test and how the dataset was obtained.
Then, the model approach and the tested algorithms taken into account in the
research are presented. The results section shows the best configuration achieved
by the hybrid model. After the results, the conclusions and future works are
presented.
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2 Case of Study

The model has been obtained to study the behavior of a LFP power cell type, by
detecting its State Of Charge (SOC). The scheme of the practical implementation
to carry out the test is shown on figure 1.

Fig. 1. Scheme of the capacity confirmation test

In the next subsections the test and the battery device are explained in detail.

2.1 The Battery

A battery is a device capable of storing electricity within a electrochemical
medium and reconverting it to electrical energy by electrochemical reactions
[1]. The operating principle is based on a redox reaction by reducing the cations
at the cathode and oxiding the anions at the anode, during the discharge, and
in the other way during the charge [1]. This cycle can be repeated for a certain
number of times, after that capacity decreases to anymore usable levels [18].

Lithium-ion (Li-ion) cells are one type of rechargeable batteries that have
traditionally been used to power consumer electronic devices, and more recently
for electric vehicles [19]. These cells are characterized for their light weight and
high energy densities [1], they also have no memory effect, long life cycle and a
low selfdischarge [19,18].

2.2 Capacity Confirmation of the Battery Test

The developed test measures the device capacity in ampere-hour at a constant
current [20]. The first step is to charge the cell to its maximum SOC. After that,
the battery is discharged at constant current up to the discharge voltage limit
specified by the manufacturer [20]. Once the cell is recharged to its maximum
capacity, the battery capacity and the SOC are calculated at each moment.

The test was done with a battery tester that can charge and discharge the
cells at constant current, and it is able to measure different parameters. These
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parameters are the voltage provided by the battery, the current flowing to and
from the battery, its temperature and the time, while the test is running.

The test scheme is shown on figure 1. On it, it is possible to see different
components like a voltmeter (V), an amperemeter (A), and two temperature
sensors (T1 & T2) to measure the temperature value at two different places.
Also, there is a current source that provides and absorbs the flowing current
(i(t)).

The cell used during this test was the LiFeBATT X-1P [21]. This power cell is
a Lithium Iron Phosphate - LiFePO4, whose nominal capacity is 8000mAh and
its nominal voltage 3.3V . During the test (shown in figure 2), the next steps are
carried out:

– (1) Charge: where the voltage increases from 3V to 3.65V .
– (2) Rest after a charging process: where the voltage decreases up to the

nominal value of 3.3V .
– (3) Discharge: where the voltage decrease from 3.3V to 2V .
– (4) Rest after discharging process: where the voltage grows up to the value

of 3V , and then the cycle starts again.

Fig. 2. Voltage and current during one cycle test

The analysis of voltage progress for one entire cycle is shown at the top of
figure 2. The analysis of the current (bottom of figure 2) shows that the process
carried out was done at a constant value of current. The current is positive when
it flows from the source to the battery, and it is negative when it flows from the
battery to the source.
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Fig. 3. Energy balance and temperatures during one cycle test

With the value of current at each time it is possible to obtain the energy
provided or absorbed in ampere-hour. If this energy is represented (top of figure
3) it is possible to see how the battery SOC increases during the charging period
till 100% of charge. On the other hand, the SOC of the cell decreases till its
minimum value of 0% during the discharging process.

The measurement of temperatures are done with two sensors located at dif-
ferent places of the battery. These parameters vary cyclically depending on the
state of the battery (charge, discharge, rest after charge and rest after discharge)
and on its voltage. At the bottom of figure 3, it is possible to see the temperature
behavior for each operating region.

The dataset has been obtained by carrying out the mentioned test over the
power cell. The current and the voltage were registered to study the state of the
battery. The parameter SOC was calculated with the current and the time for
each test. Also two different temperatures were measured to detect malfunction
on the device, if the temperature is far from the predicted one. The data were
labeled during the test to know the corresponding state.

3 Model Approach

The scheme of the model approach is shown in figure 4. Taking into account the
power cell performance and the test made, it is possible to divide the dataset in
four operation ranges. Consequently, four clusters are created and, three regres-
sion models (one per output) are implemented for each one. As shown on the
figure 4, the global model has two inputs (current and voltage) and three outputs
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Fig. 4. Model approach

(SOC, T1 and T2). The cluster selector block connects the chosen models with
the output.

3.1 Techniques Used

The techniques tested in the study to achieve the best model are described below.

Data Clustering. The K-means Algorithm. Clustering is an unsupervised
technique of data grouping where similarity is measured [22,23]. Clustering al-
gorithms try to organize unlabeled feature vectors into clusters or groups, in
such a way that samples within a cluster are similar to each other [24]. K-means
algorithm is a commonly used partitional clustering algorithm with square-error
criterion, which minimizes error function shows in equation 1.

e =

C∑
k=1

∑
xεQk

‖x− ck‖2 (1)

The final clustering will depend on the initial cluster centroids and on the
value of K (number of clusters). Choosing K value is the most critical election
because it requires certain prior knowledge of the number of clusters present in
the data, which is highly doubtful. The K-means partitional clustering algorithm
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is computationally effective and works well if the data are close to its cluster,
and the cluster is hyperspherical in shape and well-separated in the hyperspace.

Polynomial Regression. Generally, a polynomial regression model [25] may
also be defined as a linear summation of basis functions. The number of basis
functions depends on the number of the model inputs, and the degree of the
polynomial used.

With a degree 1, the linear summation could be defined as the one shown in
equation 2. The model becomes more complex as the degree increases, equation
3 shows a second polynomial degree for the model.

F (x) = a0 + a1x1 + a2x2 (2)

F (x) = a0 + a1x1 + a2x2 + a3x1x2 + a4x
2
1 + a5x

2
2 (3)

Artificial Neural Networks (ANN): MultiLayer Perceptron (MLP). A
multilayer perceptron is a feedforward artificial neural network [25]. It is one
of the most typical ANNs due to its robustness and relatively simple structure.
However, the ANN architecture must be well selected to obtain good results.

The MLP is composed by one input layer, one or more hidden layers and
one output layer, all of them made of neurons and with pondered connections
between the neurons of each layer.

Ensemble Regression. The ensembles are a learning method usually employed
for classification tasks [26]. Furthermore, this technique can be used for regression
purposes with very satisfactory results when the dataset is large [27]. Regular-
ization is a process for choosing fewer weak learners for an ensemble with the
aim to increase predictive performance. Then it is possible to regularize regres-
sion ensembles. The method tries to find a set of weights αt that minimize the
expresion 4.

N∑
n=1

wng

((
T∑

t=1

αtht(xn)

)
, yn

)
+ λ

T∑
t=1

|αt| (4)

where,

– λ ≥ 0 is the regularization parameter.
– ht is a weak learner in the ensemble trained on N observations with predictors

xn, responses yn, and weights wn.
– g(f, y) = (f − y)2 is the square error.

3.2 Preprocessing the Dataset

The SOC of the battery should be from 0% to 100% and from 100% to 0%. In
order to achieve this fact, some incomplete cycles were discarded. Taken this
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Fig. 5. Dataset clusters

Table 1. Samples assigned to train and test the models

Cluster Training Testing Total

(1) - Charge 4376 2243 6619

(2) - Rest 727 362 1089

(3) - Discharge 4975 2476 7451

(4) - Rest 835 375 1210

Total 10913 5456 16369

fact into account, given that the whole data acquisition has twelve cycles, only
nine cycles were included to calculate the model. The data were recorded with
a sample time of one second, and with the explained discard, the dataset was
reduced from 18130 to 16369 samples.

The first technique applied to the dataset was clustering. To do that, K-means
algorithm was applied and four clusters were created. These groups represent the
different states of the cell test. In figure 5, it is possible to distinguish these four
clusters: blue data correspond to state (1), magenta to state (2), red to (3) and
green to (4).

All the dataset was divided in two parts to train and test the models. After
this separation, each data was clustered. Table 1 shows the different number of
samples for each cluster.

The three mentioned regression techniques were trained for the four clusters,
one by each output of the model. As an example, the figure 6 shows the tem-
perature in sensor 2. The four colors indicate the different clusters, as it was
mentioned above.

4 Results

The results of the clustering algorithm was compared with the real state asigned
during the test. Due to the fact that the dataset has the correct properties to
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Fig. 6. Temperature 2 vs. Battery voltage

Table 2. Best MSE for each regression algorithm

Variable Cycle state ANN-MLP MSE Polynomial MSE Ensemble MSE

Temperature 1 Charge (1) 0.0025 0.0413 0.0028

Temperature 1 Rest (2) 0.0862 0.0884 0.1023

Temperature 1 Discharge (3) 0.0344 0.0642 0.0361

Temperature 1 Rest (4) 0.0881 0.1270 0.1024

Temperature 2 Charge (1) 0.0056 0.0413 0.0059

Temperature 2 Rest (2) 0.0761 0.0782 0.0895

Temperature 2 Discharge (3) 0.0316 0.0577 0.0335

Temperature 2 Rest (4) 0.0940 0.1324 0.1098

Capacity Charge (1) 0.0329 13.7110 0.0516

Capacity Rest (2) 0.0016 0.0014 0.0016

Capacity Discharge (3) 0.2541 2.7005 0.2933

Capacity Rest (4) 0.0021 0.0019 0.0023

use K-Means, the clustering achieved was 100% of correct assignation. This fact
allows the model approach not to need to know the cycle state for the data.

14 different ANN-MLP were tested for each cluster, with a number of neurons
in the hidden layer from 2 to 15. In all cases, these neurons have a Tan-sigmoidal
transfer function, and the output layer neuron has a linear transfer function.

10 different polynomial regressions were tested for each cluster. For this tech-
nique, the degrees of the polynomial used were from degree 1 to degree 10.

The ensemble learning method used was ’LSBoost’, it was 5000 trained cycles
and a regression tree algorithm; one ensemble was training for each cluster.

All the models were compared by using the Mean Square Error (MSE) as the
efficiency measurement. The testing data are only used to calculate the MSE,
not for training any model.

In table 2 the lowest MSE achieved appears for each algorithm. Table 3 shows
the best regression technique and its configuration for each cluster. Even so, the
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Table 3. MSE for the best methods

Variable Cycle state Model MSE

Temperature 1 Charge (1) ANN-MLP, 5 neurons 0.0025

Temperature 1 Rest (2) ANN-MLP, 2 neurons 0.0862

Temperature 1 Discharge (3) ANN-MLP, 5 neurons 0.0344

Temperature 1 Rest (4) ANN-MLP, 3 neurons 0.0881

Temperature 2 Charge (1) ANN-MLP, 8 neurons 0.0056

Temperature 2 Rest (2) ANN-MLP, 2 neurons 0.0761

Temperature 2 Discharge (3) ANN-MLP, 5 neurons 0.0316

Temperature 2 Rest (4) ANN-MLP, 3 neurons 0.0940

Capacity Charge (1) ANN-MLP, 12 neurons 0.0329

Capacity Rest (2) Polynomial 1 0.0014

Capacity Discharge (3) ANN-MLP, 7 neurons 0.2541

Capacity Rest (4) Polynomial 1 0.0019

selection takes the computational cost into account when the MSE for different
techniques are close.

It is remarkable that the best MSE achieved without clustering the dataset
was, at least, twice worse than the worst result reached with the proposal. In
the capacity model, the average MSE with clustering is 0.0726, and without it
is over than 236.

5 Conclusions

Very good results have been obtained in general terms with the novel approach
proposed in this research. The average of the MSE is 0.0590 varying form 0.0014
and 0.2541 for the different variables depending of the cycle state. It is possible
to predict the value of the SOC in real time for the capacity confirmation of
the battery test. This model could be used to ensure a good power cell test, for
example, by detecting when a test provides wrong results.

The results achieved with the hybrid model increase the whole efficiency of
the approach because each model was trained only for a group of the dataset.
For the regression, the best approximation has been obtained with MLP in all
cases, with the exception of SOC prediction for Rest 2 and 4. For this two cases,
the best MSE is reached with Polynomial Regression.

In other terms, the cell temperature is a critical parameter that is so significant
of the device health. The temperatures in the battery were included into the
model to predict a deviation from the normal settings in the test. Thus, it is
possible to detect deviations in this sense, too.
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Abstract. In privacy preserving classification there are several differ-
ent types of classifiers with different parameters. We cannot point out
the best type of classifiers and its default parameters. We propose the
new solution in privacy preserving classification, namely a framework for
combinig classifiers trained over data with preserved privacy - the hier-
archical combining of classifiers. This solution enables a miner to obtain
better results than those achieved with single classifiers.

1 Introduction

Randomisation-based techniques1 give worse results than solutions without pri-
vacy. Furthermore, we cannot choose the best combination of reconstruction
algorithms2 for classification.

Due to many available combinations of reconstruction algorithms we used
meta-learning for classification in privacy preserving data mining [3]. The next
step in combining results of different classifiers is to create hierarchical classifiers
that combine information from different types of classifiers.

Hence, we proposed the new framework for hierarchical combining of clas-
sifiers in privacy preserving classification for centralised data distorted with
randomisation-based technique in this paper.

The remainder of this paper is organized as follows: Section 3 reviews the
randomisation-based methods used in privacy preserving data mining over cen-
tralised data. In Section 4, we describe the elements of the privacy preserving
classification algorithms which are important in the context of hierarchical com-
binig of classifiers. Then, in Section 5, we propose how to hierarchically combine
privacy preserving classifiers. The experimental results are highlighted in Section
6. Finally, in Section 7, we summarise the conclusions of our study and outline
future avenues to explore.

1 For details about randomisation-based technique for continuous and nominal at-
tributes see Section 3, [1], and [2].

2 Combination of reconstruction algorithms in this paper means always a pair of algo-
rithms for reconstruction of probability distribution, one for continuous attributes
and second for nominal attributes.
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2 Related Work

Privacy preserving classification covers various different approaches. As we con-
sider privacy incorporated by randomisation-based techniques for centralised
data, we mention only papers that are relevant to this scenario.

The first work that introduced privacy preserving classification task for (cen-
tralised) distorted data with privacy incorporated by means of the randomisation-
based technique was [1]. It proposed how to build a decision tree over continuous
data that was distorted by adding a noise (drawn from a given distribution). The
next proposal of the reconstruction algorithm, which was the extension of the
aforementioned one, was EM-based reconstruction algorithm. However, this al-
gorithm does not take into account nominal attributes either.

The algorithms for continuous and nominal attributes modified using randomi-
sation-based techniques was proposed in [2] and [4].

The eager approach to privacy preserving classification based on CAEP schema
has been presented in [5]. It discovers emerging patterns by finding frequent sets,
estimating their supports and selecting emerging patterns. To check the minimal
support condition the procedure of estimating an n-itemset support described in
[6] and the optimisation presented in [7] to reduce time complexity were used.

The lazy approach to privacy preserving classification has been proposed in [8].
The solution is based on DeEPs algorithm and applies probabilistic intersection
of distorted values in order to create binary data.

In [3], meta-learning for decision tree classfiers has been presented. The de-
scription of ensembles classifiers and other hybrid methods can be found in [9]
[10]. In this paper, we propose the solution for hierarchical combining of classi-
fiers.

3 Randomisation-Based Methods Review

In this section we present the randomisation-based methods (perturbation),
which are used to distort original values at random to incorporate a desired
level of privacy. In the scheme that we consider, only distorted values are stored
in a centralised database.

For nominal attributes we defined P matrix of retaining/changing values of
an attribute [2] to cover the most general case.

Definition 1. P is a matrix of retaining/changing values of a nominal attribute
of order k x k:

P =

⎛⎜⎜⎜⎝
a1,1 a1,2 a1,3 · · · a1,k
a2,1 a2,2 a2,3 · · · a2,k
...

...
...

. . .
...

ak,1 ak,2 ak,3 · · · ak,k

⎞⎟⎟⎟⎠ ,

where ar,p = Pr(vp → vr) is a probability that a value vp will be changed to a
value vr and the sum of all elements in each column is equal to 1.
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Values of a nominal attribute are distorted according to the probabilities from
P matrix.

There are three main methods of distorting continuous attributes which do not
assume any knowledge about values of attributes of other objects: the additive
perturbation method [1], the multiplicative perturbation [11], and the retention
replacement perturbation [12].

The additive perturbation method is also called value distortion method [1].
In this method a random value drawn from a given distribution, e.g., a uniform
or normal distribution, is added to an original value of an attribute. Only a
modified value is stored.

In themultiplicative perturbation an original value of an attribute is multiplied
by a random value drawn from a given distribution [11]. In order to distort
values of an object, the rotation perturbation [13], where the vector of values of
attributes for a given object is multiplied by a rotation matrix, can also be used.

In the retention replacement perturbation [12], an original value of an at-
tribute is kept with a probability p and with a probability 1 − p an original
value is replaced with an element selected from a replacing probability distribu-
tion function (pdf) g() on a domain of the attribute. The retention replacement
perturbation where the replacing pdf is a uniform pdf is called a uniform per-
turbation.

For all presented randomisation-based methods, the only information a miner
gets is a distorted database and parameters of the distorting method, e.g., for
the retention replacement the parameters are: p and g().

4 Sample Classifiers in Privacy Preserving Data Mining

We review the classifiers used in privacy preserving data mining that we use in
hierarchical combining of classfiers.

4.1 Decision Tree

In the process of building a decision tree in privacy preserving data mining, the
most important task, as in building a decision tree without preserving privacy, is
to find the best test for a given node of a tree. However, having chosen the best
test, we need to split training instances for a given node according to this test. In
privacy preserving classification this task is not trivial because training instances
are distorted. For more detail about building a decision tree over distorted data
please refer to [2].

4.2 Eager Privacy Preserving Classifier with Emerging Patterns,
ePPCwEP

In the eager learner schema in the ePPCwEP algorithm that we proposed in [5],
EPs are mined once from a training data set and then are used to calculate a
category for each test sample. The process of training the eager classifier based
on EPs consists of two steps:
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Algorithm 1. ePPCwEP, the eager Privacy Preserving Classifier with Emerging
Patterns

input: D // distorted training set (can contain binary, nominal and continuous
// attributes)

input: S // undistorted test set
input: minimumSupport
input: ρ // threshold for growth rate
// Training phase
// 1. Discovering EPs
transform all continuous and nominal attributes to binary attributes
partition D into Di, i = 1, ..., k subsets according to the class labels Ci

D′
i is the opponent subset to Di, D′

i = D \ Di, i = 1, ..., k
for (i = 1; i < k; i++) do begin

mine frequent sets with the estimated support greater than or equal to
minimumSupport using MMASK [7] from Di and D′

i

store supports of frequent sets
find EPs from D′

i to Di with growth rate greater than or equal to the ρ threshold

based on frequent sets
// 2. Calculating statistics
calculate the aggregate scores [5] for all training instances for class Ci

calculate the base score baseScore(Ci) [5] for class Ci

end
// Testing phase
for each test instance S ∈ S do begin
calculate aggregate and normalised score of S for each class Ci

assign to S the class Cj for which S has the largest normalised score
end

1. Discovering EPs.

2. Calculating statistics used for classification of test samples.

Having learned a classifier, a category for test samples is determined based
on the statistics calculated during the training phase.

The entire process of building the eager classifier with emerging patterns and
classifying a test set is shown in Algorithm 1. For more detail about the two
steps of the training phase and the testing process please refer to [5]. Due to
limited space, we discuss in this section only the most important to this paper
elements of the algorithm.

In order to use nominal attributes in the presented algorithm, these attributes
should be transformed into binary attributes and randomisation probabilities for
transformed attributes should be also calculated.

We transform a nominal attribute A with k possible values to k binary at-
tributes, A1 to Ak, in the following way: an attribute Ai has the value of 1 when
the attribute A is equal to the i-th value, otherwise the attribute Ai has the
value of 0. After the transformation, the probabilities of retaining the original
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values of attributes need to be calculated. Two approaches to the distortion and
probability calculation for nominal attributes are described in [5].

4.3 Lazy Privacy Preserving Classifier with Emerging Patterns,
lPPCwEP

The lPPCwEP algorithm that we proposed in [8] utilises the lazy approach to
classification and contains of three steps, which are repeated for each test sample:

1. Preparation of binary training data,
2. Discovery of emerging patterns,
3. Calculation of statistics and choice of a final category.

The entire process of classification of a test sample S is shown in Algorithm
2. For more detal please refer to [8]. Due to limited space, we present only the
most important for this paper parts of the algorithm.

In order to create binary training data, we need to calculate Pmatch probability
for each test sample and each attribute for each training sample.

Definition 2. Pmatch probability for a test sample S and an attribute X for a
training sample L is a probability that an original value of an attribute X for the
training sample L matches a value of an attribute X in the test sample S given
a value of a modified attribute Z for the training sample L, where the attribute
Z is obtained by distorting values of the original attribute X.

For those attributes and training samples with Pmatch probability greater then
a given threshold pthr

3, we assume 1 in the corresponding binary training data.
Otherwise, we assign 0.

For a continuous attribute, we define Pmatch probability in the following way:
let X be an original attribute and Z is a modified attribute. Let us assume that
the attribute Z is equal to the distorted value z for a given training sample L
and the value of the attribute X for a test sample S is equal to t.

To estimate Pmatch probability, a neighbourhood-based match with α param-
eter is used. Pmatch is the probability that an original value of the attribute X
for the training sample L belongs to the α-neighbourhood N(t, α) of t given that
the value of the distorted attribute Z is equal to z for the training sample L:

Pmatch(X ∈ N(t, α)|Z = z) = P (X ≥ t− α ∧X ≤ t+ α|Z = z). (1)

For more detail about calculation of Pmatch probabilities for continuous at-
tributes distorted with the additive perturbation and nominal attributes please
refer to [8].

4.4 Meta-learning in Privacy Preserving Classification

Meta-learning in privacy preserving classification builds several classifiers (in [3],
decision tree classifiers were used) and calculates a final category by voiting. For
more detail, please refer to [3].

3 Details about the method of choosing a threshold probability pthr can be found in
Section 6.
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Algorithm 2. lPPCwEP, the lazy Privacy Preserving Classifier with Emerging
Patterns

input: D // distorted training set (can contain binary, nominal and continuous
// attributes)

input: S // undistorted test sample
input: minimumSupport
input: ρ // threshold for growth rate
input: pthr // threshold for Pmatch probability
for (i = 1; i < k; i++) do begin // k is the number of classes
// Prepare binary training data
Di = {t ∈ D | t has the class label Ci}
D′

i = D \ Di // D′
i is the opponent subset to Di

// transform the set Di into the binary set Bi and D′
i into the binary set B′

i

for each set Di and D′
i do begin

for each attribute and training sample do begin
calculate Pmatch probability
assign 1 to a binary attribute in either Bi or B′

i if Pmatch probability is greater
than pthr

assign 0 otherwise
end

end
// Discover emerging patterns
mine frequent sets with the supports greater than or equal to minimumSupport
from Bi and B′

i, separately
store supports of frequent sets
find EPs from B′

i to Bi with the growth rate greater than or equal to the ρ
threshold based on frequent sets

calculate the value of compact summation, that is, the number of samples
which support at least one EP for a given class Ci

end
assign to the test sample S the class Cj for which S has the largest value of

compact summation

5 Hierarchical Combining of Classifiers

In privacy preserving classification there are many available classifiers. Combin-
ing results of different classifiers can improve the classification quality. Moreover,
there are groups of classfiers that are build on the similar basis. Thus, we want
to combine results from different groups and then apply other classifier to make
a decision based on results coming from different groups of classifiers. In order to
apply, for example the aforementioned scenario, we propose the general frame-
work of hierarchical combining classifiers in privacy preserving classification.

5.1 The Hierarchy

As in the end, we need a simple answer for a given sample, that is a category
that a given sample belongs to, thus we assume that classifiers are organised in
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C0

C1,1 C1,2 C1,3

C1 C2

C3,1 C3,2 C3,3

C1,3,1 C1,3,2 C1,3,3

C3

Fig. 1. The example hierarchy of classifiers

a tree. In the root of a tree, there is the last classifier that gives the final answer
based on answers from lower level classifiers.

The sample hierarchy of classifiers is presented in Figure 1. A classifier is
denoted as a rectangle. We define a classifier as an instance of a given type of
classification algorithm, e.g., an instance of a decision tree classifier with given
parameters, that is a given algorithm for nominal and continuous attributes
distribution reconstruction4. The classifier C0 is a root classifier, which gives a
final answer.

In Figure 1, on the third level we have 3 classifiers, C1, 3, 1;C1, 3, 2;C1, 3, 3.
These classifiers pass their results to a classifier C1, 3, which gives the result
of classification based on its children results. For instance, classifiers C1, 3, 1;
C1, 3, 2; C1, 3, 3 give the following results Y, Y,N (we assume binary classifica-
tion with Y and N classes). Based on that answers, the classifier C1, 3 gives the
answer Y . C1, 3 classifier could be a decision tree, Näıve Bayes or even the algo-
righm based on simple voiting. Classifiers C1, 1;C1, 2;C1, 3 constitute the next
subtree of classifiers that pass their results to a classifier C1. Another subtree
consists of C3, 1; C3, 2; C3, 3 classifiers. A classifier C3 gives answers based on
these classifiers’ results. The classifiers from the first level, namely C1;C2;C3
pass their results to the root classifier that gives the final answer.

4 For more details on algorithms for nominal and continuous attributes distribution
reconstruction please refer to [2] and [4].
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In the hierarchy, we distinguish two type of nodes: internal nodes and leaf
nodes. They differ in terms of possible training subsets. Leaf nodes are trained
only on set/subsets of a distorted training set. Internal nodes are trained on
classification results of children. The results of classification are not distorted.
Moreover, internal nodes, besides classification results of children, can be trained
on a set/subset of a training set also. In that case classification results of chilldren
classifiers being input attributes for a parent classifier are assigned not to be
distorted. The classifiers proposed in our previous works [2], [4], [5], [8] deal
with attributes with different levels of distortion, including attributes without
distortion, thus can be used in this scenario.

As an internal node may be trained only on children classification results,
which are not distorted, the algorithm based on either simple or weighted voiting
can be used as a classifier.

Meta-learning presented in [3] can be used as a classifier for both internal
and leaf node. In our solution we treat classifiers built by a meta-learner as
one classifier, e.g., C2. Thus, we do not assume that a training subset for a
given classifier, e.g., C1, 3, 1, can be drawn based on classification results of the
classifier C1, 3, 2.

6 Experimental Evaluation

This section presents the results of the experiments conducted according to the
proposed framework for hierarchical combination of classifiers.

All sets used in our tests can be downloaded from UCI Machine Learning
Repository [14]. We used the following sets: Australian, Breast, Diabetes, Wine,
chosen under the following conditions: at least one set should contain only contin-
uous attributes (e.g., Diabetes), at least one set should contain both continuous
and nominal attributes (e.g., Australian), and at least one of the sets should
have a class attribute with multiple values (Wine).

In all experiments, we distorted all attributes for a training data set except
for a class/target attribute. In order to count supports of itemsets in the eager
approach based on EPs, the modified estimation with reductionTreshold equal
to 3 (empirically chosen) was applied (for details about the estimation procedure
please refer to [7]). In order to determine base scores, 75% threshold was set for
the eager classifier based on EPs.

In the lazy classifier based on EPs, the reconstruction and calculation of the
probability Pmatch for nominal and continuous attributes were performed using
only samples with the same class as a training sample, because the empirical
results confirmed this was the better approach. Also based on empirical results,
we assumed α to be 0 in the interval-based neighbourhood (it means that only
an interval within which a value of a given attribute for a test sample lies is
treated as a neighbourhood). For nominal attributes, the probability threshold
pthr was set as equal to the probability that an original value would be retained.
For continuous attributes the probability threshold pthr was chosen arbitrarily.

As a decision tree, we used SPRINT [15] modified to incorporate privacy
according to [1,2].
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Table 1. The results of classification with the hierarchical combination of classifiers
(denoted as h10b), the lazy JEP classifier with the minimal support equal to 0.05, and
the decision tree (DT)

Set Alg. Priv. [%] Accuracy Sensitivity Specificity Precision F Time [s]

Australian h10b 100 0.8503 0.8388 0.8598 0.8328 0.8321 23.324
150 0.8417 0.8350 0.8465 0.8182 0.8227 31.489
200 0.7552 0.6758 0.8176 0.7574 0.7019 41.223

Australian lPPCwEP 100 0.7972 0.8235 0.7758 0.7542 0.7807 7.094
150 0.7797 0.8838 0.6962 0.7086 0.7810 6.401
200 0.6925 0.8021 0.6036 0.6279 0.6947 4.060

Australian DT 100 0.8160 0.7866 0.8397 0.8017 0.7902 0.088
150 0.7702 0.7258 0.8050 0.7537 0.7340 0.100
200 0.6147 0.4678 0.7328 0.5940 0.5117 0.141

Breast h10b 100 0.9369 0.8779 0.9708 0.9548 0.9122 12.731
150 0.9444 0.9103 0.9624 0.9397 0.9223 13.719
200 0.9390 0.8779 0.9735 0.9603 0.9144 14.292

Breast lPPCwEP 100 0.9385 0.8879 0.9647 0.9396 0.9109 0.610
150 0.8918 0.7422 0.9691 0.9442 0.8261 0.691
200 0.9389 0.9056 0.9512 0.9191 0.9094 0.690

Breast DT 100 0.9262 0.8552 0.9656 0.9416 0.8925 0.019
150 0.9258 0.8711 0.9545 0.9191 0.8891 0.015
200 0.9259 0.8550 0.9647 0.9405 0.8908 0.017

Diabetes h10b 100 0.7333 0.8594 0.4954 0.7581 0.8038 17.307
150 0.7201 0.8463 0.4832 0.7512 0.7935 19.280
200 0.7086 0.8525 0.4377 0.7367 0.7880 20.251

Diabetes lPPCwEP 100 0.6836 0.7152 0.6182 0.7819 0.7394 0.594
150 0.6121 0.5391 0.7459 0.8102 0.6285 0.613
200 0.6506 0.6998 0.5608 0.7574 0.7084 0.711

Diabetes DT 100 0.6951 0.8212 0.4591 0.7375 0.7742 0.048
150 0.6762 0.7783 0.4882 0.7382 0.7532 0.048
200 0.6787 0.8045 0.4477 0.7286 0.7606 0.046

Wine h10b 100 0.8196 0.9245 0.9314 0.6601 0.6190 6.626
150 0.8220 0.9254 0.9339 0.6329 0.5880 7.253
200 0.8307 0.9293 0.9354 0.6524 0.6146 7.940

Wine lPPCwEP 100 0.6598 0.8601 0.8716 0.5330 0.4593 0.120
150 0.5798 0.8251 0.8380 0.5903 0.4826 0.126
200 0.6152 0.8366 0.8523 0.5971 0.5029 0.138

Wine DT 100 0.7751 0.9080 0.9149 0.6323 0.5818 0.068
150 0.5396 0.8164 0.8365 0.6496 0.4823 0.042
200 0.5494 0.8196 0.8346 0.6586 0.5074 0.046
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In the experiments, accuracy, sensitivity, specificity, precision and F-measure
were calculated (for definitions please refer to [16]). To achieve more reliable
results, we applied 10-fold cross-validation [5] and calculated the average of 50
multiple runs.

Table 1 shows the accuracy, sensitivity, specificity, precision, and F-measure
(F) for the hierarchical combination of classifiers (denoted as h10b), the lazy
JEP classifier with the minimal support equal to 0.055, and the decision tree for
different privacy levels (Priv. [%]).

In order to define Range Privacy [3] we used in the experiments, we introduce
differential entropy [17].

Definition 3. Differential entropy of a random variable A is:
h(A) = −

∫
ΩA

fA(a) log2 fA(a)da,
where ΩA is a domain of a variable A and fA is a density function of a variable
A.

Definition 4. Privacy (level) inherent in a random variable A is:
Π(A) = 2h(A),

where h(A) is the differential entropy of variable A.

A random variable A distributed uniformly between 0 and a has privacy (level)
equal to a. For general random variable C, Π(C) denotes the length of the
interval over which a uniformly distributed random variable has the same privacy
as C.

n% Range Privacy for a random variable A means that we use a distorting
random variable Y with privacy measured according to the definition based on
differential entropy equal to n% of the domain range of values of the random
variable A, for instance, to achieve 100% level of privacy for a random variable
A with the range of its values equal to 10, a distorting random variable Y should
have privacy measure equal to 10 (e.g., for the uniform distribution, a random
variable distributed between −5 and 5 can be used).

The hierarchical combination of classifiers (denoted as h10b) consists of:

1. lPPCwEP classifier
2. 8 decision trees combined by a simple voter classifier: 4 (combinations of

nominal and continuous attributes distribution reconstruction algorithms6)
* 2 (types of reconstruction - Local, ByClass7)

3. set of classifiers built according to meta-learning approach with the following
number of classifiers: 5 * 2 (bagging, boosting [3]) * 2 (types of reconstruction
- Local, ByClass) * 4 (combinations of nominal and continuous attributes
distribution reconstruction algorithms)

4. ePPCwEP classifier

5 We have not presented the results of ePPCwEP algorithm as they were worse than
the results of lPPCwEP algorithm.

6 For more information on nominal and continuous attributes distribution reconstruc-
tion algorithms please refer to [2] and [4].

7 For details about reconstruction types please refer to [1].
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The above classifiers were combined by the simple voter.
We empirically have chosen the following parameters to obtain the best ac-

curacy of classification. Thus, for the lazy approach, the JEP classifier with the
minimal support equal to 0.05 was used and for the eager EP classifier the fol-
lowing parameters were applied: the minimal support threshold equal to 0.2 and
the minimal growth rate equal to 2. For the eager approach to classification, con-
tinuous attributes were discretised after distortion into 5 bins with equal number
of samples.

Comparing the results of the hierarchical combination of classifiers with
lPPCwEP and decision tree classifiers (Table 1) we can notice that the hierarchi-
cal combination achieved better results for F-measure for all cases. For accuracy,
thehierarchical combinationperformedbetter butone case,Breast for privacy level
equal to 100%.However, the difference is less than 0.5%. Considering precision and
specificity for the cases where the hierarchical combination performed worse than
the remaining classifier(s), the significant differences are for Diabetes. Neverthe-
less, sensitivity (also called recall) is so high that F-measure is the highest for the
hierarchical combination. For sensitivity, the hierarchical combination performed
worse 4 times, twice forAustralian and twice forBreast. Though, precision for these
cases is so high that F-measure is the highest for the hierarchical combination.

The time of training and testing for the hierarchical combination is the highest
because we train more classifiers. Although, the time is higher, the significant
overhead is in the training phase. The process of classification takes also longer,
nonetheless it is significantly smaller then time of training and does not have
such the influence in real applications.

7 Conclusions and Future Work

In this paper, we proposed the new framework for hierarchical combining of
classifiers in privacy preserving classification. The proposed hierarchical com-
bination of classifiers framework for privacy preserving classification enabled a
miner to combine information from different classifiers and achieve better results
than simple classifiers. We experimentally tested the proposed framework and
showed that the hierarchical combination of classifiers can perform better than
separate classifiers.

In future works, we plan to use also distorted training subset for internal
classifiers and check different than voters ans decision tree classifiers for internal
nodes. Moreover, we plan to parallelise the process of training and classifying in
order to reduce time complexity of the presented solution.
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Skowron, A. (eds.) RSEISP 2007. LNCS (LNAI), vol. 4585, pp. 465–474. Springer,
Heidelberg (2007)

8. Andruszkiewicz, P.: Lazy approach to privacy preserving classification with emerg-
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Abstract. In the context of data mining, classification rule discovering
is the task of designing accurate rule based systems that model the useful
knowledge that differentiate some data classes from others, and is present
in large data sets.

Iterated greedy search is a powerful metaheuristic, successfully applied
to different optimisation problems, which to our knowledge, has not pre-
viously been used for classification rule mining.

In this work, we analyse the convenience of using iterated greedy al-
gorithms for the design of rule classification systems. We present and
study different alternatives and compare the results with state-of-the-art
methodologies from the literature. The results show that iterated greedy
search may generate accurate rule classification systems with acceptable
interpretability levels.

Keywords: Classification rule mining, iterated greedy, interpretability.

1 Introduction

Data mining [1] involves the use of data analysis tools to discover useful knowl-
edge from large data sets. Classification is a form of data analysis that extracts
models describing important data classes by means of their properties. Classifi-
cation has been successfully applied to several fields such as medical diagnosis or
credit risk evaluation, among others, by means of several approaches of very dif-
ferent nature, for instance, artificial neural networks, support vector machines,
or instance-based techniques [2].

Rule-based systems [3] are a representation paradigm that models the knowl-
edge of a specific area of interest by means of sets of rules with an antecedent
and one consequent. When applied to classification problems, the antecedents of
the rules define some property relations, which are oftenly present in particular
sets of patterns, and the consequents emit predictions of the class they belong.
Comprehensibility is one of the benefits that rule-based systems possess and
have lately attracted the attention of the research community [4,5,6,7].
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Iterated greedy search (IG) is a simple yet effective metaheuristic that has
been successfully applied to different combinatorial problems [8,9,10,11,12]. IG
explores the solution search space by iterating over a greedy process applied to a
single solution and composed by two main phases: destruction and construction.
During the destruction phase, some solutions components are removed, pro-
ducing a partial solution. Afterwards, the construction phase applies a greedy
heuristic to complete this partial solution.

To our knowledge, IG has not previously been applied to the design of rule-
based classification systems. In this work, we are interested in analysing the
possibility and benefits of generating rule classification systems according to the
iterative IG framework. Consequently, we address it as a combinatorial prob-
lem where a solution represents a rule based system and undergoes through an
iterative process of destruction and construction.

The rest of this work is structured as follows. In Section 2, we address the
adaptation of the IG metaheuristic to the problem of generating good rule clas-
sification systems. In Section 3, we present several empirical studies aimed at:
1) analysing the influence of the parameters and settings associated with the
method that provide accurate rule classification systems, and 2) comparing the
resulting IG algorithm for classification rule mining (IG-RMiner) with other
prominent approaches from the literature in terms of accuracy and interpretabil-
ity. Finally, in Section 4, we discuss conclusions and future work.

2 An IG Model for Rule Mining

In this section, we describe our adaptation of the IG model for rule mining.
The main framework is presented in Section 2.1, and the alternatives for the
construction phase, in Section 2.2.

2.1 General Scheme of the IG for Rule Mining

Figure 1 depicts the outline of our IG metaheuristic for classification rule mining
(IG-RMiner). It starts from a single initial solution, a rule-based classification
system, generated from scratch by an heuristic construction procedure (steps 1-3;
Section 2.2). Afterwards, it iterates through a main loop in which first, a partial
solution Sd is obtained at the destruction phase (step 5), and second, a com-
plete candidate solution Sc is reconstructed by applying the same construction
procedure to Sd (step 6). A pruning phase is added to improve the constructed
solution, if possible (step 7). Before continuing with the next iteration, an ac-
ceptance criterion decides whether the solution returned by the pruning phase,
Sp, becomes the new current solution (step 11). The process iterates until some
termination conditions have been met (e.g. maximum number of iterations, or
maximum computation time allotted). The best solution, Sb, generated during
the iterative process is kept as the overall result.

The specific features of the IG-RMiner are:
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Input:
Greedy-construction(·): Greedy construction procedure

Acceptance-criterion(·,·): Acceptance criterion

Stop-condition: Stop condition

pd: Probability for removing conditions

Output: Sb: Best solution generated

1 Sd ← ∅;
2 S ← Greedy-construction(Sd);

3 Sb ← S;

4 while Stop-condition is not reached do
5 Sd ←destruction(S, pd);
6 Sc ← Greedy-construction(Sd);

7 Sp ← pruning(Sc);

8 if Sp is better than Sb then
9 Sb ← Sp;

10 end

11 S ← Acceptance-criterion(S, Sp);

12 end

13 return Sb;

Fig. 1. Pseudocode of the IG-RMiner model

– The method starts with an empty solution with one rule per class and no
conditions in their antecedents. When classifying a new pattern, conflicts are
resolved according to the rule with higher accuracy.

– The heuristic construction procedure intents to improve the quality of the
rules by appending new conditions, one by one, to their antecedents. Sec-
tion 2.2 specifies the analysed alternatives for selecting the rule to be im-
proved, the condition to be added, and the quality measure to be considered.
This phase iterates until there is not any other condition able to improve
the quality measure.

– The standard destruction mechanism of IG removes a percentage of random
components of the current solution. In our case, the destruction removes a
percentage of conditions from some rules, at random.

– The pruning phase revises the conditions in the antecedents of the rules
checking whether their individual extraction might improve the global ac-
curacy of the system. If this is the case, the revised condition is removed.
This situation may occur, for instance, when the construction phase has in-
cluded several conditions in the rules step by step, but the last included ones
interfere with some others previously inserted.

– Two acceptance criteria, commonly applied in standard IGs, have been stud-
ied in this work: replace if and only if the new solution is better than the
current one (RB - replace if better) [13], and replace always (RA) [9,14,15].
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This latter produces higher diversification in the search process carried out
by the algorithm.

– The rule based system that is returned at the end is the one with the highest
percentage of correctly classified patterns.

2.2 Construction Phase

Given a partial solution, i.e., a rule system, with some conditions in the an-
tecedents of its rules, this phase intends to improve the quality of the system
and/or its rules by iteratively appending new conditions, until no condition pro-
ducing an improvement is found. To carry out this goal, we have identified three
task to be addressed, and analysed different strategies for each one:

Selection of the rule to be improved: We have studied the performance gained
when the algorithm tries to optimise either the rule with the lowest accuracy
(LAR - lowest accuracy rule) or a randomly selected one (RR - random rule).

Selection of the condition to be inserted: Once the rule has been selected, the set
of compatible conditions (those that do not contradict the current antecedent of
the rule) is examined. The grammar in Figure 2 specifies the possible conditions
to be generated. Then, two strategies are analysed:

– Best improvement (BI): This strategy appends the condition that yields the
best improvement in the rule, if this condition exists.

– First improvement (FI): This strategy scans through the compatible condi-
tions, in a random order, and chooses the first one that improves the quality
of the rule, if this condition exists.

Evaluation of the quality improvement: We have studied three quality criteria to
evaluate whether the insertion of one condition in the antecedent of the selected
rule is or is not favourable (only one at a time):

〈S〉 → 〈condition〉
〈condition〉 → 〈op num〉〈var num〉〈value〉
〈condition〉 → 〈op nom〉〈var cat〉〈value〉
〈op num〉 →≤ | ≥
〈op cat〉 →= | �=
〈var num〉 → Any valid numerical attribute in data set

〈var cat〉 → Any valid categorical attribute in data set

〈value〉 → Any valid corresponding value

Fig. 2. Grammar used to create single attribute-value conditions
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– Global accuracy Improvement with penalisation for errors (GI): This mea-
sure is defined as the percentage of correctly classified patterns minus the
percentage of incorrectly classified ones. Initial experiments reported poor
results if only the percentage of correctly classified patterns was evaluated,
so this correction was analysed in the study. According to this criterion, new
accepted conditions necessarily result in an accuracy improvement of the rule
classification system, and no condition that reduced the global accuracy, with
regard to the current state, would be inserted.

– Rule accuracy Improvement (RI): Rule accuracy is defined as the percent-
age of patterns correctly classified by the rule, i.e., those covered by its
antecedent that belong to the predicted class (true positives - TP) and those
not covered that belong to a different class (true negatives - TN) (Equa-
tion 1; NP is the number of patterns). This metric is the common accuracy
measure for binary classification [16,17]. According to this, new conditions
result in an accuracy improvement of the rule, but not necessarily of the
global system. Even though, the iterative alternation between construction
and destruction phases of IG, with the intention of getting accurate rules,
might produce more accurate systems. That is the reason why this criterion
is studied.

– Sensitivity-Specificity Multiplication (SS): Given a binary classifier (for in-
stance, one rule of our system), its sensitivity is defined as the percentage of
correctly classified positive patterns (Equation 2); and its specificity is the
percentage of correctly classified negative patterns (Equation 3). Both mea-
sures should be maximised. Then, the quality of the condition to be inserted
is evaluated as the improvement on the multiplication of both metrics, as it
is done in other works [4,18].

Rule accuracy =
TP + TN

NP
(1)

Sensitivity =
TP

TP + FN
(2)

Specifity =
TN

TN + FP
(3)

Therefore, up to 12 combinations of decision strategies for the construction
phase, shown in Table 1, are analysed in this work. For instance, the combination
referred to by RR-FI-RI accepts the first condition that appended to a randomly
chosen rule, improves the accuracy of that rule.

3 Experiments

We have implemented the different IG-RMiner versions in Weka [19] and per-
formed experiments on an Intel Core i7-930 quad-core 2.80GHz computer with
12GB RAM (only one thread per run). Table 2 shows the characteristics of the
used 22 datasets from the UCI [20].



590 J.A. Pedraza et al.

Table 1. Construction strategies combinations

Quality evaluation
GI RI SS

Rule LAR BI 1. LAR-BI-GI 2. LAR-BI-RI 3. LAR-BI-SS
/ FI 4. LAR-FI-GI 5. LAR-FI-RI 6. LAR-FI-SS

Condition RR BI 7. RR-BI-GI 8. RR-BI-RI 9. RR-BI-SS
FI 10. RR-FI-GI 11. RR-FI-RI 12. RR-FI-SS

Table 2. Used datasets

Name # Patterns # Attributes #Classes
1.Australian 690 14 2
2.Balance-scale 625 4 3
3.Breast-cancer 286 9 2
4.Bupa 345 6 2
5.Car 1728 6 4
6.Chess 3196 36 2
7.Contraceptive 1473 9 3
8.Dermatology 366 34 6
9.Flare 2 1066 11 6
10.German 1000 20 2
11.Haberman 306 3 2
12.Ionosphere 351 33 2
13.Iris 150 4 3
14.Lymph 148 18 4
15.Page-blocks 5472 10 5
16.Segment-challenge 2310 19 7
17.Sonar 208 60 2
18.Tae 151 5 3
19.Thyroid 7200 21 3
20.Tic-tac-toe 958 9 2
21.Vehicle 846 18 4
22.Zoo 101 16 7

Non-parametric tests have been used to compare the results of different algo-
rithms or instances [21]. Specifically, we have considered two alternative methods
to analyse the experimental results:

– Iman and Davenport’s test [22] and Holm’s method [23] as a post hoc pro-
cedure. The first test is used to see whether there are significant statistical
differences among the results of a certain group of classifiers. If differences
are detected, then, Holm’s test is employed to compare the best classifier
(control classifier) with the remaining ones.

– Wilcoxon matched-pairs signed-ranks test [24], which compares the results
of two algorithms directly.

In Section 3.1, we address the setting and election of the parameters and
decision strategies of IG-RMiner that result in better classifiers. In Section 3.2,
we compare the characteristics of the best IG-RMiner instance with regards to
state-of-the-art classification techniques.
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3.1 Parameter Tuning

Here, we intend to find the combinations, under a full factory design, of accep-
tance criteria ({RB,RA}), construction components combination (Table 1), and
percentage of destructed conditions (pd ∈ {10%, 25%, 50%}) of IG-RMiner, that
capacitate it to generate classifiers with high accuracy. The algorithm instances
are tested using 5-fold cross-validation on the data sets aforementioned with
5, 50 and 120 seconds as stop conditions for data sets with less than 10, 30,
or more attributes, respectively (which are values comparable to those of some
algorithms in the following section).

Table 3 shows the mean accuracy levels reached by the best ten IG-RMiner
instances (out of 72) on 5 independent runs and all the data sets, together with
their mean ranking values. Though Holm’s procedure did not find significant
differences between the best ranked variant and many others, we observe some
commonalities among the best instances:

Table 3. Avg. accuracy, mean ranking and Holm’s test on the IG-RMiner variants

IG-RMiner instance Accuracy Ranking

IG-RMiner(50%,RR-BI-SS,RA) 78.2309 11.2500
IG-RMiner(50%,RR-FI-RI,RA) 77.6537 12.1818
IG-RMiner(50%,RR-FI-SS,RA) 77.7715 12.7500
IG-RMiner(50%,RR-BI-RI,RA) 76.9077 15.5455
IG-RMiner(25%,RR-BI-SS,RA) 76.1675 16.8864
IG-RMiner(25%,RR-FI-SS,RA) 76.2823 17.5455
IG-RMiner(25%,RR-FI-RI,RA) 75.9686 18.1136
IG-RMiner(50%,LAR-FI-SS,RA) 72.4367 19.1591
IG-RMiner(50%,LAR-FI-RI,RA) 71.4831 20.4773
IG-RMiner(25%,LAR-FI-SS,RA) 73.0086 20.5000

· · · · · · · · ·

– All the best variants iterate always from the most recent solution, replacing
always the current solution (RA), instead of from the best one.

– Seven variants, the best ranked ones, select a random rule to be improved
at the construction phase (RR), not the one with lowest accuracy. On the
contrary, there does not seem to exist a clear preference for the condition to
be inserted (BI or FI), nor the quality criterion to be evaluated. Regarding
this latter, no algorithm between these ten variants considers the global
accuracy improvement (GI).

– Most the variants, and the ones in better positions, destroy 50% of the
conditions of the rule system per iteration.

Having noticed that the best ranked algorithm, IG-RMiner(50%,RR-BI-SS,
RA), satisfies all of previous conclusions, we will compare it with other significant
classification techniques in terms of accuracy, interpretability and learning time.
From now on, this instance will be referred to by just IG-RMiner.
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3.2 Comparison with Salient Classification Techniques

In this Section, we compare IG-RMiner with 10 other significant classification
techniques, covering among others, evolutionary based techniques, ant colony
optimization, fuzzy rule systems, and classic decision tree generators: ICRM [4],
MPLCS [25], ILGA [26], CORE [27], SLAVE [28], GFS-GP [29], DTGA [30],
AntMiner+ [31], RIPPER [32], C45R [33]. In particular, ICRM recently proved
to be able to generate sufficiently accurate and easily interpretable rule classifi-
cation systems. In this study, we will analyse the reached accuracy levels of the
algorithms, the consumed computation time, and several measures that assess
how interpretable the generated systems are, namely, the number of rules, num-
ber of conditions (global and mean per rule), and complexity metric [34]. This
latter computes the ratio between the number of classes covered and conditions
of the rule system (Equation 4):

complexity =
m∑r
i=1 ni

(4)

where m is the number of classes, r is the number of rules, and ni is the num-
ber of conditions used in the ith rule. This measure returns the value 1 when

Table 4. Algorithms’ ranking values per performance measure

Accuracy Time #Rules

MPLCS 3.08 IG-RMiner 3.04 IG-RMiner 2.48
DTGA 4.42 C45R 3.29 ICRM 2.56

IG-RMiner 4.46 RIPPER 3.56 *CORE 3.79
C45R 4.88 DTGA 4.29 *SLAVE 4.63
ICRM 5.08 *ICRM 4.5 *AntMin+ 4.65

RIPPER 5.46 *AntMin+ 7.1 *MPLCS 5.06
AntMin+ 6.96 *SLAVE 7.46 *C45R 7.04
ILGA 7.67 *MPLCS 7.75 *RIPPER 8.13
SLAVE 7.73 *GFS-GP 7.96 *ILGA 8.5
GFS-GP 7.9 *CORE 8.33 *DTGA 8.71
*CORE 8.38 *ILGA 8.71 *GFS-GP 10.46

#Conds #Conds/#Rules Complexity

*ICRM 1.79 *ICRM 1.9 *ICRM 1.43
IG-RMiner 3.92 SLAVE 5.17 IG-RMiner 3.32

CORE 4.38 CORE 5.29 *CORE 4.26
SLAVE 4.52 AntMin+ 5.33 AntMin+ 4.56
AntMin+ 4.56 C45R 5.58 *MPLCS 5.02
*MPLCS 5.25 MPLCS 6,08 SLAVE 6.06
*C45R 6.29 IG-RMiner 6.19 *C45R 6.23

*RIPPER 7.33 RIPPER 6.29 *RIPPER 7.43
*DTGA 8.75 GFS-GP 7.31 *DTGA 8.58
*ILGA 9.04 *DTGA 7.81 *ILGA 8.97

*GFS-GP 10.17 *ILGA 9.04 *GFS-GP 10.08
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Fig. 3. Algorithms’ rankings per performance measure. RIPPER, ILGA, GFS-GP are
not represented to make the graph clearer, because they did not get better ranking
values than IG-RMiner in neither accuracy nor any interpretability metric

the classifier contains one rule per class using only one condition each and it
approaches 0 if there are more rules and conditions. If there are less rules than
classes or there exists a default rule without conditions, this measure can be
higher. In any case, we have limited the result to 2 times the number of classes.

For these experiments, IG-RMiner was tested using 10-fold cross-validation,
the time limits showed in [4] for ICRM, and 5 independent runs. This setting is
in accordance with the experimentation in [4], from where the results of previous
algorithms were obtained.

Table 4 and Figure 3 summarise the results. The former shows the algorithms
and their mean ranking values ordered, over all the datasets and runs, per per-
formance measure. Statistical performance differences between IG-RMiner and
the corresponding algorithm according to the Wilcoxon’s test and 5% as sig-
nificance factor are presented in italics with the character ‘*’ at the beginning.
IG-RMiner is highlighted in boldface for reference purposes. When IG-RMiner
appears higher in the table, that means that IG-RMiner is statistically better
than the corresponding algorithm, and vice versa. More detailed results can be
consulted at http://www.uco.es/grupos/kdis/kdiswiki/index.php/IG-RMiner.

From the results in Table 4, we can see that IG-RMiner is able to generate
accurate rule classification systems very fast, because it is among the best al-
gorithms with regards to accuracy and time and the Wilcoxon’s test does not
find significant differences with regards to the best one. Additionally, IG-RMiner
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obtains competitive results in the interpretability performance measures, being
significantly outperformed just by ICRM. The worst results are located in the
ratio between the number of conditions and number of rules. We have identi-
fied that this is due to IG-RMiner tends to create complex rules, with many
conditions, in a few data sets where there are not many classes. Additionally,
we observe that MPLCS and DTGA are the most accurate methods but they
obtain poor interpretable performance values, and ICRM provides the most in-
terpretable systems, not much less accurate, but requiring a bit longer times.
Therefore, IG-RMiner stands in an intermediate position.

From the visual representation in Figure 3, apart from the clear bias to in-
terpretable classifiers because of the number of associated measures, we observe
that ICRM and IG-RMiner are the two algorithms with the smallest associ-
ated areas, which is better. The other algorithms have larger associated areas,
because either they generally get worse ranking values, or, although obtaining
better accuracy values, their results in the interpretability metrics are inferior.

4 Conclusions

We have studied the application of the IG metaheuristic to the problem of de-
signing rule classification systems. Different alternatives have been tested for the
construction phase and acceptation criterion of the IG. The result is a technique
that constructs accurate rule classification systems with acceptable interpretabil-
ity levels, with regards to 10 other methodologies from the literature on 22 data
sets from the UCI. In particular, the obtained IG-RMiner algorithm iterates
through a process in which conditions are randomly destroyed and inserted into
the antecedents of random rules to enhance their sensitivity and specificity val-
ues.

In our opinion, this line of research is worthy of further studies. We intend
to explore the following avenues of research: 1) to include some interpretability
criteria in the search process of IG-RMiner in order to obtain even simpler rule
classification systems without a drastic undesirable effect on their accuracy lev-
els; and 2) to analyse the application of IG adaptations to other data mining
problems, such as rule association mining [35].
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Abstract. The Nearest Neighbor rule is one of the most successful clas-
sifiers in machine learning but it is very sensitive to noisy data, which
may cause its performance to deteriorate. This contribution proposes
a new feature weighting classifier that tries to reduce the influence of
noisy features. The computation of the weights is based on combining
imputation methods and non-parametrical statistical tests. The results
obtained show that our proposal can improve the performance of the
Nearest Neighbor classifier dealing with different types of noisy data.

Keywords: noisy data, feature weighting, classification.

1 Introduction

The Nearest Neighbor (NN) classifier [4] uses the full training dataset to establish
a classification rule, based on the most similar or nearest training instance to the
query example. The most frequently used similarity function for the NN classifier
is Euclidean distance [1] (see Equation 1, where X and Y are two instances and
M is the number of features that describes them).

d(X,Y ) =

√√√√ M∑
i=0

(xi − yi)2 (1)

However, features containing enough noise may lead to erroneous similarities
between the examples obtained and, therefore, to a deterioration in the per-
formance of NN, which is known to be very sensitive to noisy data [10]. One
way of overcoming this problem lies in modifying the similarity function, that
is, the way in which the distances are computed. With this objective, Feature
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Weighting methods [12], [9] try to improve the similarity function, by introduc-
ing a weight for each of the features (Wi, usually Wi ∈ [0, 1]). These methods,
which are mostly based in the Euclidean distance, modify the way in which the
distance measure is computed (Equation 2), increasing the relevance of those
features with greater weights associated with them (near to 1.0).

dw(X,Y ) =

√√√√ M∑
i=0

Wi · (xi − yi)2 (2)

These weights Wi can be regarded as a measure of how useful a feature is
with respect to the final classification task. The higher a weight is, the more
influence the associated feature will have in the decision rule used to compute
the classification of a given example. Therefore, an adequate scheme of weights
could be used to diminish the worst features of the domain of the problem, which
could be those containing the more harmful amount of noise to the classification
task. Thus, the accuracy of the classifier could be greatly improved if a proper
selection of weights is made.

This contribution proposes a novel approach for weighting features, based on
the usage of imputation methods [3], [6], [5]. These are commonly employed to
estimate those feature values in a dataset that are unknown, formally known as
missing values (MV), using the rest of the data available. Therefore, imputation
methods enable us to estimate a new distribution of the original dataset, in
which the distribution of each feature is conditioned to the rest of the features
or all the data. These conditioned distributions of each feature can be compared
with the original ones in order to detect the relevance of each feature, depending
on the accuracy of the estimation for that feature performed by the imputation
method.

The Kolmogorov-Smirnov statistic [11] may then be used to evaluate the dif-
ferences between the original distribution of the features and that of the imputed
ones. It is thus possible to measure how well the values of each feature can be
predicted using the rest of the data. This enables us to give less importance
to those features with high changes between their original and estimated value
distributions - these features that contain too much noise or the more harmful
noise and therefore are not easily predictable using the rest of the data, which
increases the effect of those features that are easily predictable, and which have
therefore likely a less amount of noise.

The study is completed with an experimentation in which our proposal is
compared with the NN classifier, considering 25 supervised classification prob-
lems taken from the Keel-Dataset repository [2], into which we will introduce
different types and levels of noise.

The rest of this contribution is organized as follows. In Section 2 we describe
our proposal. In Section 3 we present the experimental framework, and in Section
4 we analyze the results obtained. Finally, in Section 5 we enumerate some
concluding remarks.
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2 A Weighting Scheme to Reduce the Effect of Noisy
Data

This section describes the weighting method proposed, which is based on three
main steps, described in the following subsections. Section 2.1 is devoted to the
first step (called the imputation phase), whereas Section 2.2 describes the second
step (the computation of the weights). Finally, Section 2.3 characterizes the third
step (the classification model).

2.1 Imputation of the Dataset

The first step consists of creating a whole new estimated dataset DS′ from the
original one DS. In order to do this, an imputation method is used. In this
contribution we will consider the following imputation methods (although other
imputation methods may be chosen):

1. KNNI [3]. Based on the k-NN algorithm, every time an MV is found in
a current example, KNNI computes the k (k = 10 in our experimentation)
nearest neighbors and their average value is imputed. KNNI also uses the
Euclidean distance as a similarity function.

2. CMC [6]. This method replaces the MVs by the average of all the values of
the corresponding feature considering only the examples with the same class
as the example to be imputed.

3. SVMI [5]. This is an SVM regression-based algorithm developed to fill in
MVs. It works by firstly selecting the examples in which there are no missing
feature values. In the next step, the method sets one of the input features,
some of the values of which are missing, as the decision feature, and the
decision feature as the input feature. Finally, an SVM for regression is used
to predict the new decision feature.

If the original dataset DS is composed of the features f1, f2, . . . , fM , the
imputed dataset DS′ will be formed by the features f ′

1, f
′
2, . . . , f

′
M whose values

are obtained by the imputation method.
The procedure to obtain DS′ from DS is based on assuming iteratively that

each feature value of each example of the dataset DS, that is, e(fi), is missing.
Then, the imputation method IM is used to predict a new value for that feature
value. The new datasetDS′ is obtained by repeating this process for each feature
value, until the whole dataset has been processed. Carrying out this process, it is
possible to estimate a distribution of values for each feature, which is conditioned
to the rest of the features or the totality of the data. The new dataset DS′ will
contain these conditioned distributions for each feature.

2.2 Computation of Weights Using the Kolmogorov-Smirnov Test

The next step consists of measuring which features are most changed after the
application of the imputation method. Given the nature of the imputation tech-
niques, some features are expected to remain unchanged (or to present only
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small changes in their values’ distribution) whereas other features may present
a higher level of disruption when their imputed values are compared with the
original ones. Thus, those features that are more difficult to predict with the
rest of the features/data will contain the more harmful noise and therefore we
will try to make them less important to the classification task. The Kolmogorov-
Smirnov test [11] provides a way of measuring these changes. This test works by
computing a statistic Dn, which can be regarded as a measure of how different
two samples are.

The test is a nonparametric procedure for testing the equality of two contin-
uous, one-dimensional probability distributions. It quantifies a distance between
the empirical distribution functions of two samples. The null distribution of its
statistic, Dn, is computed under the null hypothesis that the samples are drawn
from the same distribution.

Given two samples, X and Y , and their empirical distribution functions FX

and FY

FX(x) =
1

n

n∑
i=1

IXi≤x, FY (x) =
1

n

n∑
i=1

IYi≤x (3)

(where IXi≤x is the indicator function, equal to 1 if Xi ≤ x and equal to 0
otherwise) the Kolmogorov-Smirnov statistic is

Dn = sup
x
|FX − FY | (4)

In the approach of this contribution, the Dn statistic provides a valuable way
of estimating the degree of change undergone by a feature through the impu-
tation process. By computing the Dn statistic associated with the differences
between both samples of the feature (original and imputed), it is possible to
measure the greater degree of difference between the expected distribution of
both samples. Hence, the greater Dn value obtained, the more different the
imputed version of the feature distribution will be (when compared with the
original one).

The Dn statistic can be easily transformed into a weight. Since Dn ∈ [0, 1],
features with a lower value of Dn (near to 0.0) it will have little influence on the
computation of the similarity function of the NN rule, whereas features with a
higher value of Dn (near to 1.0) will be the most influential when computing the
distance between two examples. Defining the statistical Di

n for the feature i as

Di
n = Kolmogorov-Smirnov(efi , ef ′

i
) (5)

(where efi and ef ′
i
are the empirical distributions of the features fi ∈ A and

f ′
i ∈ A′ respectively, and A denotes the set of features of the original dataset DS
and A′ denotes the set of features imputed in DS′), then the weights Wi ∈ [0, 1]
computed for a feature fi ∈ A are

Wi = (1−Di
n)/(

M∑
j=1

1−Dj
n) (6)
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Therefore, the Kolmogorov-Smirnov test is applied to measure the degree
of difference between each attribute fi and its estimated version f ′

i ; then, this
difference is used to build the weight for the attribute fi (see Equation 6).

2.3 Final Classification Model

The final classifier considers NN with the weighted Euclidean distance (Equa-
tion 2) and the weights computed throughout the Kolmogorov-Smirnov statistic
(Equation 6). Since we will consider three different imputation methods (KNNI,
CMC and SVMI), three different feature weighting classifiers will be created.
Throughout the study, we will denote them as FW-KNNI, FW-CMC and FW-
SVMI according to the imputation method used.

Considering weights computed from the Dn statistic, we aim to reduce the
effect that changing features have on the computation of the distance. These
features, with a larger associated Dn value, will be those easily estimated by the
imputation method (whose sample distribution differs poorly if the original and
imputed versions are compared). They are preferred since they will contain a
less harmful noise, and are the key features describing the dataset.

By contrast, features with a small Dn value will be those whose sample distri-
bution has been greatly changed after the application of the imputation method.
Since these features are not easily estimated when the rest of the data is avail-
able (the imputation method cannot recover their values properly), they are not
preferred in the final computation of the distance, and thus a lower weight is
assigned to them.

3 Experimental Framework

Section 3.1 describes the base datasets employed and Section 3.2 shows the noise
introduction processes. Finally, Section 3.3 describes the methodology followed
to analyze the results.

3.1 Base Datasets

The experimentation considers 25 real-world datasets from the KEEL-Dataset
repository [2]. They are described in Table 3, where #EXA refers to the number
of examples, #FEA to the number of numeric features and #CLA to the number
of classes. For datasets containing missing values (such as bands or dermatology),
the examples with missing values were removed from the datasets before their
usage and thus all the attribute values of the datasets considered are known. In
this way, the percentage of missing values of each dataset does not influence the
results or conclusions obtained. Therefore, the only missing values considered in
this contribution are those assumed during the execution of our proposal.
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Table 1. Datasets employed in the experimentation

dataset #EXA #FEA #CLA dataset #EXA #FEA #CLA

banana 5300 2 2 pima 768 8 2
bands 365 19 2 satimage 6435 36 7
bupa 345 6 2 sonar 208 60 2
dermatology 358 34 6 tae 151 5 3
ecoli 336 7 8 texture 5500 40 11
heart 270 13 2 vowel 990 13 11
hepatitis 80 19 2 wdbc 569 30 2
ionosphere 351 33 2 wine 178 13 3
iris 150 4 3 wq-red 1599 11 11
led7digit 500 7 10 wq-white 4898 11 11
mov-libras 360 90 15 wisconsin 683 9 2
newthyroid 215 5 3 yeast 1484 8 10
phoneme 5404 5 2

3.2 Introducing Noise into Datasets

In order to control the amount of noise in each dataset and to check how it affects
the classifiers, noise is introduced into each dataset in a supervised manner. Two
different noise schemes, which are proposed in the specialized literature [14], are
used in order to introduce a noise level of x% into each dataset.

– Random Class Noise. It supposes that exactly x% of the examples are
corrupted. The class labels of these examples are randomly changed by other
one out of the M classes.

– Random Attribute Noise. x% of the values of each attribute in the
dataset are corrupted. To corrupt an attribute Ai, approximately x% of
the examples in the dataset are chosen, and their Ai value is assigned a ran-
dom value from Di. A uniform distribution is used either for numerical or
nominal attributes.

A collection of new noisy datasets are created from the aforementioned 25
base real-world datasets. Both types of noise are independently considered: class
and attribute noise. For each type of noise, the noise levels x = 10% and x = 30%
are studied. Thus, the results of our proposal will be compared with those of NN
considering three different scenarios: with the 25 unaltered real-world datasets,
with the 25 datasets with a 10% of noise level and with the 25 datasets with a
30% of noise level.

3.3 Methodology of Analysis

The performance estimation of each classifier on each dataset is obtained by
means of 3 runs of a 10-fold distribution optimally balanced stratified cross-
validation (DOB-SCV) [7], averaging its test accuracy results. The usage of this
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partitioning reduces the negative effects of both prior probability and covariate
shifts [8] when classifier performance is estimated with cross-validation schemes.

For the sake of brevity, only the averaged performance results are shown
for each classification algorithms at each type and level of induced noise, but
it must be taken into account that our conclusions are based on the proper
statistical analysis, which considers all the results (not averaged). Thus, in order
to properly analyze the results obtained, Wilcoxons signed rank statistical test
[13] is used, as suggested in the literature. This is a non-parametric pairwise
test that aims to detect significant differences between two sample means; that
is, between the behavior of the two algorithms involved in each comparison
(which is usually viewed as the the averaged test performance results for each
dataset). For each type and noise level, our proposal and NN using the Euclidean
distance will be compared using Wilcoxons test and the p-values associated
with these comparisons will be obtained. The p-value represents the lowest level
of significance of a hypothesis that results in a rejection and it allows one to
know whether two algorithms are significantly different and the degree of this
difference.

4 Analysis of Results

This section presents the analysis of the results obtained. Each table of results
is divided into two different parts. On the left hand of the table the average
accuracy results are found, whereas on the right hand of the table the associated
Wilconson’s test p-values resulting of the comparison of each one of our proposals
with the NN method are shown.

Table 2 shows the test accuracy obtained by each classifier on base and class
noise datasets.

Table 2. Results on base and class noise datasets and associated p-values

Accuracy p-values

Method Base x = 10% x = 30% Base x = 10% x = 30%

NN 79.37 74.96 65.46 - - -
FW-CMC 81.98 77.38 67.46 0.1107 0.1107 0.0787
FW-KNNI 81.97 77.36 67.41 0.1447 0.0827 0.2699
FW-SVMI 81.94 77.30 67.19 0.0626 0.0647 0.4352

From this table, several remarks can be made:

– The performance results of each one of our proposals is better than those of
the NN method with the base datasets and also with the class noise datasets
(approximately, higher than a 2% in all the cases).



604 J.A. Sáez et al.

– As the table shows, every proposal obtains low p-values when they are com-
pared with NN: with the base datasets and both levels of class noise in the
case of FW-CMC and with the base datasets and the noise level x = 10% in
the case of the methods FW-KNNI and FW-SVMI. Some of these compar-
isons are also significant at a level of significance 0.1. This shows that the
application of our approach to feature weighting improves the performance
of the NN classifier with datasets suffering from class noise (sometimes sig-
nificantly), regardless of the specific imputation method chosen.

On the other hand, Table 3 shows the test accuracy obtained by each classifier
on base and attribute noise datasets. The following points are observed from this
table:

– Our methods also outperforms the performance of NN with the datasets
with different levels of attribute noise (generally they are a 2% better with
the base datasets, a 1% better with the noise level x = 10% and a 0.5% with
the noise level x = 30%).

– The Wilcoxon’s test p-values are also low, showing and advantage of our
three proposals, even though in the case of FW-SVMI against NN with the
noise level of x = 30% the p-value obtained is slightly higher. However, very
low p-values are obtained with the two noise levels for the methods FW-
CMC and FW-KNNI; they are indeed significant considering a significance
level of 0.1.

Table 3. Results on base and attribute noise datasets and associated p-values

Accuracy p-values

Method Base x = 10% x = 30% Base x = 10% x = 30%

NN 79.37 71.69 58.40 - - -
FW-CMC 81.98 72.62 59.17 0.1107 0.0067 0.0002
FW-KNNI 81.97 72.58 58.87 0.1447 0.0483 0.0246
FW-SVMI 81.94 72.44 58.61 0.0626 0.1318 0.2414

From the results of Tables 2-3, it is possible to conclude that the proposals
presented in this contribution are able to improve the performance of the NN
classifier dealing with noisy data, and in some cases, in a significant way.

5 Conclusions

In this contribution we have proposed a new scheme for feature weighting devel-
oped to improve the performance of the NN classifier in presence of noisy data,
in which the weights are computed by combining imputation methods and the
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Kolmogorov-Smirnov statistic. We have assigned a lower weight to that features
that were more affected by the presence of noise (those features whose original
and imputed distribution of values were more different). In this way, we have
reduced the importance of these features that contain the more harmful noise
and therefore are not easily predictable using the rest of the data and increased
the importance of of those features that are easily predictable, and which have
therefore likely a less amount of noise.

The results obtained show that all our approaches enhance the performance
of NN in the presence of noise. The statistical analysis performed confirms our
conclusions, even though in some cases the differences found are not statistically
significant.
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Abstract. The interactions between nature and society need new tools
capable of dealing with the inherent complexity and heterogeneity of
the territory. Traditional clustering methodologies have been applied to
solve this problem. Although these return adequate results, soft cluster-
ing based on hybrid Bayesian networks, returns more detailed results.
Moreover their probabilistic nature delivers additional advantages. The
main contribution of this paper, is to apply this tool to obtain the so-
cioecological cartography of a Mediterranean watershed. The results are
compared to a traditional agglomerative clustering.

1 Introduction

The aim of socioecological cartography is to identify, characterize and represent
in a map different territorial units or sectors in a map, which give information
about the relationships between nature and society [1,2]. This information plays
an important role as a decision support system in environmental management
[3]. The process of obtaining a map involves: i) collecting the socioeconomic and
environmental information, ii) its statistical analysis, and iii) incorporating the
statistical information in a geographic information system. Different methodolo-
gies have been developed to deal with this issue [4,5,6].

Traditional clustering methods are commonly used both in environmental
modeling [7] and ecological cartography [6]. Although they provide appropriate
results, they can be considered as hard clustering approaches, in the sense that
clusters are exclusive, i.e. each observation is included in a single cluster. In
contrast, soft clustering yields each observation to belong to one or more clusters,
which provides further advantages in natural resource management [8].

One way of dealing with soft clustering is by means of Bayesian networks
(BNs)[9], which are a powerful tool for representing complex systems and mod-
eling relationships amongst the variables by means of probability distributions
[10].

In the last decades, BNs have been theoretically developed and applied to real
problems in fields such as engineering or medicine, but hardly ever in environ-
mental science [11]. Their graphical representation, and the ability to incorporate
expert knowledge, make BNs an appropriate tool to deal with the most common
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problems in environmental modeling [12]. However, available environmental data
are often continuous or hybrid and, even though they can be managed by BNs,
there are some restrictive limitations. For that reason, a widely-used solution is
to discretize the variables, but this involves a loss of information [12]. Alternative
solutions have been proposed to solve these constraints such as the Conditional
Gaussian (CG) model [13], the Mixture of Truncated Exponentials model (MTE)
[14], the Mixtures of Polynomials model (MoP) [15] or the Mixtures of Truncated
Basis Functions (MoTBFs) model [16].

The aim of this paper is to present an application of a probabilistic clustering
model based on hybrid BNs in the development of a socioecological cartogra-
phy in a Mediterranean watershed. Furthermore, this methodology is compared
with a hierarchical clustering. The probability distributions of the BNs are mod-
eled using MTEs, allowing to deal this way with discrete and continuous data
simultaneously.

2 Hybrid Bayesian Networks Based on the MTE Model

A BN [10] is a statistical multivariate model defined for a set of random variables
X which is defined in terms of two components:

– A qualitative component defined by a directed acyclic graph (DAG) where
each vertex represents one of the variables in the model, and so that the
presence of an arc linking two variables indicates the existence of statistical
dependence between them.

– A quantitative component specified by a conditional distribution p(xi |
pa(xi)) for each variable Xi, i = 1, . . . , n given its parents in the graph,
denoted as pa(Xi).

BNs were originally proposed for handling discrete variables and so a consoli-
dated theory can be found in the literature [10]. Nevertheless, real data, specially
environmental data, usually include continuous and discrete variables simulta-
neously in the so-called hybrid Bayesian networks. In such domains, the most
common solution in environmental modeling is to discretize the continuous data
and treat them as if they were discrete, which allows the existing methodology
to be applied [11,17]. However, loss in precision due to discretization explains
why other approaches have received much attention over the last few years.

The CG model was the first solution devised for this problem, and it has
been widely applied. However, it imposes some restrictions on the network (e.g.
the joint distribution of the continuous variables has to follow a multivariate
Gaussian, and discrete variables cannot have continuous parents).

Another solution is to use the MTE model. This does not impose any re-
strictions and it is able to deal with any distribution function, because of its
high fitting power. For these reasons, the MTE model is used to represent the
distributions of the probabilistic clustering in this paper. For more details about
learning and inference tasks in MTE models, see [18,19,20].
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The last two approaches dealing with hybrid BNs are: MOP model, and a
generalization of the MTE and MOP models, the MoTBF model; which have
shown recently as a good alternative to MTEs for some problems. However,
the probabilistic clustering algorithm using BNs is computationally intensive, so
the parameter learning approach for the MTEs, based on a least squares formula
known before hand, is more appropriate for this problem than the MoTBF model,
in which the parameters are estimated by solving an optimization problem. The
inclusion of these models in the algorithms would lead to an exponential increase
in computational demands.

3 Probabilistic Clustering Based on Hybrid Bayesian
Networks

In this section the probabilistic clustering based on hybrid BNs methodology
is presented according to [9], which details the specifics steps and algorithms,
implemented in Elvira software [21].

Clustering [22], or unsupervised classification, is understood as a partition of
a data set into groups in such a way that the individuals in one group are similar
to each other but as different as possible from the individuals in other groups.

BNs can be used to solve both supervised and unsupervised classification tasks
if they contain a set of feature variables X1,. . . ,Xn, and a class variable C (in
the case of supervised classification), where an individual with observed features
x1,. . . ,xn will be classified as belonging to a class c∗. The optimal solution is to
build a network with no restrictions on the structure, but this is not often feasible
due to limited data available. Therefore, fixed and simpler network structures are
used such as näıve Bayes or TAN structures [23]. Figure 1 shows a probabilistic
clustering based on the hybrid näıve Bayes structure. Note that both continuous
and discrete feature variables are allowed.

Unsupervised classification is performed taking into account that no informa-
tion about class variable C is given. Therefore, a hidden variable H whose values
are initially missing is included in the dataset to represent the membership of
each case to the different clusters. In the first step, an initial model is learned
with 2 clusters (two states for variable H) and the a priori probability distri-
bution for H is defined as uniform. Using the data augmentation method [24]
the initial model is refined to return the 2-clusters model with higher likelihood.
This algorithm is an iterative procedure, similar to the Expectation Maximiza-
tion algorithm [25], in which i) the values for the H variable are simulated for
each case in the data set according to the probability distribution for H ; ii) the
parameters of the probability distribution of the variables in the model are re-
estimated according to the new-simulated data. This process is repeated until
no improvement in likelihood is achieved.

The following step is to add a new cluster, by dividing in two, one of the
existing ones (increasing the number of states of variable H), and to perform
again the data augmentation method to optimize the parameters. If this new
model improves the previous one in terms of likelihood it is accepted, and the
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process is repeated until the likelihood value of the model with n clusters does
not improve with respect to the previous one. In that case, n− 1 is the optimal
number of clusters. Finally, the model is reported and used to perform the data
clustering where each observation of the dataset may belong to more than one
cluster c∗ depending on the probability distribution of H .

H

Y1 · · · Yn Z1 · · · Zm

Fig. 1. Probabilistic clustering based on the hybrid näıve Bayes structure. Note that
both discrete (Y) and continuous (Z) variables are allowed. H is the hidden variable
which represents the clusters. Adapted from [9].

In this paper, the model is used to assigning the observations of the dataset to
the different clusters in the following way: for each case a probability propagation
in the model is carried out selecting as evidence all the feature variables of the
observation, to compute the updated probability distribution for H . For this
new distribution we select the cluster with maximum probability.

4 Traditional Clustering Techniques

We compare the above procedure to a clustering method valid for a dataset
of mixed-type variables. From the very few available techniques, an hierarchical
agglomerativemethod using the Gower’s distance [26] is selected, from the cluster
package in the R software [27]. In order to make a fair comparison, we compare
the BN-based clustering with its optimal number of clusters to the hierarchical
clustering with the same number of clusters; and the hierarchical clustering with
its optimal number of clusters to the BN-based clustering with the same number
of clusters. To estimate the optimal number of clusters for the hierarchical model,
we compute the average silhouette width for the models with 4, 5, 6 and 7
clusters, and select the number of clusters that maximizes it [28].

In this paper we have restricted the possible number of clusters to between
4 and 7. Too few clusters fail to represent the heterogeneity of the territory,
whilst more than 7 are excessive, due to the characteristics of the study area
(see Sect. 5).

5 Application in Socioecological Cartography

Hierarchical and probabilistic clustering are applied in order to obtain the so-
cioecological cartography of the Andarax watershed, in Almeŕıa province, in the
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South East of Spain. This area has heterogeneous socioeconomic and environ-
mental features, ranging from highly-populated coastal areas to the top of some
mountains peaks 2.000 m after sea level. This tool provides decision makers with
information about the delimitation between different socioecological sectors in
the territory, and so helps in the design of future management scenarios.

5.1 Data Collection and Pre-processing

Table 1 shows the social, economic and environmental variables available for
this problem. Social and economic data were obtained for each municipality for
the period 2001 and 2011 from the Andalusian Statistical Institute (Andalu-
sian Regional Government). Environmental variables were collected from the
Andalusian Environmental Information Network using ArcGis v.9.3.1 [29] using
a 1x1km grid. Environmental variables which occupy less than 1% of the to-
tal study area surface were eliminated. The matrix has 44 variables and 2309
observations.

Table 1. Social, economic and environmental variables. Equal frequency method was
used to discretize variables where more than 60% of their instances were equal to zero,
into 3 intervals (No value, low and high value). The classification into several groups
below is designed merely to give a better understanding of the nature of each variable
and has no impact on the model.

Group of variables Variables

Land Use (Discrete) Forest land, Homogeneous cropland, Heterogeneous cropland,
Scrubland, Human infrastructure, Greenhouse

Pedology (Discrete) Cambisols, Fluvisols, Lithosols, Luvisols,
Regosols, Xerosols

Geomorphology (Discrete) Anthropic, Denudational, Structural, Fluvial,
Glacial, Karst

Lithology (Discrete) Metamorphic, Sedimentary, Plutonic

Climate (Continuous) Coldest month average temperature, Annual average
temperature, Spring average rainfall, Summer average rainfall,

Annual average rainfall, Annual number of rainfall days,
Spring number of rainfall days, Summer number of rainfall days,

Evapotranspiration rate

Social (Continuous) Population growth, Aging, Primary studies,
Secondary studies, Tertiary studies, Emigration, Immigration

Economic (Continuous) Income per capita, Unemployment, Primary
sector employment, Secondary sector employment,

Tertiary sector employment

Total 44

5.2 Results

Figure 2 shows the results of the average silhouette width for the hierarchical
clustering where the optimal number of clusters is equal to four. Figure 3 shows
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maps from both the hierarchical (Fig. 3a) and probabilistic clustering based on
hybrid BN (Fig. 3b) with 4 clusters, which is the optimal number using the
hierarchical method. In contrast, Fig. 4, shows the results with 5 clusters, the
optimal number using the BNs approach.
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Fig. 2. Average silhouette width results for the different number of clusters

As expected, hierarchical clustering has similar results for 4 and 5 clusters
(Fig. 3a) and 4a)). A visual comparison between hierarchical and BN approaches
shows that for he south part of the watershed, both methods classify the area
in a similar way . However, for the northern part of the watershed, traditional
clustering outputs one large sector occupying 61% of the territory. This includes
areas of the territory that have very different socioeconomic and environmental
characteristics. By contrast, the BN approach separates this unique sector into
different ones. Although traditional clustering provides appropriate results, it is
not able to deal with the high heterogeneity of this territory. In this case, there-
fore, th BN approach seems to give more detailed and more easily interpretable
results.

The descriptions below relate to the results of the probabilistic clustering with
five clusters (Fig. 4ab)).

1. Economical growth sector (First cluster). Densely populated and dedicated
to primary and secondary economic sectors, with low unemployment rate
and the highest per capita income. Located in the lower river watershed
close to the coast. The sedimentary deposits, low relief and warm and dry
climate conditions have encourage development of intensive agriculture and
a significant population settlement.

2. Mountain foothills sector (Second cluster). This cluster
includes two different areas, the foothills of the Sierra Nevada and Sierra
Filabres. They feature extensive agriculture and a high employment rate in
the primary sector. Tertiary sector employment is also high due to tourism.
However, the unemployment and migration rates are highest in the study
area.
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Fig. 3. Hierarchical (a) and probabilistic clustering based on hybrid BNs (b) with 4
clusters, the optimal number of clusters in the hierarchical approach
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Fig. 4. Hierarchical (a) and probabilistic clustering based on hybrid BNs (b) with 5
clusters, the optimal number of clusters in the probabilistic approach
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3. High mountain sector (Third cluster). This cluster features the coldest and
rainiest locations on the mountain peaks. Its steep relief is covered by exten-
sive woodland and heterogeneous croplands, and it is peopled by a sparse
and ageing population who are dedicated to forestry, agricultural and sec-
ondary economic activities. Tourism is important, with the highest value of
tertiary sector employment in the study area. Despite this, this landscape
is economically depressed, as evidenced by high unemployment, an ageing
population and low population growth.

4. Intensive agriculture and populated sector (Fourth cluster). This cluster
includes two areas in the south of the study area. The first comprises munici-
palities close to the provincial capital, Almeŕıa, and the second by municipal-
ities in the Sierra de Gádor mountains. In both cases, human infrastructure
and intensive agriculture occupy the majority of the surface area. In general,
the relief is low and the climate is the warm and dry. It is a socioeconomic
growth area, with low unemployment and low per capita income, though the
population is growing. In spite of the young population, education is mainly
to secondary level and employment is mainly dedicated to the primary eco-
nomic sector.

5. Unpopulated forest sector (Fifth cluster). This cluster includes several patches
of territory on the mountain peaks. These are characterized by cold and
rainy forest and scrubland landscapes, a sparse ageing population. Cropland
is scarce and there is no intensive agriculture. From an economic point of
view, employment rate and per capita income are the lowest of the study
area.

BNs have some additional advantages compared to traditional clustering meth-
ods. In general, in traditional clustering methods it is difficult to find an appro-
priate distance capable of splitting the data into different clusters when they
were collected from several sources with different range and characteristics. In
contrast, this data heterogeneity can be easily included in the BN models, spe-
cially using MTEs, allowing the main socioecological sectors of the territory to
be identified. Moreover, since the variables are defined in terms of probability
(including the class variable), an specific threshold can be decided by experts to
classify the data into the clusters. In this way, Figure 4b) shows several observa-
tions with a probability of less than 0.9 of belonging to any cluster. This gives
experts and managers very useful information about those areas which may be
considered as problematic, or with have a particular behavior in environmen-
tal management. From this perspective, the identification of such areas is really
important in order to study in more detail the borders between the different
socioecological sectors.

6 Conclusions and Future Work

A soft clustering method based on hybrid BNs was applied in the development of
socioecological cartography of a Mediterraneam watershed and compared with
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an agglomerative method. The BN approach is more efficient at managing the
complexity and heterogeneity of the territory, so providing decision makers with
more detailed information. Moreover, the probabilistic nature of the class vari-
able makes it possible for experts to establish an specific threshold values that
can identify hard-to-classify areas.

Some additional issues could be considered for future work, such as inclu-
sion of the hierarchical order of ecological factors in the BNs approach. This
consideration fits perfectly with the BN framework.
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Abstract. Induction of predictive models is one of the most frequent
data mining tasks. However, for several domains, the available data is
unlabeled and the generation of a class label for each instance may have a
high cost. An alternative to reduce this cost is the use of active learning,
which selects instances according to a criterion of relevance. Diverse sam-
pling strategies for active learning, following different paradigms, can be
found in the literature. However, there is no detailed comparison between
these strategies and they are usually evaluated for only one classifica-
tion technique. In this paper, strategies from different paradigms are ex-
perimentally compared using different learning algorithms and datasets.
Additionally, a multiclass hypothesis space search called SG-multi is pro-
posed and empirically shown to be feasible. Experimental results show
the effectiveness of active learning and which classification techniques
are more suitable to which sampling strategies.

Keywords: machine learning, classification, active learning.

1 Introduction

Classification techniques are used in a large number of real problems, like face
recognition, news filtering, spam detection and others. However, it is common
to find applications which require handling of a huge amount of data. These
data are frequently unlabeled and the assignment of a class to each instance
may have a high cost. A promising way to selectively use this massive unlabeled
data for the induction of classification models is by employing active learning,
area dedicated to machines that evolve by asking questions [31]. One of the core
questions is about the class/label of an instance.

It is precisely the means by which this question can be asked the subject of
investigation in this document. The idea of selecting the best instances among
others is not new, it has appeared in the literature under different perspectives,
e.g Design of the Experiment [27]. In the context of classification, it dates back
to at least the 1970’s [26].

When labeled instances are needed to induce a classifier, it is reasonable to
acquire labels for only the most important of them, since each label acquisition

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 618–629, 2014.
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has a cost. Depending on the application domain, this label acquisition process
can be categorized in three major settings: membership query synthesis, which
allows the learner to synthesize the most informative instance to ask for a label
[2]; stream-based query, which requires immediate learner’s decision about query-
ing or discarding each instance that arrive from a stream; and pool-based query,
formerly known as selective sampling, when the learner is given the freedom to
choose the most informative instance among several others in a pool, which is
the most common scenario and the focus of this work [18].

There are several successful strategies for the pool-based setting [21]. However,
this variety poses the problem of choosing the most appropriate to a given task.
The main contribution of this work is to empirically demonstrate the effectiveness
of active learning and to confront strategies from different paradigms under the
same experimental apparatus. The comparison includes an adaptation of one of
the strategies to support multiclass problems.

The remainder of this paper is organized as follows. In Section 2, the most
common niches of the pool-based query setting are reviewed; in Section 3 we
present the experiments performed in this study and discuss about the results
obtained; finally, the main conclusions and future directions are presented in
Section 4.

2 Related Work

There are not many comprehensive comparative studies in the active learning
literature. Those found are specific to strategies for a particular classification
algorithm [29], intended for specific tasks [32] or focused on a single niche of
strategies [16].

In the following sections, the most common active learning strategies under
the pool-based setting are reviewed and experimentally compared: uncertainty
sampling, hypothesis space search, expected error reduction, density-weighted
sampling and cluster-based sampling. Additionally, Expected Model Change is
presented, but not included in the experiments due to its incompatibility with
the selected techniques. Similarly, Query by Committee is also presented, but
excluded from the experiments to avoid unfair comparison of accuracies.

All paradigms will be presented along with their characteristic order of com-
plexity referring to the number of (re)trainings needed to perform each query. In
the following sections, the number of classes and the initial number of instances
in the pool will be denoted by |Y | and |U|, respectively.

2.1 Uncertainty Sampling

Probably, the simplest informativity measure to decide when to select an instance
(or a group of instances, in the original proposal) is the maximum posterior
probability given by a probabilistic model [18]:

Pmax(x) = argmax
y

P (y|x)
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where x refers to an instance vector sampled from the pool, and P (y|x) is the
posterior conditional probability of x being of the class y. P (y|x) is roughly
equivalent, e.g. to the output of a probability-based model. The uncertainty
sampling strategy consists of querying the most informative instance, i.e. the
instance with the lowest Pmax(x), to explore the decision boundary in the at-
tribute (or parameter) space. The maximum posterior can be substituted by
others measures. A similar measure is the margin M(x) between the two high-
est posterior probabilities. Given the second most probable class probability
P2ndmax, the margin M(x) is defined as:

M(x) = Pmax(x)− P2ndmax(x)

Another measure, which is inversely related to the previous measures is the
Shanon entropy [34], defined as:

E(x) = −
∑
y

P (y|x) logP (y|x)

These three measures depend on a probabilistic model. However, it is pos-
sible to roughly approximate such informativity measures or even probability
distributions for other families of learning algorithms.

This strategy requires only a single training on the labeled instances for
all candidates, having O(1) complexity (a single training per query).

2.2 Hypothesis Space Search

It is possible to perform active learning directly from the hypothesis space per-
spective. The rationale is to query the most controversial instances when different
valid hypotheses are compared with each other, i.e. to query instances that would
reduce the version space [23] after its inclusion in the training set. One way to
search through the hypothesis space is to track the sets S and G of specific and
general hypotheses during learning and consider only the most specific hS ∈ S
and the most general hG ∈ G hypotheses.

One important feature of this family of strategies is its binary decision
model: all instances for which the hypotheses disagree can be queried at once
or in any arbitrary order, i.e. there is no precedence among them.

One of the first active learning algorithms is a query by disagreement, called
SG-network [6]. It approximately induces specific/general models θS and θG by
means of generating or sampling random “background” instances and labeling
them artificially according to the desired training goal: specificity or generality.
Instances are sampled from the region of disagreement between θS and θG.

The comparison performed in this work is delimited by the pool-based setting,
independent on the learning algorithm and the number of classes. Therefore,
to fit SG-network into the experimental requirements, two sensible adaptations
were adopted, SG-multi and SG-multiJS. The order of complexity of the original
work (only binary problems) and the following adaptations is O(|Y |).
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SG-multi. For each class c ∈ Y , there is a pair model/training set 〈θc,Lc〉
properly designed to represent the most general hypothesis hc

G w.r.t. the class c.
Initially, all instances 〈x, y, w〉 ∈ Lc are the same instances present in the pool,
except for two differences: they are labeled as “positive” to the corresponding
class (y = c) and weighted to have only a small fraction of the importance of the
real labeled instances (w << 1), as suggested in the literature [31]. The weight
value adopted in this work is w = 1

|Y ||U| , since it ensures that the summed

influence of all background instances is no larger than a single real instance.
This measure avoids misleadings due to the scarce initial real training instances.

The prediction function f(θc,x) returns the most probable class to a given
instance x according to the provided model θc. It is possible to determine an
instance under disagreement x∗ by comparing the outcomes from all different
prediction functions. Each prediction function represents the most general con-
cept of each class:

∀a, b ∈ Y, a �= b, ∃x∗ | f(θa,x∗) �= f(θb,x
∗)

As soon as the instances from the region of disagreement x∗, i.e. those with
no consensus, are sampled and queried, they replace their counterparts in all
training sets with the real labels and integral weights:

Lc ← (Lc − {〈x∗, c, w〉}) ∪ {〈x∗, c, 1〉}∀c ∈ Y

In this adapted strategy (SG-multi), the decisions based on disagreement
were kept binary, i.e. there is no ordering in the sequence of queries, except the
precedence of the group of controversial instances over the rest.

SG-multiJS. A real-valued measure of disagreement can be adopted to soften
the binary querying criterion of SG-multi. It assumes that the probability dis-
tributions P (θc,x) can be estimated from the models θc∀c ∈ Y . Besides the
constraint on the classification algorithm being able to output probabilities, SG-
multiJS differs from SG-multi in the querying criterion: the Jensen-Shannon
divergence [20]. It is an information theoretic measure that compares probabil-
ity distributions, commonly used in ensembles to assess the degree of agreement
between their members. The non-weighted Jensen-Shannon divergence is defined
by the entropy of the distributions:

JS({θc∀c ∈ Y }) = E(
∑
c∈Y

P (θc,x))−
∑
c

E(P (θc,x))

The higher the JS, the further the members are from a consensus. Therefore, the
instance with the highest value should be queried first. This criterion disrupts
with the binary decision model underlying its theoretical background inspiration
and may be more adequate to select instances from the disagreement area.

2.3 Query by Committee

Committees, also called ensemble-based classifiers, are combinations of models
whose united predictions are meant to achieve better accuracy than a single
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model. Query by Bagging and Query by Boosting are two examples of active
learning committees [1]. Depending on the member models output, several mea-
sures of disagreement are possible.

In this paper, since the base learning algorithms of all strategies are not ensem-
bles, a comparison that includes Query by Committee is deferred to future work.
Moreover, a fair comparison between strategies requires the same base learner,
otherwise accuracies of classifiers trained on the actively sampled instances could
not be compared.

The complexity of Query by Committee is considered here as O(1), if the
ensemble is seen as a single base learner or O(M), if the number of members M
is considered.

2.4 Expected Error Reduction

Probably, the entropy reduction example [28] is the first proposal of an expected
error reduction strategy: the instance that achieves the greatest reduction in the
total predicted label entropy is select as the best query.

An important feature of the expected error reduction family of strategies is
the possibility to adopt any objective function, like g-means or f-measure [17]
- g-means, e.g. can be employed in the presence of class imbalance, a frequent
issue in multi-class problems.

A more recent work [11] presents a method that considers implicitly informa-
tion about the underlying clustering partitions, instead of relying only on the
scarce labeled data. It is the natural choice for the present comparison given
its reported superior performance. For each candidate instance x ∈ U from the
pool, its most probable label y′ is calculated optimistically:

y′ = argmin
y

∑
u

H(xu, θL∪{〈x,y〉})

where H(x, θ) is the objective function. Additionally to the accuracy, and in line
with the original work, the entropy on the unlabeled data is also adopted as
objective function in this work (amounting two variations of the same strategy:
accuracy and entropy).

The high complexity order of the algorithm (O(|U|2)) degrades linearly with
increases in |Y |, which is a major concern in problems with a big number of
classes. To alleviate the computational cost, a hundred instances were randomly
sampled from U in each iteration in the experiments of this article.

2.5 Expected Model Change

One can relief the sampling process from the computational complexity of an-
alyzing the expected impact over the pool. This is possible by observing only
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the expected impact on the model. One such strategy is the Expected Gradient
Length [33]. Since the true label is not known in advance, the expected model
change is calculated over all possible labels. The differences between two trainings
(the previous and the candidate to be the next training) ΔC(x, y,L) is weighted
by the model’s posterior probability estimates P (x):

EMC(x) =
∑
c∈Y

P (c|x)ΔC(x, y,L)

ΔC(x, c,L) = |C(L ∪ {〈x, c〉})− C(L)|

Expected Model Change is similar to uncertainty sampling because it is based
on a localized criterion: it is focused on the relation between the current model
and the candidate query instead of the rest of the instances.

The complexity of each query is O(|Y |.|U|). Like Expected Error Reduction,
training time can be reduced when the learning algorithm is incremental. Since
none of the learning algorithms adopted in this work have an analogous to the
gradient length, Expected Model Change was not included in the experiments.

2.6 Density-Weighted Sampling

The general contract of theDensity-weighted strategies is the information density
measure [30]:

ID(x) = H(x)
1

|U|
∑
u∈U

sim(x,u)

or the training utility [10], measure adopted by its improved version and used in
this work:

TU(x) = ID(x)(
∑
l∈L

sim(x, l))−1

Any similarity sim(x,u) and informativity measures H(x) can be adopted.
In this work, five distances d(x,u) were compared (Euclidian, Minkowsky, Man-
hattan, Chebyshev and Mahalanobis) and transformed into a similarity measure
by the formula:

sim(x,u) =
1

1 + d(x,u)

Due to publication restrictions concerning space, only the two best distances
were kept in the results (Euclidian and Manhattan). The margin M(x) was
adopted as the informativity measure.

The complexity order is O(1), but |U|2 distance calculations are needed for
each query. For this reason, their values should be cached in fast access memory
to reduce computational costs by taking advantage of the fact that the pool
remains the same along the whole process. The main feature of density-weighted
methods is their sensitivity to the spatial distribution of the data.
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2.7 Cluster-Based Sampling

The learning process can exploit natural clusters in the (unlabeled) pool, instead
of performing queries that focus the decision boundaries/version space division.
One such approach is the hierarchical sampling [7]. Instances are queried with
higher probability from the most impure and representative clusters. The original
implementation was adopted in the comparison of this work, with the same
clustering algorithm: the Ward’s average linkage method1.

Cluster-based strategies are independent from the classification algorithms.
Their hierarchical version is statistically sound, since it draws instances at ran-
dom from each cluster within estimates for the error induced by each pruning.
Therefore, it is guaranteed to not perform worse than random sampling. Because
of the independence regarding classification algorithms, they are called agnostic.
Another example of agnostic strategy is Random Sampling.

3 Experiments

In the evaluation of the active learning strategies, it is important to compare dif-
ferent classification algorithms, because non-agnostic strategies depend heavily
on the base learner. Therefore, all the evaluated strategies were assessed using
four algorithms commonly used in classification problems: C4.5, Naive Bayes
(NB) , Very Fast Decision Trees (VFDT) and 5-NN [24,19,9,15]. Specifically,
NB, VFDT and 5-NN are well suited for interactive active learning because they
accept incremental training. Redundant results, like the similar performance of
entropy E(x) and uncertainty Pmax(x) were omitted due to space restrictions.

The active learning process is divided in two phases: sampling and training.
For each new query, a new model is built/updated and tested against unknown
instances previously set apart. Ten runs of 10-fold cross-validation were used for
each dataset [5]. Duplicate instances were removed. Each fold was used as the
pool of unlabeled instances - as adopted by [22].

In real applications, at least at the first steps, it is expected from the supervisor
to perform some kind of guided active learning [3] to reduce the risk of incurring
into useless labeling. Therefore, in the experiments, it was assumed that one
instance from each class had its label revealed before each active learning strategy
took place2. One or more than one instance per class have been used in literature
[12].

3.1 Stopping Criterion

Learning stops after Q queries. Q is dataset-dependent and defined as follows.
In the literature, arbitrary values (50, 100, 200, |U| etc.) have been used [25,12].
However, arbitrary values do not take into account dataset’s peculiarities. In this

1 Clusterer and classifiers implementation, including their default parameters, are from
Weka library [14].

2 Except for the Cluster-based strategy.
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work, Q is the average number of queries the best strategy needed to achieve the
average passive accuracy. The passive accuracy was calculated after training the
classifier with all available instances in the pool and testing it in the test folds.

To assess the quality of the learned model, its accuracy was averaged along all
possible budgets until Q, resulting in the Area under the Learning Curve [13].

3.2 Datasets

Twenty-eight labeled data sets from the UCI repository [4] were used in the
experiments. They are detailed in Table 1. Datasets with imbalance level larger
or equal any of the average passive accuracies were discarded.

Table 1. Dataset details. Last column indicates the proportion of examples from the
majoritary class.

Dataset #Instances #Numeric #Nominal #Classes %Majoritary class

colon32 62 32 0 2 0.65
bodies 62 3721 0 2 0.55
subject 63 229 0 2 0.56
hayes-roth 84 4 0 3 0.37

accute-i 99 1 6 2 0.56
leukemia-h 100 50 0 2 0.51
breast-t 105 9 0 6 0.21
tae 106 3 2 3 0.36

molecular-p 106 0 57 2 0.50
iris 147 4 0 3 0.34
wine 178 13 0 3 0.40
connection 208 60 0 2 0.53

newthyroid 215 5 0 3 0.70
statlog-h 270 13 0 2 0.56
flare 287 0 11 6 0.30
ionosphere 350 34 0 2 0.64

monk1 432 0 6 2 0.50
breast-c 569 30 0 2 0.63
balance 625 4 0 3 0.46
australian 690 8 6 2 0.56

pima 768 8 0 2 0.65
vehicle 846 18 0 4 0.26
tic-tac-toe 958 0 9 2 0.65
vowel 990 10 0 11 0.09

yeast 1269 8 0 4 0.35
cmc 1358 2 7 3 0.44
wineq-r 1359 11 0 6 0.42
car 1728 0 6 4 0.70
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3.3 Experimental Results

In Table 2, all pairs of strategies are compared by the rankings shown in Table
3. Each symbol sr,c in a cell at row r and column c indicates that the strategy
r is better than strategy c within the confidence interval 0.05 according to the
Friedman test with the Nemenyi post-hoc test [8].

Table 2. Each placed symbol indicates when the strategy at the row is better than
the strategy at the column: C4.5 (©), NB (�), 5-NN (�) and VFDT (·)

Active Learning strategy 1 2 3 4 5 6 7 8 9 10

1 - Random Sampling -

2 - Uncertainty -
3 - Cluster-based -

4 - Margin -

5 - SGmulti -

6 - SGmultiJS -

7 - Exp. Error Reduction (entropy) -

8 - Exp. Error Reduction (accuracy) -

9 - Density Weighted Training Utility (euclidian) -

10 - Density Weighted Training Utility (manhattan) -

Table 2 shows that the performances of the strategies are strongly related to
the classification algorithm used. The proposed SG-network adaptations were
better than almost all other strategies when NB (�) was used. VFDT (·) also
presented a positive response under these strategies. The density-weighted strate-
gies achieved similar performance with C4.5 (©) and 5-NN (+); again VFDT
was partially well suited, but mostly for the Manhattan variation of the density-
based approaches. Uncertainty and Margin sampling using 5-NN were better
than random sampling, the baseline of most studies. They were also better
than expected error reduction (entropy) when using 5-NN. The worst strate-
gies were based on expected error reduction and random sampling because of
the significant losses. Cluster-based was outperformed only by SGmulti and
density-based variations, but did not outperformed any strategy with statistical
significance.

The expected error reduction strategy was not impacted by the 100-instance
subsampling. This is evidenced by noting that its performance was not better
even in datasets with less than 100 instances in the pool. The first nine rows of
tables 1 and 3 represent the small datasets, which required no subsampling.
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Table 3. ALC ranking for the first Q queries (Section 3.1). Lower is better. Strategy
numbers are the same given in the Table 2. The last row is the median for all datasets.

C4.5 VFDT 5-NN NB
Strat. 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10

col. 6 8 5 7 2 0 3 9 1 4 8 5 7 3 2 4 6 9 1 0 9 4 2 3 6 7 8 5 1 0 8 3 9 2 6 4 5 7 1 0
bod. 3 6 9 5 2 4 7 8 1 0 8 7 0 6 4 3 5 9 1 2 8 6 3 5 9 2 7 4 1 0 8 6 9 5 2 0 1 7 4 3
sub. 5 8 3 7 6 9 0 4 2 1 8 7 1 6 5 4 0 9 2 3 9 3 7 4 5 8 6 2 0 1 9 6 7 4 5 0 1 8 2 3
hay. 6 3 8 5 7 9 0 4 1 2 0 8 2 9 1 3 6 4 7 5 4 5 7 6 0 3 9 8 1 2 2 8 3 7 1 0 9 4 6 5

acc. 7 4 5 3 6 9 2 8 0 1 5 7 3 6 1 0 9 8 2 4 8 3 5 2 6 4 9 7 1 0 8 5 6 4 1 2 9 7 3 0
leu. 3 6 9 5 1 8 4 7 2 0 3 7 1 8 0 2 4 9 5 6 8 4 2 3 7 6 9 5 0 1 8 5 1 4 0 2 7 9 3 6
bre. 6 7 5 8 4 2 3 9 0 1 5 7 4 6 1 0 8 9 3 2 8 7 3 5 4 2 9 6 1 0 2 9 3 8 1 0 4 5 7 6
tae 4 0 6 3 1 5 7 9 2 8 5 2 9 7 8 0 4 3 6 1 4 1 8 2 6 7 9 3 0 5 3 9 4 8 2 1 6 0 5 7

mol. 8 3 7 2 5 4 6 9 0 1 3 8 2 9 5 1 6 0 7 4 6 2 1 3 5 8 9 7 4 0 7 9 1 6 4 0 8 5 3 2
iris 8 5 7 4 2 6 3 9 1 0 4 6 3 7 1 0 9 8 5 2 8 2 6 5 4 3 9 7 1 0 6 7 5 8 1 0 9 4 3 2
wine 8 5 3 4 2 7 6 9 1 0 7 5 4 6 2 0 9 8 3 1 8 2 7 3 5 6 9 4 1 0 9 5 8 4 1 0 6 7 3 2
con. 3 9 2 8 6 4 5 7 1 0 5 8 1 7 3 2 6 9 4 0 8 2 5 1 6 7 9 4 3 0 6 9 1 8 0 4 3 2 7 5

new. 5 8 9 7 2 6 4 3 1 0 8 2 4 5 1 0 9 7 6 3 9 2 6 3 7 8 5 4 0 1 9 6 7 5 1 0 8 4 3 2
stat. 5 8 2 7 3 4 6 9 1 0 0 9 1 8 4 3 7 2 5 6 8 3 5 2 6 7 9 4 0 1 5 9 6 7 0 1 8 2 4 3
flare 7 5 2 6 9 8 4 3 0 1 8 5 9 6 1 2 7 4 3 0 8 2 7 3 6 4 9 5 0 1 8 1 9 3 6 0 7 5 2 4
ion. 7 4 6 3 2 9 5 8 1 0 5 7 8 6 0 1 9 4 3 2 7 1 8 0 6 9 3 2 4 5 5 7 4 8 0 1 3 2 9 6

mon. 8 3 6 2 7 9 1 5 0 4 6 4 8 1 3 5 9 7 2 0 6 2 7 3 5 9 8 4 1 0 7 2 8 0 3 5 9 6 4 1
br.c 3 7 4 6 2 8 5 9 1 0 7 6 4 5 1 0 8 9 3 2 7 3 5 2 8 6 9 4 1 0 8 4 6 5 1 0 7 9 3 2
bal. 5 8 6 9 3 7 1 4 0 2 2 9 4 6 0 7 8 5 3 1 6 7 8 4 5 2 9 3 0 1 4 7 6 3 1 8 9 5 2 0
aus. 8 4 1 3 5 9 6 7 2 0 1 9 4 8 0 2 5 3 6 7 6 3 4 2 8 5 9 7 1 0 5 9 3 8 2 0 7 1 6 4

pim. 8 3 9 2 4 7 6 5 1 0 2 8 4 9 0 1 7 3 5 6 7 0 5 2 9 4 8 6 3 1 3 8 4 9 2 1 7 0 6 5
veh. 6 7 8 9 4 3 2 5 1 0 6 5 3 7 2 1 8 9 4 0 8 2 6 3 9 4 5 7 1 0 4 7 1 6 0 3 8 9 2 5
tic. 4 7 2 6 3 9 1 0 8 5 5 4 9 3 0 7 6 8 2 1 8 3 7 2 4 6 9 5 0 1 8 4 9 2 3 5 6 7 1 0
vow. 8 4 7 3 6 9 2 5 1 0 8 7 9 3 2 6 4 5 1 0 8 4 6 2 9 5 7 3 0 1 8 9 7 3 2 6 4 5 1 0

yea. 9 3 4 6 1 2 7 5 8 0 2 8 1 5 0 7 6 9 4 3 9 2 3 4 5 8 7 6 1 0 6 9 3 4 2 8 7 5 0 1
cmc 0 8 2 5 3 6 4 1 9 7 8 6 4 1 3 9 5 7 0 2 1 9 5 6 0 4 3 2 7 8 6 9 5 3 2 4 7 8 1 0
win.r 8 1 9 0 2 6 4 3 5 7 5 4 6 2 1 9 7 8 0 3 2 9 7 3 0 1 4 5 8 6 7 1 8 0 4 9 6 5 2 3
car 8 2 6 3 7 9 4 5 1 0 8 0 7 1 3 9 6 2 4 5 8 5 7 0 4 9 6 3 1 2 8 5 7 4 0 9 6 2 3 1

Med. 6 5 6 5 3 7 4 6 1 0 5 7 4 6 1 2 6 7 3 2 8 3 6 3 6 6 9 4 1 1 7 7 6 4 1 1 7 5 3 2

4 Conclusions

Despite its statistical soundness, sophisticated methods, like the cluster-based,
did not perform better than ad hoc approaches, like SGmulti and density-based
training utility. Therefore, possibly the sampling bias plays an important role in
active learning, analogous to the learning bias (representation/search bias) of a
classifier (learning algorithm): whilst generalization of learning is only possible
with a bias, a good choice of queries for a given pair dataset/classifier implies
the adoption of a strategy with the correct types of exploration and exploitation,
and also the adequate balance between both.
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The results obtained in this study suggests that active learning can be effec-
tive, but dependent on the classification algorithm. It is worth to mention the
good overall results for the first proposed multiclass adaptation of SG-network
(SGmulti) and density-based training utility. An investigation of the relation-
ship between dataset features and strategy performance, and the use of other
classifiers, with different learning biases, are intended as future works.
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Abstract. Building ensembles with good performance depends highly on the 
precision and on the diversity of the base learners that compose them. However, 
achieving base learners that are both precise and diverse is a complex issue. In 
this paper we explore the idea of resolving multiclass classification problems 
using base learners composed of coupled classifiers that are trained with 
disjoint datasets. The goal is to achieve an accurate ensemble by using base 
learners that are relatively accurate but highly diverse. The system resulting 
from this proposal has been validated on the MNIST dataset, which is a good 
example for multiclass problem. 

Keywords: Ensemble of classifiers, Multi-class Classification, Artificial Neural 
Networks, Feature Selection, Diversity, MNIST. 

1 Introduction 

An ensemble of classifiers is composed by a group of classifiers that combine their 
predictions to obtain a system that hopefully is more accurate than every one of its 
members [1]. To achieve this goal, the members of the ensemble, known as base 
learners, must be both accurate and diverse. A classifier is accurate if the rate of 
correctly labelled examples is better than random guessing. Two classifiers are 
diverse when their errors are not coincident [2]. These two objectives are somewhat 
conflicting [3] because increasing the accuracy of the classifiers usually is coupled 
with a higher coincidence in their predictions.  

In this paper, we present a preliminary proposal of the Complementary-
Complementary Ensemble (CCE), a homogeneous ensemble of classifiers that is 
designed to resolve multi-class problems. Given that there is a trade-off between 
accuracy and diversity, in this first approximation, the primary objective is to attain 
highly diverse base learners, leaving the accuracy as a secondary goal. 

The feasibility of the proposed ensemble has been empirically tested on the popular 
MNIST Database [4]. This research makes a comprehensive analysis of the 
performance of the proposed ensemble, and the results are compared with other well-
known classification methods. 
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This paper is organized as follows: Section 2 presents the architecture of CCE. 
Section 3 describes the MNIST data set, the method and the measures used to 
evaluate CCE. Section 4 shows the experimental evaluation. Last, Section 5 presents 
some conclusions that have been derived from this work. 

2 Complementary-Complementary Ensemble Architecture 

CCE is a classifier ensemble that has been conceived with the objective of attaining 
an accurate system by using highly diverse base learners. To achieve this aim, we 
propose building each base learner by using a different training set and a different 
class codification. So, if the application domain has instances belonging to k classes, 
each base learner is composed by two complementary multiclass classifiers: One of 
them is trained with the instances that belong to j classes (1<j<k-1); the other one is 
trained with the instances that belong to the (k-j) remaining classes. Considering a 
four class problem (k=4; j=2) in which the classes are represented by {c1, c2, c3, c4}, 
the possible base learners that can be built are shown in Table 11: 

Table 1. Class distribution scheme of CCE for a four-class problem 

Base Learner Classifier #1 Classifier #2 
L1 {c1, c2} {c3, c4} 
L2 {c1, c3} {c2, c4} 
L3 {c1, c4} {c2, c3} 

 
Considering the possible values of j and excluding the equivalent combinations, the 

potential number of different base learners, L(1)
, is fixed by Eq. (1): 

ሺଵሻܮ  ൌ 2௞ିଵ െ ሺ݇ ൅ 1ሻ (1) 

To achieve a higher degree of diversity among the base learners, to balance the time 
that is required to train each classifier and to reduce the number of ensemble 
members, the value of j is set to k/2, if k is an even number or to k/2+1 if k is an odd 
number. Consequently, the number of possible base learners that can be built is 
reduced from L(1) to L(2), with L(2) defined in Eq. (2): 

ሺଶሻܮ  ൌ ൞ଵଶ  ௞! ቀೖమቁ!ቀೖమቁ! ଵଶ  ሺ௞ାଵሻ! ቀೖశభమݎܾ݁݉ݑ݊ ݊݁ݒ݁ ݊ܽ ݏ݅ ݇ ݂݅       , ቁ!ቀೖశభమ ቁ! ݎܾ݁݉ݑ݊ ݀݀݋ ݊ܽ ݏ݅ ݇ ݂݅   (2) 

For example, when the number of classes is 6, the number of base learners is reduced 
from 25 to 10. Table 2 (left side) shows the class distribution used in the construction 
of these ten base learners.  

                                                           
1  Note that the combination [{c1, c2}∈L1; {c3, c4}∈L2] is equivalent to [{c3, c4}∈L1; {c1, 

c2}∈L2]. Therefore, only one of them is considered. 
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By analogy with the representation scheme proposed by [5], this class distribution 
will be represented as a kxL(2) matrix (right side of Table 2), where the xij component 
indicates if examples belonging to class i are used to train the first (xij=0) or the 
second (xij=1) classifier of the jth base learner. So, the first row indicates that the 
classes {c1, c2, c3} (labelled with 0) are used to build one of the classifiers that 
compose the first base learner, and the classes {c4, c5, c6} (labelled with 1) to build the 
second classifier. 

Table 2. CCE: class distribution scheme (left) and decomposition matrix (right) for a six-class 
problem 

Base Learner Classifier #1 Classifier #2 c1 c2 c3 c4 c5 c6 
L1 {c1, c2, c3} {c4, c5, c6} 0 0 0 1 1 1 
L2 {c1, c2, c4} {c3, c5, c6} 0 0 1 0 1 1 
L3 {c1, c2, c5} {c3, c4, c6} 0 0 1 1 0 1 
L4 {c1, c2, c6} {c3, c4, c5} 0 0 1 1 1 0 
L5 {c1, c3, c4} {c2, c5, c6} 0 1 0 0 1 1 
L6 {c1, c3, c5} {c2, c4, c6} 0 1 0 1 0 1 
L7 {c1, c3, c6} {c2, c4, c5} 0 1 0 1 1 0 
L8 {c1, c4, c5} {c2, c3, c6} 0 1 1 0 0 1 
L9 {c1, c4, c6} {c2, c3, c5} 0 1 1 0 1 0 
L10 {c1, c5, c6} {c2, c3, c4} 0 1 1 1 0 0 

 
The imposed design constraint reduces the number of possible base learners and, 

therefore, implies a reduction in the computational cost of the model. Nevertheless, 
when k>6 the number of learners that can be built is still very high (126 when the 
number of classes is 10; 92378 when the number of classes is 20, and so on). To 
reduce this quantity, a second design constraint is imposed: The number of base 
learners, L(3), must be a value between k and 2k, that is, L(3)∈[k, 2k]. 

This new restriction on the number of ensemble members implies selecting from 
the pool of candidates, a specific subset of base learners that makes up the ensemble. 
A possibility is to use an over-produce and choose [6] methodology. That is, to build 
all the candidates for base learners and then to search the subgroup that offers a 
higher degree of diversity or accuracy. Depending on the value of L(2) −candidates− 
and L(3) −prefixed ensemble size− either an exhaustive search, or another selection 
algorithm can be applied [7]. A second possibility is to use an ad hoc technique that 
first heuristically picks the number and the structure (class distribution) of the base 
learners, and then builds the classifiers. Since using an over-produce and choose 
strategy implies a high computational cost, CCE follows the second approach. In the 
next epigraph we show how to choose the structure of the base learners to achieve a 
classification performance as good as possible.  

2.1 Base Learner Optimization 

One of the main problems of the proposed class decomposition scheme is that most 
classifiers are forced to classify examples that do not belong to any of the learnt 



 An Approach to Improve the Accuracy in Ensembles by Using Diverse Base Learners 633 

 

classes. In other words, given an instance that belongs to class ci, those classifiers that 
have not been trained using instances belonging to this class give a decision that is 
always erroneous. In the decomposition matrix shown in Table 2, we can observe that 
this unfavourable scenario appears in one of the two classifiers that composes each 
base learner. For example, no pattern belonging to c2 is correctly classified by 
Classifier #2 of {L1, L2, L3, L4} or by Classifier #1 of {L5, L6, L7, L8, L9, L10} because 
no pattern belonging to c2 is used during the training phase of these classifiers.  

Ideally, it is expected that in the combination of a pair of classifiers, the output of 
the classifier that was trained with examples belonging to class ci prevails over the 
fictitious output of the other classifier. As an example, let us consider the MNIST 
database and a base learner composed by Cl#1 and Cl#2 whose class distribution is 
given by expression (3): 

 Cl#1 ⊃ {c0, c5, c7, c8, c9}; Cl#2 ⊃ {c1, c2, c3, c4, c6} (3) 

The accuracy of Cl#1 and Cl#2 on the test set is 49.36% and 53.92% respectively, but 
when both classifiers are combined to form a base learner (see subsection 2.2), the 
resultant accuracy rate increases to 88.57%. These results demonstrate that, in a great 
number of cases, the output of the classifier trained with examples belonging to class 
ci is the prevailing one. Nonetheless, in a deeper study, we have observed that more of 
the 90% of the errors made by this base learner are due to the fact that this assumption 
is not satisfied. After defining the meta-classes C1={c0, c5, c7, c8, c9} and C2={c1, c2, 
c3, c4, c6} and exclusively examining the misclassified instances by our base learner2, 
the resulting confusion matrix is shown in Table 3: 

Table 3. Confusion matrix for meta-classes C1 and C2 on the MNIST test set 

 Predicted class 
True Class C1 C2 
C1 33 512 
C2 576 22 

The combination of several base learners to make up an ensemble should reduce 
this mislabeling. Nevertheless, we have realized that an effective way of drastically 
minimising this type of error is to guarantee that given any two classes there is, at 
least, a classifier that has been trained using samples from both classes. 

In conclusion, CCE is a modular architecture in which: 

1. The number of base learners, L(3), is limited to a value between k and 2k. 
2. Each base learner is composed by two complementary multiclass classifiers. Each 

one of these classifiers is trained with instances that belong to k/2 classes. 
3. Given any two classes, there is, at least, a classifier that has been trained using 

examples that belong to both classes. 

                                                           
2  On the MNIST database, an accuracy rate of 88.57% is equivalent to 1143 mistakes. 
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For satisfying the previous requirements and defining the CCE decomposition matrix, 
a simple trial and error algorithm is employed: 

1. Build, in a random way, L(3) binary codes (k<L(3)<2k) of length k, where the 
number of ones is equal to the number of zeroes.  

2. Verify that there are neither equal codes nor complementary codes. 
3. Check that given any two classes, there is, at least, a classifier that has been trained 

using examples of both classes. 
4. Repeat the process until requirements 2 and 3 are satisfied. 

2.2 Design and Integration of the Base Learners 

Artificial Neural Networks are one of the most widely used paradigms for solving 
multiclass classification problems, including the MNIST domain proposed in this 
paper [8]. For this purpose, different classifiers are designed, based on the 
combination of multiple elementary ANN, conforming more complex systems [9–11]. 
Previous work related with this domain (handwritten digit recognition) was also 
performed using different ANN combinations in order to improve the recognition 
rates [9, 12]. 

Once the classifiers that make up a base learner have been built, the next step is to 
determine the strategy employed for obtaining the output of the base learners and the 
final decision of the ensemble.  

To obtain the output given by a base learner, a parallel combination scheme is 
applied. The output given by the ith base learner is a vector of k components 
(Yi(x)=[y1, y2, …, yk]) in which the yj component is generated by the first classifier if 
the xij element of the decomposition matrix is 0, or by the second classifier if xij=1. 

Because the base modules that integrate CCE provide a complete solution to the 
classification problem, the ensemble decision should be taken in a cooperative way. 
For both, its simplicity and its effectiveness in large and complex data sets [13] the 
CCE output is calculated by averaging the outputs that are associated with each class 
and choosing the class that attains the maximum value. Mathematically, the process is 
described through Eq. (4): 

ҧሻݔሺܥ  ൌ arg max௝ୀଵ;௝ୀ௞ ൬∑ ௬೔ೕಽ೔సభ௅ ൰ (4) 

where: yij is the jth output of the ith base module, k is the number of categories, and L 
is the number of base modules.  

3 Experimental Setup 

This section describes the data set (Sec. 3.1), the method and the measures (Sec. 3.2) 
used to evaluate CCE. 
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3.1 MNIST 

To evaluate the performance of CCE when solving a problem in which the number of 
training examples is large and higher than the number of testing examples we have 
selected the MNIST data collection [4]. This dataset (Figure 1) contains 60000 train-
ing examples and 10000 testing examples. Each sample is a handwritten digit, which 
is represented as a greyscale 28x28 pixel image. Therefore each instance is described 
by 784 features and belongs to one of ten different classes (digits from 0 to 9). 

Fig. 1. Examples from the MNIST database 

3.2 Performance Evaluation 

To test how well CCE works on solving classification tasks, its performance is 
compared to that obtained by other well-known classification systems. 

The CCE System 
Because the number of classes in MNIST is 10, the number of base learners of CCE 
must be restricted to the [10, 20] interval. To keep the processing time as low as 
possible, the number of base learners has been reduced to a minimum. 

Following the definition made in section 2, the CCE decomposition matrix used in 
this research for the MNIST problem is shown in Table 4. 

Table 1. CCE decomposition matrix for the MNIST problem 

Base Learner C0 C1 C2 C3 C4 C5 C6 C7 C8 C9 
L1 0 1 1 1 1 0 1 0 0 0 
L2 0 1 1 1 0 1 1 0 0 0 
L3 1 0 1 0 1 1 1 0 0 0 
L4 1 0 1 0 0 0 1 1 0 1 
L5 0 0 0 1 0 1 0 1 1 1 
L6 1 1 0 1 1 0 0 0 1 0 
L7 1 1 1 1 0 0 0 0 0 1 
L8 1 1 0 0 1 1 0 0 0 1 
L9 1 0 1 0 0 0 1 0 1 1 
L10 0 0 1 0 0 1 0 1 1 1 

Designing the Comparison 
To test how well CCE works, its performance is compared to that obtained by the 
following classification systems: 

1. A single one-layer MLP with 10 output units, trained with the Back Propagation 
algorithm. After analyzing the accuracy for several ANN architectures and 
reaching a compromise between the processing time and the error rate [14], the 
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number of hidden units has been fixed at 100 and the number of training cycles at 
500. The weight initialization is restricted to the [-1, 1] interval, the learning rate is 
set to 0.025 and the activation function for both the hidden and output layer is the 
sigmoid function.  
The same configuration and parameters are used for training the MLP's that 
compose the ensembles in the following sections.  

2. An OAA architecture [15] modelled with MLP's. The OAA (One Against All) 
architecture is an ensemble of classifiers based on transforming a multiclass 
problem into several binary subproblems each of which separates one class from 
the (k - 1) remaining classes. For the MNIST problem, this scheme is composed by 
10 ANNs with one output unit. The predicted class corresponds to the unit that 
attains the highest output value as given in Eq. (5): 

 ܿሺݔҧሻ ൌ ,ҧݔሺܨ ,ଵݕ ,ଶݕ … … , ௞ሻݕ ൌ arg max௜ୀଵ,…..௞ሺݕ௜ሻ (5) 

where yi is the output value of the i-th neural network. 
3. Bagging [16] with 20 MLP as base learners. Bagging (Bootstrapping and 

aggregating) is a classifier ensemble in which the diversity is achieved using 
different training data sets to build the individual classifiers. Specifically each base 
learner is built using a particular data set with the same cardinality as the original 
training set, but where some instances are repeated while others are omitted. 
To avoid errors in the class assignation that are attributable to the integration 
method [17], the output of Bagging is obtained as in CCE, that is using Eq. (4). 

4. ECOC [18] with MLP as base classifiers. As well as the OAA architecture, ECOC 
-Error Correcting Output Codes- is a classifier ensemble that was specifically 
designed to solve multiclass classification problems transforming them into several 
binary problems. In ECOC, each ensemble member is trained using a different 
class encoding and the output is computed following Eq (6): 

ҧሻݔሺܥ  ൌ min௝ ∑ ห ௜݂ሺݔҧሻ െ ௜௝ห௅௜ୀଵݓ  (6) 

where fi(x) is the output value of the i-th binary classifier and wij = 1/0 if class ci 
belongs to one of the categories that the i-th classifier considers as 
positive/negative during the learning phase. 
To solve MNIST, ECOC has been constructed using the 15 bit error-correcting 
output code for a ten-class problem proposed in [11]. 

Due to the large amount of attributes that describe the examples, it is probable that a 
large number of features are either irrelevant or redundant with respect to the class 
concept. So, all the classification models have been build and tested using: i) The full 
feature space and ii) The feature subset obtained by applying CFS [19] to all the 
training subsets. 

Ensemble Performance Evaluation 
To evaluate the performance of the implemented models and determine if the 
differences among them are statistically significant, we have used the McNemar Test 
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[20]. This test is regarded as the best alternative whenever the computational cost of 
the experiment does not allow a cross-validation process [21].  

According to the McNemar Test, two classifiers, fi and fj, are statistically equivalent 
at a level of significance α when the value given by Eq (7) is less than or equal to the 
tabulated critical value for the Chi-square distribution with one degree of freedom. At 
a level of significance of 0.05, this value is equal to 3.841. 

 ߯ଶ ൌ ሺ|௡೚భି௡భబ|ିଵሻమ௡బభା௡భబ  (7) 

where nab is the number of instances classified correctly (a=1) or incorrectly (a=0) by 
the classifier i, and correctly (b=1) or incorrectly (b=0) by the classifier j. 

Finally, to analyse the relationship between the diversity of the base learners and 
the ensemble accuracy we measure the independence of two base learners, Li and Lj, 
using the Yule's Q statistic [22, 23]. This value is computed following Eq. (8): 

 ௜ܳ,௝ ൌ ୬భభ୬బబି୬బభ୬భబ୬భభ୬బబା୬బభ୬భబ (8) 

where nab have the same meaning as in (7). Note that classifiers that tend to recognize 
the same objects correctly will have high values of Q. Classifiers whose errors are not 
coincident have low values of Q.  

For an ensemble of L base learners, the Q statistic is equal to the averaged value over 
all pairs of classifiers as given in Eq. (9): 

 ܳ௔௩ ൌ ଶ௅ሺ௅ିଵሻ ∑ ∑ ௜ܳ,௝௅௝ୀ௜ାଵ௅ିଵ௜ୀଵ  (9) 

4 Experimental Results 

Once the experimental methodology and the implemented classification models have 
been described, this section shows the obtained experimental results. 

As mentioned in section 3.1, McNemar Test is used for assessing the statistical 
significance of the observed differences between each pair of classifiers. To facilitate 
the comprehension of the analysis, the study is divided into two parts. At first, the 
results of CCE are compared against the other models when all the features of the 
input space are used for training. In a second phase, the results are shown for 
classifiers built with samples on which a feature selection has been performed. 

Table 5 shows the Test Errors for the evaluated models (main diagonal). Also 
shown are the number of shared errors for each pair of classifiers, n00 (values above 
the diagonal) and the values for the McNemar Test (values under the diagonal). 

The analysis of the errors committed by each model shows that the most accurate 
model is CCE, followed by those models that decompose the multiclass problem into 
several binary subproblems, i.e., ECOC and the OAA architecture. Accounting how 
many times a system is statistically better (win), equivalent (tie) or worse (loss) than 
another, the best systems are CCE and ECOC (win and tie on two occasions each), 
being the simple MLP the worst (loss on four occasions). 
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Table 5. Errors and values for the McNemar Test. The values of the diagonal correspond to the 
errors committed by each model. Values above the diagonal show the shared errors for two 
classifiers (n00). Values under the diagonal represent the values obtained with eq. (7). A (+) 
symbol indicates that model M1 (horizontally) significantly outperforms model M2 (vertically). 
A (–) symbol indicates the contrary. A (.) symbol indicates statistically equivalent models. 

 ANN OAA Bagging ECOC CCE 

ANN 353 148 195 167 152 
OAA 36.27 (+) 247 175 153 155 
Bagging 28.03 (+) 3.15 (.) 271 194 185 
ECOC 45.34 (+) 0.05 (.) 5.78 (+) 243 161 
CCE  58.87 (+) 2.72 (.) 16.07 (+) 1.97 (.) 225 

To estimate the quality of CCE, to check whether it outperforms every one of its 
members and to verify that the base learners are highly diverse, Figure 2 shows i) the 
accuracy of the ensemble, ii) the interval defined by the accuracy of all of the base 
learners, and iii) the ensemble diversity measured using the Q statistic –diversity 
between base learners (Eq. 8) and its averaged value (Eq. 9)–. Additionally, the 
equivalent values for Bagging are shown3.  

 

Fig. 2. Ensemble Accuracy (bar), interval defined by the accuracy of the base learners (line) 
and ensemble diversity (points). Note that low values of Q indicate a high degree of diversity.  

The values plotted in Figure 2 show that the base learners of CCE are less accurate 
than the base learners of Bagging but they are considerably more diverse. Given that 
CCE is more accurate than Bagging, it can be deduced that the quality of CCE 
depends more on the diversity of its base learners than on their accuracy. 

Once CCE has been tested on the MNIST dataset and the results have been 
compared to the other ensemble methods, next we show the results obtained when the 
base learners of these ensembles are trained with data that are represented by different 
feature subsets. This strategy is focused on increasing the diversity of the base 
learners by varying the feature subset used to generate each ensemble member. For 
this task we have chosen the CFS algorithm [19], which rewards the features with 
                                                           
3  For OAA and ECOC the answer to the classification problem is not complete. Therefore the 

computation of the diversity values is not possible. 
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higher correlation with the class labels. Therefore, different combinations of instances 
and/or classes necessarily give different feature subsets.  

Table 6 shows the results obtained when the base learners are trained using a 
reduced input space. 

Table 6. Errors, number of shared errors for each pair of classifiers, and values for the 
McNemar Test when the ensembles are trained with feature selection 

 ANN OAA Bagging ECOC CCE 

ANN 377 218 217 196 178 
OAA 51.23 (-) 534 192 249 163 
Bagging  33.52 (+) 137.03 (+) 288 187 177 

ECOC 12.22 (-) 
  13.81 

(+) 
71.90 (-) 451 155 

CCE  94.30 (+) 221.01 (+) 25.12 (+) 139.93 (+) 224 

 
The values shown in Table 6 indicate that, on the MNIST and with a reduced input 

space, CCE offers the lowest error rate. What is more, CCE significantly outperforms 
any of the other implemented models.  

On the other hand, comparing the results obtained for each classification system 
with and without feature selection leads to the conclusion that CCE is the only system 
without any accuracy loss. 

Finally, the values shown in Table 7 prove that, with a reduced input space, the 
CCE members are more diverse but less accurate than the Bagging members. In 
addition, comparing the values for CCE shown in Figure 2 and in Table 7, it can be 
observed that the base learners that are trained varying the input space are more 
diverse than those trained using the full feature space. This result suggests that 
although the error rate does not differ, combining CCE and CFS improves the 
ensemble performance in terms of the computational complexity (number of units and 
weights) and the processing time.  

Table 7. Ensemble accuracy and maximum and minimum accuracy of the base learners for 
CCE and Bagging when the ensembles are combined with a feature selection process 

 Max Accuracy Min Accuracy Ensemble Accuracy Q 

CCE 89.69% 86.00% 97.76% 0.639 

Bagging 96.26% 95.51% 97.12% 0.969 

5 Conclusions 

This work shows that the pairwise combination of classifiers that are trained with 
disjoint subsets is a good approach to achieve diverse base learners. A limitation of 
this schema is that one of these two classifiers is forced to give a fictitious decision 
that is always erroneous. Although the combination of these classifiers to make up a 
base learner corrects a great number of these errors, the accuracy usually remains low. 
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An effective way of reducing this mislabeling is inducing a high degree of diversity. 
Therefore, we have defined certain heuristic rules from which derives the CCE 
architecture.  

The experimental analysis that has been performed on the MNIST dataset shows 
that the base learners of CCE are relatively accurate but highly diverse. This increase 
in the diversity entails a better performance of CCE versus Bagging, ECOC, the OAA 
architecture and the simple ANN. 

On the other hand, when CCE members are trained using data that are represented 
by different feature subsets, the error rate does not differ from that obtained using the 
full feature space, but certain characteristics as the computational complexity or the 
processing time are improved. The good results obtained when CCE is combined with 
CFS suggest a future in-depth study of the advantages of incorporating this selection 
process into the CCE design. 
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Abstract. A novel hybrid clustering methodology named CDFISM
(Clustering Distinct Features in Similarity Matrix) for grouping of sim-
ilar objects is implemented in this study to address the unsatisfactory
clustering results of current methods. Well-known PCA and a distance
measuring method along with a new established algorithm (CISM) are
employed to establish CDFISM methodology. CISM embodies both Rk-
means method and an agglomerative/contractive/expansive (ACE)
method. The CDFISM methodology has been tested on sample face im-
ages in three face databases to ensure the viability of the methodology.
A high rate of accuracy has been achieved with the methodology, namely
97.5%, 98.75% and 80% respectively regarding the three image databases
used in the study, averaging 92%. The hybrid methodology runs effec-
tively for revealing interrelated pattern of similarities among objects.

1 Introduction

Clustering is a classic method that performs grouping of a set of objects in a
multidimensional space into classes, such that similar objects are accommodated
in same groups nearby. Hierarchical (i.e. SLINK [1], CLINK [2]), centroid-based
(i.e. k-means), distribution-based (i.e. EM-clustering [3]) and density-based (i.e.
DBSCAN [4], OPTICS [5]) are the main widely used clustering methodologies.
One of the drawbacks of current clustering algorithms is that a number of clus-
ters (i.e. k = n [6], n singleton clusters [7]) has to be dictated beforehand and
the algorithms execute the calculations to discern groups based on this specified
number while centroids of clusters change. The main clustering methods men-
tioned above may not yield satisfactory results in terms of the distribution of
data set to be clustered. Hence, several new approaches specific to the character-
istics and the distribution of data have been put into practice to better cluster
objects into groups. In this respect, there are many studies specific to image
analysis in terms of clustering images as well. Most of these studies have been
employed on image segmentation by which several regions in images are discrim-
inated whereas a limited number of them have been established to group face
images [8,7,6,9,10,11] with a success rate of about 70%. Interested reader may
look at the study of Wolf [9] to refer to some other studies to find out several
methods performed for clustering face images.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 642–653, 2014.
c© Springer International Publishing Switzerland 2014
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In this study, the subject of unsupervised clustering of a data set into groups
of similar objects is examined using a hybrid methodology where particularly the
expected number of classifiers is not known and dictated beforehand, especially
for big databases.

2 Methodology

Conceptual understanding of a novel hybrid methodology named as CDFISM
using well-known PCA and k-means methods together with a new algorithm for
unsupervised grouping of objects is presented in this section. The methodology
is based on the idea that incorporating a new method into several well-known
methods with a new hybrid approach may help cluster objects, particularly im-
age objects, better than the current off-the-shelf methods as emphasized by some
studies [12,13]. The implementation of the methodology is separated into two
interfaces. One interface is developed to both prepare data for further analysis
and acquire features and distances between objects, and the other interface is
developed to cluster objects using similarities acquired from the first interface.
The aim for separating the implementation into two interfaces is to help the users
to cluster their objects whose features and distances are acquired using differ-
ent methods rather than PCA and Euclidean; moreover, by this way, different
datasets rather than image datasets can be clustered by employing CISM (clus-
tering in similarity matrix) interface standalone. Thus, CISM interface can be
performed for clustering any data set different from image data set. Implementa-
tion of PCA eigenface for feature extraction and calculation of distances among
objects in data set are carried out by the first interface as mentioned in technical
report [14] in more detail. Briefly, first, data set is prepared automatically for
further analysis in the first interface: images are converted into grayscale, the
method of histogram equalization is applied on these images to acquire better
features and these images are cropped to include just faces; the cropping stage is
followed by normalizing face images using well known interpolation and extrapo-
lation methods to map face images into same size for comparison. Secondly, PCA
eigenface is performed to extract the essential features in face images. Lastly,
Euclidean distance is employed to acquire the similarities or distances among the
images by considering their eigenface features. The similarity values of each face
image to the other images in the data set are calculated and a similarity matrix
(SM) that comprises all the pairwise similarity values among the objects in the
data set is formed. In the second interface, the clustering is managed by employ-
ing a new algorithm named CISM by which most resembling images are brought
together while dissimilar images in probable clusters are removed and each im-
age is assigned to a specific nearest group. In CISM, first, k-means, where k = 4,
is run on SM and the least resembling images are removed from the columns
of SM. K-means clustering algorithm is particularly carried out to help reveal
the interrelated pattern among objects to some extent as well as to alleviate the
cost for further calculations. The notation used throughout the manuscript for
performing k-means clustering for removing least resembling objects from the
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Fig. 1. A part of conceptual framework of CISM Algorithm: clustering begins from the
most left of SM
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cells of SM is Rk-means. Secondly, a new algorithm (ACE) is embedded in CISM
method which carries out the final clustering of objects.

2.1 CISM (Clustering in Similarity Matrix)

CISM embodies Rk-means method and an agglomerative/contractive/expansive
(ACE) algorithm. The pseudo code of the CISM algorithm is presented in Al-
gorithm 1. Rk-means algorithm is executed from the command line as >>

Data: Similarity matrix acquired following PCA Eigenface and Euclidean distance algorithms are employed.
Similarity matrix in csv format; number of rows (rows) and columns (cols)

Result: Similarity matrix (SM), Sij , is reduced after Rk-means method is run; many cells, about 80%, are

set to null
>> Rk-means.exe -df Similarity Matrix.csv -k 4 -r 40 -c 40
− >where -df is the similarity matrix in csv format, -k is the desired number of clusters, -r is the number of
rows in SM and -c is the number of columns in SM;
Data: Reduces similarity matrix acquired following Rk-means algorithm. SM processed by Rk means in csv

format (main matrix), number of rows (rows) and columns (cols)
Result: A agglomerative/contractive/expansive (ACE) algorithm. Clusters are constructed while similarity

matrix (SM), Sij , is being emptied

− >Variables;
int *embodyingRows= new int[rows]; int * r one =new int[rows]; int *emptyRow=new int[rows]; int *
r two =new int[rows]; double val=0; int sR=0; int sC=0;double biggestVal=0;int colNumber=0; int
totalCount=0; double *cmax=new double[cols];int *sequence=new int[cols]; flag
isThereEmbodying=false; int *numberofclusters=new int[rows];int *cindex=new int[cols];int
reference row=0; int** cluster matrix = new int*[rows];
− >Create an empty matrix as big as SM to sign clusters;
foreach Ij do

cluster matrix[Ij ] = new int[cols];

end
− >initialize cluster matrix;
foreach Ii do

foreach Ij do
cluster matrix[Ii][Ij ]=0;

end

end
− >Establish a full symmetric SM in terms of the diagonal position;
foreach Ii do

foreach Ij do

if main matrix[Ii][Ij ]is null then

main matrix[Ii][Ij ] = main matrix[Ij ][Ii];

end
if main matrix[Ij ][Ii ] is null then

main matrix[Ij ][Ii] = main matrix[Ii][Ij ];

end

end

end
− >Set diagonal entries to 1, S(ij) = 1, where i = j which means distances between two identical objects is

0;
foreach Ii do

j=i; main matrix[Ii][Ij ] =1;

end
− >Run the procedures;
− >Clusters are created starting from the most left column of SM;
call proce establish clusters in matrix(ascending);
− >Clusters are created starting from the most right column of SM;
call proce establish clusters in matrix(descending);
− >Left clusters are established;
call proce merge clusters (cluster matrix left);
− >Right clusters are established;
call proce merge clusters (cluster matrix right);
− >Final clusters are established;
call proce forge two sets clusters into one set (merged cluster matrix left, merged cluster matrix right);

Algorithm 1. Pseudo-code of the CISM (Clustering in similarity matrix) algorithm
for ultimate clustering of images (Rk-means and ACE): i represent the columns of
the similarity matrix whereas j represents the rows.

Rk-means.exe -df Similarity Matrix.csv -k 4 -r 40 -c 40 where -df is SM in csv
format, -k is the desired number of clusters, -r is the number of rows and -c is the
number of columns in SM. Output file is Rk Means.csv whose examples can be
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PROCEDURE proce establish clusters in matrix(start position):
while not similarity matrix, S(ij), empty do

− >Find the sequences beginning from the most left/right column. Pick up the most left/right column
where one of whose cells is not null. (In) in S(ij);

foreach Ii start position do
foreach Ij do

if main matrix[Ii][Ij ]is null then
− >Clustering begins from the most left of SM; sC: the object from which first and
following clusters start;
sC = Ii; break;

end

end

end
− >Find the object that has the biggest value in OsC column to find the row to go next step;
foreach Ij do

if main matrix[sC][Ii] not null and main matrix[sC][Ii] >val then
sR = Ii; val = main matrix[sC][Ii];

end

end
− >We find the maximum values for each column for further processes;
foreach Ii do

cmax[Ii]=-500; /*starting the values with a possible smallest value when compared to the values
in the cells of SM */;
foreach Ij do

if main matrix[Ii][Ij ] not null and cmax[Ii]¡main matrix[Ii][Ij ] then

cmax[Ii]= main matrix[Ii][Ij ];

end

end

end
− >Compare the not-null values in the cells of the row in their columns to find whether they are the
biggest; sign the cell as a member of the current cluster, otherwise set the cell to null value;
foreach Ii do

if main matrix[Ii][sR] not null and main matrix[Ii][sR] < cmax[Ii] then
main matrix[Ii][sR]=null; sequence[Ii]= 0;

end
else

sequence[Ii]= 1; /* The members of the sequence(candidate cluster) are signed with a value
of 1 in terms of columns*/;

end

end
if func rows embodying sequence is true then

call proce find biggest in total in embodying rows; double biggestVal = -500; /* definition to
find the biggest value in chosen row,bR, different from the cells in current sequence,
sequence[Ii]*/;
foreach Ii do

if sequence[Ii]<>1and biggestVal<main matrix[Ii][bR] then
biggestVal= main matrix[Ii][bR]; bC = Ii; /*column number to be added to the
current sequence*/;

end

end
foreach Ii and Ii= bC do

sequence[Ii]= 1; /*new expanding sequence */;
end
foreach Ij do

embodyingRows[Ij ]=0; /* reset the array of embodying rows for further sequence*/;

end
isThereEmbodying = false; /* reset the control parameter for further analysis*/;

end
else

call proce clear cluster members in sm;
call proce establish cluster(start position);

end

end
END

Algorithm 2. Pseudo-code of the procedure in CISM algorithm for constructing
initial clusters.

reached from our technical report [14]. Finally ACE algorithm (second part of
Algorithm 1) is performed on the remaining cells in SM to achieve the ultimate
clustering using the interrelated similarity pattern among objects.

With ACE algorithm, clusters are singled out one by one beginning from the
most left and then from the most right consecutively, and cells in SM are removed
from SM as these cells are grouped in clusters; subsequent clusters are searched
through the cells of SM until all cells are set to null value. You can download CISM
pseudo codes along with its executable files from our technical report [14] and you
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can test it standalone for your data set; a user manual can be reached from the web
page as well. The conceptual framework of the algorithm is depicted in Figure 1.
Firstly, ACE algorithm establishes a full symmetry in SM in which Rk-means is
previously run by placing the values in cells whose counterparts have values in
terms of the symmetry regarding the diagonal position (see the second part of Al-
gorithm 1); the symmetric SM is exerted and in general, objects are assigned to the
clusters where their similarity values are biggest based on the pattern they have
rather than changing centroids as performed by several well-known methods. The
values as well as the position of cells in terms of their interdependency in SM rep-
resent a kind of selection criteria desirable for clustering. Secondly, it constructs
two sets of clusters independently, one of which is acquired by detecting the pat-
tern beginning from the most left column and the other is acquired by detecting
the pattern beginning from the most right column throughout SM based on the
position of cells and the values that they accommodate as shown in Algorithm 2.
In the algorithm, the distances from one object to the others play a major role
for assembling objects in groups for two sets of clusters. In this step, candidate
clusters as many as possible are constructed as an agglomerative characteristic
of ACE algorithm. The algorithm, regarding the contractive characteristic, pro-
ceeds inversely such that members in acquired clusters are evaluated and some of
these clusters are merged starting from one-membered clusters depending on the
similarity they all have in common in a cluster to ensure the coherency of mem-
bers in candidate clusters as shown in Algorithm 3. In the first place, members in
one-membered clusters are assigned to the nearest cluster from the point of the
conceptual understanding of clustering that an object should be grouped by at
least another object. The nearest cluster for an object in a single-membered clus-
ter is determined using the cell that has the biggest value in the same row/column
where this object is positioned. Thus, these objects in one-membered clusters are
assigned to the clusters where their members have the biggest value in the same
rows/columns of these objects. In the second place, for the clusters that have
more than one member, the distances of elements in one cluster to the distances
of the elements in other clusters play a major role to merge some of these clus-
ters. Each member of any two-membered or more-membered cluster is assigned
to some other target cluster if and only if each and every member of this clus-
ter indicates the target cluster all together as it is defined for one-membered
clusters; otherwise, it is accepted as a cluster in its current state. The execution
of the implementation for constructing two sets of clusters, one from the most
left and the other from the most right column in SM is >> smLeftRight.exe -df
Rk means.csv -r 40 -c 40 where -df is the file on which smLeftRight is executed,
-r is the number of rows and -c is the number of columns in SM. Output files
are full matrix.csv, cluster left.csv and cluster right.csv.

In the last phase of the algorithm having an expansive characteristics to fi-
nalize the number of clusters and the elements in them, clusters in two sets
get paired up with one from the first set and another from the second set, and
the members of these two cluster sets are forged together to yield one set of
clusters in terms of the similar clusters in two sets and the degree of coherency
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PROCEDURE proce merge clusters(cluster matrix):
− >Firstly, members in one membered clusters are carried to the nearest clusters;
foreach Ij do

numberofclusters[Ij ]=0; /*assign 0 value to the number of members in clusters*/;

end
foreach Ij do

foreach Ii do
if cluster matrix[Ii][ Ij ]=1 then

numberofclusters[Ij ]++; /*count the members in clusters*/;

end

end

end
foreach Ij do

cmax[Ii]=−500;/*starting the values with a possible smallest value when compared to the values in
the cells of SM */;

end
foreach Ij do

if numberofclusters[Ij ]=1 then

biggestVal = -500; colNumber=0; foreach Ii do
if main matrix[Ii][Ij ]> biggestVal then

− >Choose the biggest value out of one-membered clusters
if cluster matrix[Ii][Ij ]<>1 then

biggestVal= main matrix[Ii][Ij ]; colNumber=Ii;

end

end

end

end
cmax[Ij ]= biggestVal; cindex[Ii]= colNumber;

end
foreach Ij do

rowNumber = 0; if numberofclusters[Ij ]=1 then

foreach Ij do

if cluster matrix[Ij ][cindex[Ij ]]=1 then
rowNumber = Ij ;

end

end
foreach Ii do

if cluster matrix[Ii][ Ij ]=1 then

cluster matrix[Ii][rowNumber]= cluster matrix[Ii][ Ij ]; cluster matrix[Ii][ Ij ]=0;

end

end

end

end
− >Secondly, members in two membered/more-membered clusters are carried to the nearest clusters if and
only if each member indicates the same cluster just like members in one-membered clusters carried out
previously
END

Algorithm 3. Pseudo-code of the procedure in procedures both for
main CISM algorithm and for proce forge two sets clusters into one set
(merged cluster matrix left,merged cluster matrix right) for merging similar
initial established clusters.

of the elements in these clusters as shown in Algorithm 4. That is to say, an
object is accommodated in a cluster where one of its members is more close to
it if this object appears in a cluster in the first set different from its counter-
part cluster in the second set; thus; members in clusters get thrived regarding
grouping the correct objects nearby. The patterns are compared to each other
in two sets of clusters to reveal the differences; the objects out of patterns are
assigned to the nearest clusters in these two sets of clusters and some new clus-
ters are created to equalize the number of clusters in two sets regarding the
expansive feature of ACE; a cluster in one set is divided into two clusters if
two clusters in other set indicate this cluster at the same time as a counterpart
cluster regarding the most similar cluster embodying the most similar objects.
These processes last until two sets equal to each other. Forging two sets of
clusters into one is performed with an executable file as >> smFinalResult.exe
-df Rk means.csv -r 40 -c 40 where -df is the file on which smFinalResult is
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PROCE proce forge two sets clusters into one set(merged cluster matrix left,merged cluster matrix right):
− >Forge two sets till they equal to each other. First left matrix will be executed using right matrix;
while merged cluster matrix left = merged cluster matrix right do

foreach Ix do
/*numbers of embodying rows are specified; for each row where x = j*/;
foreach Ij do

foreach Ii do
if merged cluster matrix right [Ij ][Ix]=1 then

if merged cluster matrix right[Ij ][ Ix]= merged cluster matrix right [Ij ][Ij ] then

embodyingRows[Ij ]=++; /*The cells matching in the rows are counted*/;

end

end

end

end
foreach Ij do

/*The biggest value of matching, embodyingRows[Ij ], throughout the rows are specified;

if embodyingRows[Ij] > reference row then
reference row = Ij ;

end

end
− >The cells matched and singled out with a value of 20 along with not matching cells with a
value of 1 are counted;
foreach Ij do

r one[Ij ] = 0; r two[Ij ] = 0; /*First, previous counted values are set 0 */;

end
foreach Ij do

foreach Ii do
if merged cluster matrix left [Ii][Ij ]=1 then

if merged cluster matrix right [Ii][Ix]=1 then
r one[Ii]=++;

end

end
if merged cluster matrix left [Ii][Ij ]=20 then

r two[Ii]=++;
end

end

end
− >The values specified previously as 20 are changed into 30 if a reference row has been selected
more than once for not losing the previous calculations (a row in cluster matrix left might
embrace the biggest value of matching, embodyingRows[Ij ] ;

if r two [reference row] > 0 then
if r one [reference row]>= r two [reference row] then

foreach Ii do
if merged cluster matrix left [Ii][ reference row] =20] then

merged cluster matrix left [Ii][ reference row] =30;
end

end

end

end
− >The matching cells in the reference row are singled out by changing the value to another
value such as 20 different from the value 1;
foreach Ii do

if merged cluster matrix right [Ii][ Ix] =1 then
if merged cluster matrix left [Ii][ reference row] =1 then

merged cluster matrix left [Ii][ reference row] =20;
end

end

end
− >Not embodying cells (remaining cells having the value of 1) are carried out to a new row as a
cluster if their number is greater or equal to the number of embodying cells (cells having the
value of 20);
if r two [reference row] >0 then

if r one [reference row]>= r two [reference row] then
foreach Ij do

totalCount = 0 /*Find first row to carry out them */;
foreach Ii do

if merged cluster matrix left [Ii][Ij ]! =0 then
totalCount ++;

end

end
if totalCount>0 then

emptyRow = Ij ;

end

end

end

end
− >Carry out the cells having the value of 1 in the specified reference row;
foreach Ij do

if merged cluster matrix left [Ii][reference row] =1 then
merged cluster matrix left [Ii][emptyRow] =1; merged cluster matrix left
[Ii][reference row] =0;

end
if merged cluster matrix left [Ii][reference row] =30 then

merged cluster matrix left [Ii][emptyRow] =30; merged cluster matrix left
[Ii][reference row] =0;

end

end
− >One-membered clusters are merged to the nearest clusters if it occurs after the processes;
call proce merge clusters (cluster matrix);
− >All the values different from 0 are changed to one to process the left matrix;
foreach Ij do

foreach Ii do
if merged cluster matrix left [Ii][Ij ]! =0 then

merged cluster matrix left [Ii][Ij ]=1;

end

end

end
− >All the processes above are performed for the merged cluster matrix right using the modified
merged cluster matrix left and these processes are carried out till left and right matrices equal

end

end
END

Algorithm 4. Pseudo-code of the procedure in CISM algorithm for forging two sets
of clusters into one.
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executed, -r is the number of rows and -c is the number of columns in SM.
Input files are Rk means.csv, cluster left.csv, cluster right.csv (cluster left.csv
and cluster right.csv files are taken as arg files automatically instead of send-
ing them from command line). Output files are fullsimetrik matrix.csv, clus-
ter left result.csv and cluster right result.csv. Clusters presented in these two
left and right files are same, but, in different rows since the method runs un-
til two sets are equal. The objects previously accomodated in wrong candi-
date clusters are placed into the right clusters by forging these two sets into
one set. The final number of clusters is specified in terms of the agglomera-
tive/contractive/expansive characteristics of ACE algorithm mentioned above.
Readers can reach the sub-procedures/functions (func rows embodying sequence,
proce find biggest in total in embodying rows, proce clear cluster members in sm
and proce establish cluster(start position)) from our technical report [14].

3 Data Set and Experimentation

We have tested our approach on sample face images in three face databases,
each of which differentiates from the others by various distinctive characteris-
tics to both ensure the viability of the methodology and quantify the results.
These are Tarrlab, FEI and Caltech databases. Images in Tarrlab database have
no background noise. The images in FEI database were captured under dif-
ferent light variation. Lastly, images in Caltech face database have different
lighting/expressions/backgrounds. We incorporated 80 images representing 20
individuals, 4 for each individual, into our study from each of these databases,
totally 240 images. The data that we wish to cluster consists of two sets of face
images from each of these databases: a set of female and a set of male face
images, all of which can be reached from our technical report [14].

Fig. 2. Interface of the methodology: Train
All Databases is performed to train the
dataset. SM is generated by employing Es-
tablish Similarity Matrix.

User-friendly interfaces have been
implemented in C++ programming
language to carry out the algorithms
mentioned in the previous section. A
screenshot of the first interface for ac-
quiring SM is depicted in Fig. 2. With
this implementation, a large data set
can be trained in several minutes and
SM can be acquired by both apply-
ing the data set on trained data set
and detecting similarities among ob-
jects in terms of PC comparison in
several minutes. In the first place by
employing application, the sample im-
ages are cropped using a rectangle as
displayed in Fig. 2 as well as delin-
eated in our technical report [14], con-
verted into grayscale and normaliza-
tion is performed following histogram
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equalization. Then, PCA eigenface method is performed to extract the essential
features in face images and Euclidean distance is employed to acquire the sim-
ilarities or distances among the images by comparing their eigenface features.
During this step, one-leave-out cross-validation is carried out. In leave one out
cross validation we hold one image out as a test image and train the system
on all the remaining images. All similarity matrices acquired for the data sets
used in the manuscript can be reached from our technical report [14]. The query
points of each face image to the other images in the data sets can be seen in
SMs. In CISM algorithm regarding the second interface, Rk-means, where k =
4, is employed in the columns of SMs to remove the least resembling images.
However, uncertainty in cluster assignment for most of the images is evident;
practically, a query point may belong to different clusters with different mem-
bership values ranging from 0 to 1. The remaining cells in SM after Rk-means is
run is about 20%. Hence, the cost of the calculations is alleviated and finally, the
remaining SMs are ready to be analyzed by the algorithm, ACE, as explained
in Section 2.1. In-depth analysis through the simplified matrices is carried out
and the exact clustering is made employing the ACE algorithm by which most
resembling images are brought together and each image is assigned to a specific
group. Eventually, clusters are established using the pattern in SM in terms of
the positions of not-null cells and the values in these cells without dictating a
fixed number beforehand for forming clusters as mentioned in Section 2.1. All the
output files of the implementation regarding the three databases can be reached
from our technical report [14].

4 Results and Conclusion

The outcomes of ultimate clusters that CISM results in for Tarrlab, FEI and
Caltech face images are displayed in Table 1 respectively. A high rate of accu-
racy has been achieved with the methodology in clustering of objects, namely
97.5%, 98.75% and 80% respectively regarding the three image databases, aver-
aging 92%. Our experimental results show that our model can produce a high
rate of accuracy for unsupervised clustering of objects. The methodology runs
effectively to reveal interrelated pattern of similarities among objects. Two tailed
paired-samples t-test analysis has been performed to evaluate the significance of
our results using statistical and computational software tool named SPSS. The
findings of the study with the size of our dataset strongly suggest that the out-
comes of the study are not coincidental and statistically significant(p < 0.01).
From these results, it has become clear that the proposed hybrid methodology
in this study is head and shoulders above the rest. However, there is a large vari-
ation in background noise for Caltech database which causes the success rate
to reduce significantly, namely from ≈ 98% to ≈ 80% whereas the success rate
is not reduced for FEI database in which a large variation of lighting has been
applied. We should note that the secrecy of big success rate for FEI database
despite huge illumination variations is the result of the histogram equalization
method performed on cropped face images to enhance illumination variations
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Table 1. Final clustering of images acquired using CDFISM methodology regarding
the three databases(objects represented by bold letters are not clustered correctly)

# of clusters Tarrlab females Tarrlab males FEI females FEI males Caltech females Caltech males

1 a1,a2,a3,a4 a1,a2,a3,a4 a1,a2,a3,a4 a1,a2,a3,a4 a1,a2,a3,a4,f1,f2,f3,f4 a1,a2,a3,a4,j1,j2,j3,j4,h3,i2,c4

2 b1,b2,b3,b3 b1,b2,b3,b4,i1,i2,i3,i4 b1,b2,b3,b3 b1,b2,b3,b3 b1,b4 b1,b2,b3,b4

3 c1,c2,c3,c4 c1,c2,c3,c4 c1,c2,c3,c4 c1,c2,c3,c4 c1,c2,c3

4 d1,d2,d3,d4 d1,d2,d3,d4 d1,d2,d3,d4 d1,d2,d3,d4 d1,d2,d3 d2,d3,d4,h1

5 e2,e3,e4 e1,e2,e3,e4 e1,e2,e3,e4,f1 e1,e2,e3,e4 e1,e3 e1,e2,e3,e4

6 f1,f2,f3,f4 f1,f2,f3,f4 f2,f3,f4 f1,f2,f3,f4 f1,f2,f3,f4

7 g1,g2,g3,g4 g1,g2,g3,g4 g1,g2,g3,g4 g1,g2,g3,g4 g1,g2, g4,c1,e2, e4 g1,g2,g3,g4

8 h1,h2,h3,h4 h1,h2,h3,h4,j1,j2,j3,j4 h1,h2,h3,h4 h1,h2,h3,h4 h2,h3,h4,b3,c2,d4 h2,h4,d1

9 i2,i3,i4 i1,i2,i3,i4 i1,i2,i3,i4 i1,i2,i3,i4,c3,c4,g3,h1 i1,i3,i4

10 j1,j2,j3,j4,e1,i1 j1,j2,j3,j4 j1,j2,j3,j4 j1,j2,j3,j4,b2

during data preparation phase; thus, better features are acquired. A background
noise reduction method should be employed before training the dataset that has
an intensive background noise as in Caltech database. These results are closer
to human perception of visual face data discrimination and better than human
perception on the basis of clustering a huge amount of data set in archives.

We perform a variety of experiments showing that our hybrid model has been
proved to result in clustering objects effectively and efficiently. CDFISM method-
ology yields a very satisfactory rate of accuracy for clustering of objects by
discerning them into correct groups along with achieving a correct number of
clusters, 10 in our experiments. To conclude, the proposed methodology in this
study leads to improvements in the specific field of clustering different datasets.

Acknowledgement. I would like to thank Prof. Mahesan Niranjan from
Southampton University who motivated me to establish the methodology men-
tioned in the manuscript by discussions during a previous study.
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Abstract. In this study, a new approach to Kohonen Self-Organizing
Maps fusion is presented: the use of modified cluster validity indexes
as a criterion for merging Kohonen Maps. Computational simulations
were performed with traditional dataset from the UCI Machine Learning
Repository, with variations in map size, number of subsets to be merged
and the percentage of dataset bagging. The fusion results were compared
with a regular single Kohonen Map. In some selected parameters, the
proposed method achieves a better accuracy measure.

Keywords: Fusion, Self Organizing Maps, Validity Index.

1 Introduction

On several knowledge areas, the amount of information collected and stored
increases every day. Due to the volume and dimensionality, these data end up
without a proper analysis and interpretation. Ensemble methods may be a useful
tool for analysing large amounts of data as well as distributed data.

An ensemble consists of an individual classifiers collection which have differ-
ences between each other and lead to a higher generalization than when working
separately, a decrease in variance model and higher noise tolerance when com-
pared to a single component [1]. Each classifier operates independently of the
others and generates a solution that is combined by the ensemble, producing
a single output. The study of ensembles started with Hansen and Salamon’s
researches [2], combining artificial neural networks, with separate training, re-
sulting in a better system generalization capability.

One of the basic requirements for a successful outcome of the ensemble is that
components generalize differently, there is no point combining models that adopt
the same procedures and assumptions to solve a problem, it is essential that the
errors introduced by each component are uncorrelated [3].

For Kohonen Self-Organizing Maps, this task is relatively simple because dif-
ferent networks can be trained from the same set of feature vectors - varying
some training parameters - or different training sets, for example. The main
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difficulty is related to the combination of these maps to generate a single out-
put. The ensemble of Kohonen Maps can be obtained by merging the neurons
of the maps to be fused. These neurons must represent the same region of the
data input space, in other words, the weight vectors to be fused should be quite
similar.

In this study, a new approach to Kohonen Self-Organizing Maps fusion is
presented: the use of modified cluster validity indexes as a criterion for merging
Kohonen Maps. Also considering the hits in each prototype not the simple mean
between weight vectors. The aim of this study was to verify the influence of map
size, amount of candidate components and bagging percentage, on the fusion
accuracy value.

The remainder of the paper is organized as follows: section 2 presents impor-
tant concepts about this subject. In Section 3, it is defined all parameters used in
this computational simulation. Section 4 shows and discuss the results. Finally,
Section 5 presents the conclusions and recommendations for future works.

2 Background

In this section some essentials concepts are presented, such as Kohonen Self-
Organizing Maps, Kohonen Maps fusion and a modified version of validity index
for use with SOM.

2.1 Self-Organizing Maps

Proposed by Kohonen [4], the Self-Organizing Maps (SOM) consists of an artifi-
cial neural network with competitive and unsupervised learning, which performs
a non-linear projection of the input space �p, with p » 2, in a grid of neurons
arranged in an usually two-dimensional array.

The SOM is organized into an input layer and an output layer. The network
inputs x, correspond to the p-dimensional vector space. Each neuron i of the
output layer is connected to all the inputs of the network, being represented by a
vector of synaptic weights, also in p-dimensional space, wi = [wi1, wi2, ..., wip]

T .
These neurons are connected to adjacent neurons by a neighbourhood relation
that describes the topological structure of the map.

In training phase, every time an input pattern x is presented and compared to
the neurons of the output layer in a random sequence. A winning neuron, called
BMU (Best Match Unit), is chosen through the Euclidean distance criterion and
will represent the weight vector with the smallest distance to the input pattern.
In other words: the BMU has a great similarity with the input vector.

Assigning the winner neuron index by c, the BMU can be formally defined as
the neuron according to the Equation 1.

‖x− wc‖ = argmini‖x− wi‖ (1)

The weights of the BMU and the neighboring neurons, are adjusted according
to the Equation 2.

wi(t+ 1) = wi(t) + hci(t)[x(t) − wi(t)] (2)
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where t indicates the iteration of the training process, x(t) is the input pattern
and hci(t) is the nucleus of neighbourhood around the winner neuron c.

2.2 Kohonen Maps Fusion

Initially the components candidates to join the ensemble are generated. After
this, the components candidates, who will contribute to the better ensemble
performance, are selected. Finally, the outputs of each selected component are
combined into a output. Special attention should be given to the generation
components. If we combine too similar components, there will be no gain to
the ensemble. So there must be diversity among them. Some strategies can be
adopted to ensure a diversity between de candidates, such as a random initializa-
tion of weights for each component, a change in the architecture of single neural
network, variation on the training algorithm or a data re-sampling.

In the case of re-sampled data, one of the widely used techniques is bagging
[5]. It is a technique to generate different training sets from a single set through
re-sampling with replacement. There is the possibility that the components do
not generalize satisfactorily, but the ensemble of these components can result
in better generalization than the one that would be achieved by the individual
component.

It may be that not all components will contribute to the overall ensemble
performance. Thus, it is necessary to identify and discard these components,
since the inclusion of all candidates in the ensemble may degrade its performance
[6].

In this work, the ranking-based selection was used for selecting ensemble com-
ponents and can be described as: M candidates to compose the ensemble are
ordered based on some criteria, such as error, which will measure the individ-
ual performance of each component. The candidate who has a better individual
performance is the first ensemble component. The next candidate (the second
best individual performance) is added to the ensemble. If the performance of the
ensemble improves, the committee shall have two components. Otherwise, the
newly inserted element is removed. This process is then repeated for all other
remaining candidates in the ranked list generated initially.

The combination of the results obtained by each of the components depends
on the choice of a consensus function. This function that indicates when the
combination may occur directly influences the ensemble performance. In this
work, the chosen criterion will be the improvement of the cluster validity index
(Generalized Dunn, Davies-Bouldin, CDbw, PBM and Calinski and Harabasz),
which will be shown in the next section.

2.3 Validity Indexes

The validity indexes are used to evaluate and validate the results of clustering
algorithms, assisting in decision making about the definition of the correct num-
ber of clusters formed from a set of data. The literature presents a very wide
variety of them, each one suitable for application in datasets with particular
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characteristics. Some indexes can be applied to datasets that present good sepa-
ration between clusters, others are designed to high-dimensional data and there
also are the ones with no good response in noise presence.

Considering that the majority of cluster validation indices have high compu-
tational complexity, which can be a complicating factor in applications involving
large volumes of data, Gonçalves [7] has proposed a modification in the validity
indexes calculations using a vector quantization produced by Kohonen Map. His
research presents the equations for the modified validity indexes used in this
work. The synaptic weight vectors (prototypes) are used instead of the original
data. Thus, it causes the decrease of the amount of data and therefore the com-
putational complexity for calculating the validity index decreases too. Also to
avoid possible differences between the values calculated with all data and only
the prototypes, the author proposed that hits should be used in conjunction with
the prototypes.

The cluster validity indexes use some calculation related to distance. The
modification proposed changes the way these processes are performed. The fol-
lowing example illustrates the proposed change in the calculation of the distance
between two clusters, Ci and Cj :

δi,j =
1

|Ci| |Cj |
∑

x∈Ci,y∈Cj

d (x, y) (3)

In Equation 3, d (x, y) is a distance measure, and |Ci| e |Cj | refers to the
clusters’ amount of points Ci and Cj , respectively. When the amount of those
points is high, the computational complexity is also high. Equation 4 shows the
proposed modification:

δSOM
i,j =

1

|Ci| |Cj |
∑

wi∈Wi,wj∈Wj

h (wi) · h (wj) · d (wi, wj) (4)

Where Wi and Wj are the SOM prototype sets that represent the clusters
Ci e Cj , respectively; d (x, y) is the same distance measure type (Euclidian, for
exemple) of Equation 3, h (wi) is the prototype’s hits wi belonging to Wi and
h (wj) is the prototype’s hits wj belonging to Wj .

The Equation 4 presents a lower computational cost, since the quantities
involved, wi and wj are lower than Ci and Cj . The inclusion of the prototypes’
hits h (.) leads to error minimization caused by the vector quantization that
Kohonen Map produces, since it introduces in the calculation the approach for
the points density in the input space, here represented by prototypes.

2.4 Related Works

The interest in ensemble methods applications have grown rapidly. It is possible
to find variations in implementations and their applications in diverse knowledge
areas.

In the approach of Georgakis et al. [8], they compared merged maps with
the traditional SOM for document organization and retrieval. As a criterion for
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combining maps, the Euclidean distance between neurons was used in order to
select the neurons were aligned (allowing the merger), working with two maps
each time, until all maps are fused into one. The ensemble of SOM obtained a
better result than the traditional application.

In work presented in [9], the fusion of neurons was named Fusion-SOM and it
is based on Voronoi polygons - regions of the input space to which the neurons
of the Kohonen map can be associated. The proposed method outperforms the
performance of the SOM in MSQE and topology preservation, by effectively
locating the prototypes and relating the neighbour nodes.

Corchado [10] used a weighted voting process, called WeVoS-ViSOM, wich
pourpose was the preservation of the map topology, in order to obtain the most
truthful visualization of datasets. This algorithm was used in a hybrid system
to predict business failure [11] This methodology does not outperform single
models classification accuracy or quantization error, but it succeeds in reducing
the distortion error of single models.

It is possible to find variations in implementations of SOM ensemble meth-
ods and their applications in several areas of knowledge as image segmentation
[12] robotic [13], identification and characterization of computer attacks [14],
unsupervised analysis of outliers on astronomical data [15] and financial distress
model [16], among others.

In order to reduce the computational cost of the cluster analysis, the study
presented in [7] proposes the simplification of cluster validity indexes using the
statistical properties of the SOM, using only the weight vectors and the SOM
neurons hits frequency to represent the clusters of the original data set. The
proposed methodology was applied in the cluster analysis of remotely sensed
images and the experiments indicated that this approach is computationally
effective. These modified cluster validity indexes will be utilized in this work as
a criterion for maps fusion, as will be shown in the next Section.

3 Experiment Setup

In this approach, the bagging method will be used for generating subsets from
the training set, with uniform probability and replacement.

The SOM is applied to each subset produced by bagging. The maps generated
are candidates for the ensemble. Since not all the components should be used,
because it can affect the final ensemble performance, the way to select these
candidates will be through cluster validity index, modified for use with SOM,
proposed by Gonçalves [7].

The components will be selected by the construction method, ordering the can-
didates from their individual performance in relation to the measure of modified
validity index. In this paper the validity indexes CDbw [17], Calinski-Harabasz
[18], generalized Dunn [19], PBM [20] and Davies-Bouldin [21] were used as
parameters in fusion decision process (consensus function).
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The fusion process used in this work is based on the work of Georgakis et
al. [8]. The neurons fusion is obtained by calculating the centroid of the weight
vector of the neurons to be merged, as shown in Equation 5

wc =
1

|Wk|
∑

wi∈Wk

wi (5)

where Wk represents the weight vectors of the neurons to be merged and wc

is the result of the fusion of neurons (centroid).

3.1 Maps Fusion

In this approach, the maps to be merged have the same size, or the same number
of neurons. After having generated the maps, the Euclidean distance is calculated
between all neurons of the maps to be fused. The fusion occurs between two
neurons that have the minimum Euclidean distance between them, indicating
that they represent the same region of the input space.

In this study, in order to avoid the influence of dead neurons (neurons without
hits) and as the maps are merged in pairs, the Equation 5 is modified to Equation
6.

wc =
wi · hi + wj · hj

hi + hj
(6)

where wc is the fusion result of neurons wi and wj , considering hi and hj , the
prototype’s hits.

3.2 Datasets

The experiments were performed on three datasets from the UCI Repository [22].
They are Iris dataset with 150 instances, 4 attributes and 3 classes, Wine dataset
with 178 instances, 13 attributes and 3 classes and Breast Cancer Wisconsin
(Original) dataset with 699 instances, 10 attributes and 2 classes.

3.3 Experiments Parameters

In this work, three map sizes were studied: 10x10, 15x15 and 20x20. Through the
bagging were generate 10, 50, 100 and 200 subsets. These subsets were created
with different data rates: 50%, 70% and 90% of the training set, i.e., for each
map size, it has four different numbers of subsets and three different values of
percentage of bagging. The datasets were separated in training and test data, in
a proportion of 80% and 20% respectively.

For example, for maps size 10x10, the fusion process was tested with 10 subsets
with percentage of 50%, 70% and 90% of training set. After this, they were tested
with 50 subsets with these same percentages. Following the test for 100 subsets
and ending with 200 subsets. This sequence was repeated for map sizes of 15x15
and 20x20. Thus it is possible to evaluate the influences of the number of subsets,
the percentage and the map size on the final result.
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3.4 Fusion Method

The method consists in the fusion of Kohonen maps formed from fractions of
database created by bagging algorithm. The test used to decide whether or not
there will be a merger between two subsets is the improved cluster validity index
obtained with the result of this merger. The sequence is described below:

1. Generate, through the bagging, subsets from the training set;
2. Apply the SOM to the subsets generated, resulting in Ni (i = 1, 2, 3, ...)

maps with the same dimension;
3. Segment the maps, with k-means clustering;
4. Calculate the cluster validity index for each of the N maps and sort them

according to this value, from the best index to the worst.
5. The map with the best cluster validity index value is named base map.
6. The base map is fused with the next best map (according to the sorted

cluster validity index), according to the Equation 6.
7. Calculate the cluster validity index value of fused map;
8. If there is an improvement in the cluster validity index value, the map re-

sulting from the fusion becomes the base map, then return to step 6 until
all maps are fused in this way. If there is no improvement in cluster validity
index, the fusion is discarded, then return to step 6 until all maps are fused
in this way.

4 Results

The aim of the simulation was to verify in what map size, number of subsets
and percentage of bagging configuration, the best value of accuracy could be
obtained. Each experiment was run 5 times and was obtained mean values for a
95% confidential interval.

The computational simulations generated 15 tables with the fusion results for
each dataset (Iris, Wine and Wisconsin Breast Cancer) ranked by each valid-
ity index (Generalized Dunn, Davies-Bouldin, CDbw, PBM and Calinski and
Harabasz). It is obvious that not in all situations the model accuracy is greater
than that observed in a single SOM. This study has precisely this purpose: to
evaluate under what conditions this fusion method gets better results than a
unique SOM map.

A table for each dataset (Table 1, 2 and 3) will be presented to give an idea
of how the computational simulations were performed. The Tables 4, 5 and 6,
summarize, in terms of cluster validity index, the fusion results.

Table 1, shows the accuracy results for Wine dataset, ranked by CDbw Index.
The last column shows the regular SOM mean accuracy for each map size. The
columns named L and U refers, respectively to lower and upper values for a 95%
confidential interval and M column shows the accuracy mean value, for each
combination setup.
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For exemple, for 10x10 map size, the average value of accuracy for a regular
single SOM was 93.71%. After the fusion process, the highest value obtained was
96.18%, considering a bagging with 90% from the training set and 200 subsets
components candidates.

Concerning 15x15 map size, the best value of accuracy obtained was 93,93%,
considering a bagging with 70% from training set and 10 subsets components
candidates. The regular SOM achieved 94,94%. The same result was observed
for the 20x20 map size.

Tables 2 and 3, show the results for Breast Cancer Wisconsin and Iris datasets,
respectively. The best accuracy values obtained for each map size, compared to
single SOM, are highlighted in the tables.

Table 1. Accuracy results for Wine Dataset weighted by CDbw Index

Subsets 10 50 100 200 SOM
Size (%) M L U M L U M L U M L U Mean

10x10 50 93.60 91.90 95.29 92.13 89.93 94.34 93.26 88.65 97.87 93.82 90.55 97.09 93.71
70 93.82 91.83 95.81 95.28 93.66 96.90 95.06 92.93 97.18 96.07 94.64 97.50 93.71
90 94.72 93.22 96.22 95.84 94.68 97.00 95.62 94.52 96.71 96.18 94.92 97.44 93.71

15x15 50 90.79 89.33 92.24 91.69 89.03 94.34 92.47 91.16 93.79 89.78 86.11 93.44 94.94
70 93.93 92.03 95.84 93.48 92.57 94.40 92.58 90.13 95.04 92.36 91.00 93.72 94.94
90 93.37 91.40 95.34 93.37 91.47 95.27 92.58 91.68 93.49 93.15 91.24 95.05 94.94

20x20 50 91.01 89.06 92.97 91.35 88.12 94.57 93.03 90.87 95.19 90.67 89.83 91.52 94.94
70 93.93 92.84 95.03 93.15 92.05 94.24 92.58 91.49 93.68 91.69 89.39 93.98 94.94
90 93.15 91.35 94.95 93.60 91.90 95.29 92.36 90.74 93.98 91.57 89.86 93.29 94.94

Table 2. Accuracy results for Breast Cancer Wisconsin Dataset weighted by Calinski
and Harabasz Index

Subsets 10 50 100 200 SOM
Map Size (%) M L U M L U M L U M L U Mean

10x10 50 96,08 95,30 96,86 96,57 96,03 97,12 96,19 95,87 96,52 95,81 95,36 96,26 95,75
70 95,99 95,79 96,19 96,05 95,63 96,46 96,25 95,98 96,53 96,22 95,99 96,46 95,75
90 95,84 95,34 96,34 96,25 95,85 96,65 95,93 95,31 96,55 96,14 95,77 96,50 95,75

15x15 50 95,67 95,24 96,09 96,22 95,87 96,58 96,57 96,23 96,92 96,60 96,46 96,75 96,19
70 95,78 95,35 96,21 95,99 95,15 96,83 96,02 95,50 96,54 96,31 95,80 96,82 96,19
90 95,87 95,13 96,61 96,22 95,79 96,65 96,98 96,75 97,22 96,43 96,16 96,70 96,19

20x20 50 96,02 95,36 96,67 95,81 95,24 96,39 96,14 95,38 96,89 96,22 95,78 96,66 96,34
70 96,49 96,18 96,80 96,28 95,80 96,76 96,19 95,87 96,52 96,14 95,47 96,80 96,34
90 96,46 95,95 96,96 96,08 95,75 96,40 95,93 95,17 96,69 96,19 95,81 96,58 96,34

Due to the large amount of data generated by the results and to provide a
better visualization, the results were summarized in simplified tables - Tables
4, 5 and 6. In these tables it is possible to compare the performance of each
cluster validity index used as fusion weighting for each map size, subsets number
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Table 3. Accuracy results for Iris Dataset weighted by PBM Index

Subsets 10 50 100 200 SOM
Map Size (%) M L U M L U M L U M L U Mean

10x10 50 89,33 86,94 91,73 93,47 91,55 95,38 87,07 85,05 89,08 88,00 85,35 90,65 91,47
70 90,13 86,22 94,05 90,27 88,44 92,09 88,93 85,98 91,89 88,40 85,67 91,13 91,47
90 89,47 86,58 92,35 90,00 88,53 91,47 88,13 84,90 91,37 88,93 86,67 91,20 91,47

15x15 50 90,27 88,65 91,89 89,47 87,06 91,88 90,67 88,23 93,10 88,93 87,85 90,02 90,00
70 91,47 90,04 92,90 88,53 86,87 90,20 87,60 86,60 88,60 89,73 86,78 92,69 90,00
90 88,93 86,92 90,95 89,73 88,06 91,41 89,60 88,92 90,28 88,67 86,51 90,83 90,00

20x20 50 89,07 87,45 90,69 90,67 88,16 93,17 89,33 87,30 91,37 89,73 86,33 93,14 90,67
70 89,33 86,83 91,84 88,53 86,48 90,58 89,60 87,59 91,61 88,27 86,76 89,77 90,67
90 90,40 87,33 93,47 88,53 87,04 90,03 91,20 89,77 92,63 89,33 88,21 90,45 90,67

and bagging percentage. In these tables CH stands for Calinski and Harabasz
validity index, DB stands for Davies-Bouldin validity index and Dunn means the
Generalized Dunn validity index.

Analysing the first row of the Table 4, for Iris dataset, using the Dunn index
as criterion for the maps merging, the 10x10 map size, the best accuracy value
was obtained for 50 subsets and bagging of 70% from the training set. With
these parameters, the accuracy value (92, 13%) was higher than the accuracy for
a single SOM map (91, 47%). The best parameter for Iris dataset (93, 47%) was
for PBM index, with 10x10 map size, 50 subsets to be merged bagging of 50%
from the training set. This mean that with bagging of 50% of training set, the
fusion classification accuracy overcome the accuracy from a single SOM map.

Table 4. Best accuracy for Iris Dataset

Accuracy
Index Map Size % Subsets Single SOM SOM Fusion
DUNN 10x10 70 50 91,47 92,13
DUNN 15x15 50 200 90,00 92,00
DUNN 20x20 90 100 90,67 90,53
CDBW 10x10 90 200 91,47 91,07
CDBW 15x15 70 10 90,00 91,33
CDBW 20x20 70 100 90,67 91,07

CH 10x10 50 50 91,47 90,67
CH 15x15 70 10 90,00 91,33
CH 20x20 90 100 90,67 91,07
DB 10x10 90 200 91,47 91,07
DB 15x15 50 100 90,00 90,93
DB 20x20 90 10 90,67 90,93

PBM 10x10 50 50 91,47 93,47
PBM 15x15 70 10 90,00 91,47
PBM 20x20 90 100 90,67 91,20
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In Breast Cancer Wisconsin dataset, Table 5, the best accuracy (96, 98%)
occurred for Calinski and Harabasz index, with 15x15 map size, 100 subsets to
be merged bagging of 90% from the training set.

Table 5. Best accuracy for Breast Cancer Wisconsin Dataset

Accuracy
Index Map Size % Subsets Single SOM SOM Fusion
DUNN 10x10 50 10 95,75 95,58
DUNN 15x15 90 10 96,19 95,46
DUNN 20x20 90 10 96,34 95,43
CDBW 10x10 50 100 95,75 96,19
CDBW 15x15 90 10 96,19 96,28
CDBW 20x20 90 50 96,34 96,34

CH 10x10 50 50 95,75 96,57
CH 15x15 90 100 96,19 96,98
CH 20x20 70 10 96,34 96,49
DB 10x10 50 100 95,75 96,19
DB 15x15 50 10 96,19 96,25
DB 20x20 70 10 96,34 96,52

PBM 10x10 90 100 95,75 96,75
PBM 15x15 90 100 96,19 96,34
PBM 20x20 70 10 96,34 96,57

While in Wine dataset, Table 6, the best accuracy (96, 52%) occurred for PBM
index, with 10x10 map size, 50 subsets to be merged bagging of 90% from the
training set.

Table 6. Best accuracy for Wine Dataset

Accuracy
Index Map Size % Subsets Single SOM SOM Fusion
DUNN 10x10 70 100 93,71 95,96
DUNN 15x15 90 200 94,94 96,07
DUNN 20x20 90 50 94,94 95,96
CDBW 10x10 90 200 93,71 96,18
CDBW 15x15 70 10 94,94 93,93
CDBW 20x20 70 10 94,94 93,93

CH 10x10 90 100 93,71 95,51
CH 15x15 70 10 94,94 94,61
CH 20x20 90 200 94,94 94,83
DB 10x10 90 100 93,71 95,73
DB 15x15 90 100 94,94 94,94
DB 20x20 70 50 94,94 94,49

PBM 10x10 90 50 93,71 96,52
PBM 15x15 70 100 94,94 95,06
PBM 20x20 70 100 94,94 94,83
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5 Conclusion

This work investigated the possibility of merging Kohonen maps ranked by five
cluster validity indexes (Generalized Dunn, Davies-Bouldin, CDbw, PBM and
Calinski and Harabasz).

In the computer simulations were evaluated different setting for map size, sub-
sets number and different amounts (percentage) of the training set. The results
showed that in some situations, merging maps overcame the value of a single
SOM network, which works with all data.

The Kohonen Map fusion method achieves values similar or superior to that
observed in regular SOM. That is, using a percentage of the training data (not
all data), the proposed model achieved satisfactory results compared to SOM,
which used all the training set.

Future works involve testing datasets with different characteristics from the
ones used in this study. It is also a goal evaluate strategies to enhance visu-
alization of the fused maps, since the fusion Euclidean distance based causes
distortion on the map.
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Abstract. Case-based Reasoning (CBR) is a well known computer rea-
soning technique. Its deficiency depends on the mass of the case data and
the rapidity of the retrieval process that can be wasteful in time. This is
due to the number of cases that gets large and the store of cases besieges
with ineffective cases, as the noises. This may badly affect the perfor-
mance of the system in terms of its efficiency, competence and solution
quality. Resultantly, maintaining CBR system becomes mandatory.

In this paper, we offer a novel case base maintenance (CBM) policy
based on well-organized machine learning techniques, using a soft compe-
tence model, in the process of improving the competence of our reduced
case base. The intention of our CBM strategy is to shrink the volume of
a case base while preserving as much as possible the performance and
the competence of the CBR system.

We support our approach with empirical evaluation using different
benchmark data sets to show the effectiveness of our method in terms
of shrinking the size of the case base and the research time, getting
satisfying classification accuracy and improving the competence of the
system.

Keywords: Case based reasoning, Case base maintenance, Clustering
soft competence model.

1 Introduction

One of the huge ambitions of Hybrid Intelligent Systems is to produce smart
methods and systems able to recognize and imitate human way of thinking.
Case Based Reasoning (CBR) [1–4] is a well established study scope in Artificial
Intelligence that deals with experience-based problem solving. It is a range of
reasoning by correspondence. More specifically, CBR uses a database of problems
to solve new problems. The database, called the Case Base (CB), is organized
from previous cases. The case structure is presented in form of problem descrip-
tion and its solution. In fact, the CBR solves new problems by the four REs CBR
cycle [1, 5] (REtrieve, REuse, REvise, REtain): The new problem is matched
against cases in the case base and one or more related cases are retrieved.
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A solution supported by the matching cases is then reused and checked for
success. Except the retrieved case is a close match, the solution will have to be
revised generating a new case that can be maintained.

In fact, CBR system can be modernized to keep in mind any novel infor-
mation exposed in the processing of the new solution. Nevertheless, this would
downgrade system performance if the amount of cases has grown exponentially.
Consequently, removing superfluous or less useful cases to reach an acceptable
error level is one of the most key tasks in maintaining CBR systems.

A range of CBM policies chiefly reflect on two gauges: the size and the accu-
racy of the Case Base (CB) which touch the performance of the CBR. Or, the
quality of CB is not only dedicated to the performance of the system but also
to the study of the case base competence which is measured by the range of
problems that can be satisfactorily solved. How to make an equilibrium between
the performance and competence grow to be a core concern in our study. Hence,
we propose a novel case base maintenance policy named Soft Case Base Main-
tenance (SCBM), which is a multi-objective problem, it can shrink the size of
the case base and the retrieval time, improve the accuracy and the competence
of the final case base. The rest of the paper is organized as follows: In Section
2, some of strategies for maintenance of the case base will be approached. Sec-
tion 3 presents our soft competence model. Section 4 describes in detail our new
approach for maintaining case base. Section 5 details and analyzes experimental
results carried out on data sets from the U.C.I. repository [6]. Finally, Section 6
ends this work and presents future works.

2 Case Base Maintenance Policies: Related Work

An assortment of case base maintenance policies have been proposed to maintain
the Case Base (CB), in the literature. Freshly, the case base maintenance topic
has drawn more and more consideration to two main measures that deliver to the
evaluation of a case base. The first one is the CB’s performance [7] which is the
answer time that is needed to compute a solution for case targets. This measure
can be usually judged by the size of the case base and the accuracy which is
the percentage of the problems that can be successfully solved. The second one
is the CB’s competence [8, 9] which is the range of target problems that can
be successfully solved.This last criterion is hard to be measured, so, we need
a theoretical model that allows the competence of a case-base to be evaluated
and predicted. That’s way we create a competence (coverage) model which is
able to find some approximations to this set. One branch of CBM research has
centered on the partitioning of case base which erects a detailed CB structure
and maintains it constantly [10, 11]. We may quote, also, the methods proposed
in [5, 12, 13]. They decompose the large case base into small groups of closely
related cases using clustering technique and for each small group; they eliminate
cases judged to be futile for the CB.

Another branch of research has spotlighted on CBM optimization which ex-
ploits an algorithm to erase or revise the entire CB [9]. Besides, we can refer
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to competence preserving deletion [14]. These methods categorized the cases
according to their competence. In the same branch, we can cite selection based
data reduction methods that start with an empty set, select a subset of instances
from the original set and add it into the new one as Condensed Nearest Neighbor
Rule (CNN) [15], Reduced Nearest Neighbor Rule (RNN) [16], Edited Nearest
Neighbor Rules (ENN) [17] and the series of Instance Base Learning algorithms
(IBL) [18]. These policies aim at reducing a case base by selecting representatives
from the training case base.

Nonetheless, there are some troubles when using these CBM methods. In fact,
many of them suffer from the diminish of competence especially when it exists
some noisy cases, since the system’s competence depends on the type of the
cases stored. Furthermore, we have also to declare, that the trend in this area of
research is to deal with fuzziness of the case base where one case can belong to
more than one competence group which can be non-uniform. These last points
have been neglected by many CBM strategies.

3 SCM: Soft Competence Model for Case Based
Reasoning

To amend these troubles quoted above, we need an efficient model for computing
case base competence. This coverage model will help us to build a strong soft case
base maintenance strategy. As a result, we portray, in this Section, our model
for computing case base coverage, named SCM- Soft Coverage model based on
fuzzy Mahalanobis Distance and soft Clustering. The innovation of this work
consists of proposing efficient techniques of machine learning to distinguish the
important cases, which invoke the quality of the system, whether noisy cases or
isolated cases or similar cases, in imprecise context [19].

Hence, we have delineated three central types of cases which should be re-
garded as the key to achieve a good estimate of coverage computing:

– CNi: Noisy cases are unpleasant cases. They can decline the performance
of the case base because they shrink the classification accuracy. In addition,
they give the wrong impression about the estimation of the CBs coverage.
Therefore, the CBR’s quality can negatively diminish. In analytical tasks,
CNi are cases that do not belong to any set of similar cases. The best option
in this circumstance is to identify cases expected to be noisy and give them
an empty set as a coverage value

– CSi: Every case from a group of similar cases presents analogous coverage
values, for the reason that they belong to the same competence set, they
cover the same group of cases. Consequently, the coverage value of each case
equals to the number of cases in this group (n).

– CIi: There are some cases that are much distant to the other members in
one competence group. We can regard them as isolated cases. In analytical
tasks, CIi belongs to a set of similar cases not like those of type CNi but it
is farther than the CS cases. It covers only itself. Accordingly, the coverage
of each case of this type equals to one.
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Based on these explanations, we obtain a new coverage model named SCM-
Soft Competence model for Case based reasoning. Our new plan pinpoints these
three sorts of cases and affects the suitable coverage value to each type. To apply
this idea, we necessitate first a clustering procedure because it guarantees that
each group is small and surrounded similar cases, so it is effortless to spot the
different types of cases. After that, for each small cluster: the cases, which are
near to the cluster’s center and close to each other, are considered as cases of the
type of CSi. The cases, which are considered as cases of the type CIi. Finally,
the cases, which are outside the clusters and have not affected to a determined
cluster, are considered as cases of the type CNi.

3.1 First Step: Clustering

Among the proposed clustering approaches, we should, ideally, use a method that
while clustering and creating groups of similar cases, can smooth the discover
of the different types of cases in such data sets. So, we prefer to use the fuzzy
clustering method named “soft DBSCAN” proposed in [20]. We can resume the
basic steps of this clustering technique as follows:

Algorithm 1. Basic Soft DBSCAN Algorithm

1. Begin
2. m: weighting exponent (m > 2)
3. ξ: tolerance level
4. Run DBSCAN and find:

x = number of noises
k = number of clusters

5. c ← x+ k
6. Create the initial fuzzy partition:

if xi ∈ cj then uij ← 1
Else uij ← 0

7. t ← 0
8. Repeat

Update Ut as following: crμik = [
∑c

j=1(
MDik
MDjk

)
2

m−1 ]−1

Where MDik is the Mahalanobis distance between xk and vk
Calculate vt as following
vi =

1∑n
k=1

μm
ik

∑n
k=1 μ

m
ikxik i= 1, 2,...,c

9. Until ‖Ut − Ut−1‖ ≤ ξ
10. (U, v) ← (Ut, vt)
11. noisy points = {xij |cj = xij}
12. End

This technique is an appropriate clustering method for our SCM coverage
technique because it has a number of good aspects: it can create regions which
may have an arbitrary shape and the points inside a region may be arbitrarily
distributed, it can detect points expected to be noises and it is able to assign
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one data point into more than one cluster by affecting to each observation a
“degree of membership” to each of the classes in a way that is consistent with
the distribution of the data.

3.2 Second Step: Distinguishing the Different Types of Cases

Once we have partitioned the original case memory by soft DBSCAN, we select
cases which our clustering technique mentions them as noises. The Soft DBSCAN
selects these cases as noises because they have membership degrees values bigger
than to belong to other clusters. For these cases (CNi), we accord them an empty
set as coverage value. For each cluster determined by the first step, each case
gives weighted value of the cluster, and the weight is given by the membership
degree of the fuzzy membership function. Heretofore, the cases which are distant
from the core of the cluster are judged as cases of type ”Isolated cases” CI. The
paramount practice to spot them is the Mahalanobis distance with weighted
mean and covariance of the cluster.

MDxi,Vi = ((xi − Vi)
TF−1

i (xi − Vi)
1/2 (1)

Where Vi gives weighted mean of the cluster, and the weight is given by the mem-
bership degree of the fuzzy membership function and Fn is the fuzzy covariance
matrix of the i-th cluster, is defined by:

Fi =

∑n
k=1(μik)(xik − Vi)(xik − Vi)

T∑n
k=1(μik)

(2)

Where μik is the membership degree defined in the first step by the soft DBSCAN
clustering technique.

Based on our hypotheses, the cases with a large Mahalanobis distance in a
cluster are selected as CI type. The brink of bulky distance depends on when
the similarity between cases and the center starts raising. For that, we need to
compare the MD of each case by the standard deviation of this cluster, in order
to measure how closely the cases cluster around the mean and how are spread
out in a distribution of the cluster. This last is a good measure of the categoriza-
tion of CI and CS cases, such the case whose MD is superior to the standard
deviation of the cluster, will be consider as CI case, else it will be CS type.

Cov(xi) =

{
1 if MD(xi, Vi) > σ

|CS| otherwise

As a result, we have affected for each case the appropriate coverage value
depending on its type.

4 SCBM: Soft Case Base Maintenance Method Based on
Soft Coverage Model

Our endeavor is to pick few cases from a large set of candidates that will correctly
classify a given set. In that way, we shrink the size and safeguard maximum the
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competence of the system. We present a novel approach of case base maintenance
based on the machine learning techniques, called SCBM (Soft CBM aintenance
method) to reduce the size of a case base while preserving as much as possible the
performance and the competence of the CBR system. The intend of our SCBM
is to eradicate cases which have no upshot on competence from CB. SCBM will
erect an abridged case base CB′ by selecting cases from CB and achieving a
good generalization accuracy and CB′ coverage.

Our new SCBM strategy is based on the SCM described in the previous
section. It responds to this question: which cases can we delete without reducing
the quality of the system? From our SCM model, we can discern which case
has no aftermath to the competence and the performance of the CBR in order
to eliminate it. This type of case has either a poor coverage value, or it exists
another case similar to it, that can replace it. Hence, its deletion cannot reduce
the quality of our CBR system. Based on this notice, we can delete first the cases
which have zero as coverage values, that means the noisy cases (CN). This is
totally legitimate, since these cases have no fruitful role in our case base, they just
mislead the computation of the CBs coverage and they can drop the competence
of the system and also the reduce of the CB accuracy, i.e. the performance of the
CBR. So, as a first step of our SCBM method, we have to run our SCM model
and delete all cases which have a zero as coverage value (delete cases designed
as CN type).

In the second step, we can get rid of cases whose coverage values equal to
the number of cases in one competence group. Here, we talk about the cases
of type CS mentioned by our SCM model. Since these cases are similar, they
play the same role, they share the same coverage set of cases. Hence, deleting
any member of this group has no effect on competence since the remaining cases
offer the same coverage. Hereafter, for each competence group generated by our
SCM model, we can remove these cases and keep only one of them which can
replace all this set. This is obvious, by reason of the competence of our CB can
not change.

The third step focuses on the type of CI selected by our SCM model, that
means the cases which have 1 as coverage value. For this type, we keep these
cases because they are reachable by no other case but themselves, their deletion
directly reduces the competence of system because there is no other case that
can cover them or replace them in the coverage computing.

So, based on these deductions, we can generate a small case base (CB′) with-
out reducing the competence of our CB.

5 Experimental Analysis

In this Section, we try to show the effectiveness of our SCBM maintenance
approach.
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In order to evaluate the performance rate of our SCBM, we test on ten di-
verse data sets with different sizes. In this paper, we use public datasets obtained
from the U.C.I. repository of Machine Learning databases [6]. Details of these
databases are presented in Table 1. Different results carried out from these sim-
ulations will be presented and analyzed.

Table 1. Description of databases

Dataset Ref. #instances #attributes

IRIS IR-150 150 4
Ionosphere IO-351 351 34
Breast-W BW-698 698 9
Blood-T BT-748 748 5
Indian IN-768 768 9
Vehicle V-846 846 18
Mammographic MM-961 961 6
Cloud C-1023 1023 10
Yeast Y-1483 1483 8
Abalone AB-4176 4176 8

As we have indicated, the aim of our approach is to diminish the case base
while preserving as much as possible the competence and the performance of the
system. For that, we use the following criteria:

“Size (S %)” the average storage percentage which presents the rate of
the reduction of size. It computes how much our SCBM policy can reduce the
original Case Base. For that, we adopt this canon:

S =
number of final cases

size of training casebase
× 100 (3)

“PCC (PCC%)” the mean percentage of correct classification over stratified
ten fold cross validation runs in front of 1-Nearest-Neighbor. We apply the 1-NN
algorithm to the same datasets and the same ten-fold cross-validation task to
obtain the average accuracy rate.

“Time” the retrieval time in seconds exerted in 1-Nearest Neighbor algo-
rithm. The purpose of this criterion is to show the performance of our method
in the reducing of the retrieval time.

“Competence (Comp%)” is the ratio of the cardinal of the covering set
and cardinal of the reachability set. It refers to the range of target problems that
a system can successfully solve.

Like that we evaluate our work in multifarious sides namely competence and
performance of the CB.

The SCBM technique has been described, which, we claim, benefits from
improved efficiency, competence, and quality characteristics. From Table 2, we
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Table 2. Comparing our new SCBM to the initial CB for the system CBR

Datasets
CBR SCBM

Performance Competence Performance Competence
S (%) PCC

(%)
Time
(s)

Comp (%) S (%) PCC
(%)

Time
(s)

Comp (%)

IR-150 100.00 97.33 0.0163 92.16 53.33 99.97 0.0087 95.6

IO-351 100.00 93.16 0.0724 87.36 48.43 98.82 0.0264 98.29

BW-698 100.00 97.99 0.1043 89.04 14.3 98.8 0.0016 88.84

BT-748 100.00 78.81 0.0902 92.91 13.37 94 0.007 96.79

IN-768 100.00 83.92 0.1581 92.60 18.82 97.72 0.113 82.96

V-846 100.00 82.03 0.2521 94.17 8.27 98.286 0.0079 99.53

MM-961 100.00 84.92 0.3157 89.96 27.47 96.59 0.0223 83.14

C-1023 100.00 61.24 0.5324 92.69 8.5 98.036 0.0069 98.72

Y-1483 100.00 86.16 0.3682 90.36 50.02 97.42 0.2235 75.18

AB-4176 100.00 97.93 0.4023 89.06 33.6 97.809 0.0158 96.293

validate these claims with a comprehensive experimental study, where we com-
pare the rate of performance and competence of the various datasets generated
by our SCBM with the ones provided by the original case bases.

Several observations can be made from the results in this table. As we expect,
our method defeats the original data editing methods on average. The most
obvious result is that “Mammographic” gives good results compared with the
original case base, where its size is reduced by 27.47 %, its accuracy shows
improvement by more than 96.59 % and for the retrieval time has been reduced
14 times, with keeping approximately the same competence rate, opposed to the
initial size of the case base which contains all instances, and the initial accuracy
(84.92 %) with original retrieval time (0.3157 seconds).

These high-quality results attest that our SCBM deletion method able to
shrink the mass of the CB while safeguarding and even improving the competence
of the system. We allege this achievement to the benefit of our SCM model which
distinguishes the type of each case, chiefly the cases with higher coverage values
and also the assistance of our Soft DBSCAN that improves the accuracy values.

In the ultimate part of our testing, we balance our SCBMwith other well known
reduction techniques: we runCMCD [5], COID [12], CNN [15], RNN [16], ENN [17]
and Instance Based learning IBL schemes [18] on the previous data sets.

It comes as no surprise, that our experimental results in Tables 3, 4, 5, 6 show
that IB2, IB3, CNN, ENN and RNN delete many cases, but at a severe cost in
accuracy and competence. This is not the case, for our strategy SCBM where it
strikes a balance between accuracy and competence, and deletion.

From table 3, our SCBM achieves a great data reduction by more than half for
the most datasets, which is inferior to the other policies. For instance, SCBM
retains over 50% of the data instances of ”Yeast’ case base, whereas 70% for
IB2, IB3 and ENN, 62 % for CNN. Note that SCBM and CMCD give the best
reduction rate for the almost datasets, we can elucidate this truth that the
clustering techniques used in these two CBM strategies are proficient in term of
giving for each type of case its appropriate value, especially the noisy cases.
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Table 3. Comparing storage size (%) of SCBM to well known reduction schemes

Datasets SCBM CMCD WCOID COID CNN RNN ENN IB2 IB3

IR-150 53.33 52 57.33 47.3 27.63 93.33 95.33 24 24

IO-351 48.43 29.34 13.39 13.96 15.3 83.91 86.89 25.07 25

BW-698 14.3 25.5 29.46 26.59 26.3 26.87 81.69 35.48 30.46

BT-748 13.37 12.03 20.45 19 37.3 38.72 32.10 26.09 26.00

IN-768 18.828 13.12 15.34 16.00 43.66 42.08 24.39 22.12 21.00

V-846 8.27 17.77 20.80 51.89 43.62 43.63 76.48 46.57 50.73

MM-961 27.47 17.48 51.00 53.18 64.21 54.26 82.52 53.48 53.93

C-1023 8.5 11.57 32.45 39.29 62.3 72.89 58.46 84.85 87.85

Y-1483 50.02 51.3 68.07 68.22 62.34 64.02 69.59 69.79 69.98

AB-4176 33.6 25.86 30.67 35.58 38.5 58.55 87.5 51.92 51.92

From the experimental results in Table 4, we obtain the similar observations as
before. This experiment further validates the superiority of our method since it
works well for different size of datasets. The accuracies provided by SCBM show
better values. For example, the dataset ”Cloud”, the PCC provided by SCBM
(98,03%) is more efficient compared to the one given by the other policies: 97.13
% for CMCD, 96.22% for WCOID, 96.54% for COID, 82.92% for CNN, 89.43%
for RNN, 70.4% for ENN, 59% for IB2 and IB3.

Table 4. Comparing classification accuracy (PCC %) of SCBM to well known reduction
schemes

Datasets SCBM CMCD WCOID COID CNN RNN ENN IB2 IB3

IR-150 99.97 98.98 96.56 96.94 73 94.23 91.6 91.67 91.67

IO-351 98.82 98.572 97.77 98.9 70.83 70.83 98.36 95.45 94.89

BW-698 98.8 98.157 95.45 98.01 68.18 67.05 94.66 69.69 70.56

BT-748 94 93.978 79.56 79.12 67.94 66.65 71.63 74.69 74.21

IN-768 97.72 95.977 94.71 92.06 67.4 69.19 99.14 87.39 88.26

V-846 98.28 95.996 95.45 87.24 57.58 57.45 82.45 74.44 73.73

MM-961 96.59 89.988 89.12 89.31 70.82 78.6 77.04 66.28 66.42

C-1023 98.03 97.132 96.22 96.54 82.92 89.43 70.4 59.16 59.5

Y-1483 97.42 97.566 88.1 86.78 83.56 83.92 88.08 73.82 73.38

AB-4176 97.80 97.618 96.44 96.19 68.75 62.5 96.7 91.2 91.67

For the retrieval time, as shown in table 5, our SCBM outperforms the other
policies. Actually, SCBM recorded higher classification accuracies and lower stor-
age requirements than did the other techniques, it is logical to generate the
shortest time of research phase. For instance, for Abalone case base, our policy
offers less than 0.0158 seconds as retrieval time, whereas more than 0.07 for the
other techniques.
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Table 5. Comparing retrieval time in seconds of SCBM to well known reduction
schemes

Datasets SCBM CMCD WCOID COID CNN RNN ENN IB2 IB3

IR-150 0.0087 0.014 0.0244 0.0252 0.0111 0.0101 0.0137 0.0024 0.0026

IO-351 0.0264 0.0352 0.55 0.58 0.0069 0.81 0.616 0.0122 0.102

BW-698 0.0016 0.0341 0.116 0.134 0.43 0.35 0.734 0.244 0.227

BT-748 0.007 0.0078 0.0212 0.076 0.098 0.183 0.1941 0.2035 0.197

IN-768 0.113 0.0044 0.0102 0.0263 0.05 0.067 0.0266 0.0102 0.0092

V-846 0.0079 0.0044 0.0755 0.0771 0.064 0.0604 0.1349 0.0595 0.0581

MM-961 0.0223 0.0607 0.0664 0.0532 0.208 0.199 0.815 0.339 0.0327

C-1023 0.0069 0.0051 0.0671 0.0536 1.802 1.842 0.931 0.2079 0.1746

Y-1483 0.2235 0.3449 0.544 0.771 0.64 0.604 0.1349 0.595 0.581

AB-4176 0.0158 0.0706 0.189 0.157 0.111 0.101 0.137 0.24 0.26

Table 6. Comparing competence rate (comp %) of SCBM to well known reduction
schemes

Datasets SCBM CMCD WCOID COID CNN RNN ENN IB2 IB3

IR-150 95.6 92.75 89.71 89.71 86.94 87.44 86.26 88.93 88.95

IO-351 98.29 90.47 86.98 86.92 84.41 84.87 83.27 83.54 84.44

BW-698 88.84 98 85.59 85.38 84.75 84.75 88.73 87.33 87.39

BT-748 96.79 88.66 91.00 89.25 91.90 92.46 89.72 92.37 92.60

IN-768 82.96 80 82.50 80.92 83.78 84.41 84.38 78.52 78.52

V-846 99.53 97.33 90.43 92.19 52.67 55.22 84.62 76.34 74.25

MM-961 83.14 89.56 83.70 85.88 79.97 70.11 70.32 89.36 89.57

C-1023 98.72 98.33 85.92 85.87 83.02 83.85 89.74 81.66 80.74

Y-1483 75.18 93.33 89.51 89.03 56.27 57.90 88.45 90.07 89.92

AB-4176 96.29 89.04 88.65 87.09 81.33 81.61 74.18 73.29 81.19

Analogous examinations are achieved comparing to other CBM policies, in
which our SCBM has the most excellent competence rates, as shown in Table
6. For instance, the coverage rate for ”Blood-T” is 96.79%, which symbolizes
a vast difference judged against the one given by CMCD (88.66%), WCOID
(91%), COID (89.25%), CNN (91.90%), RNN (92.46%), ENN (89.72%), IB2
(92.37%) and IB3 (92.60%). This is due to our soft competence model and its
effectiveness, in terms of affecting the accurate value for each case. Like that,
we can eradicate cases with pitiable coverage and produce a new subset of cases
with lofty competence rate.

In summary, these results show that SCBM displays superior learning per-
formance on all training sets both in terms of storage requirements and in its
ability to filter unskilled cases. Since, our Soft Competence Model successfully
detected and eliminated noisy instances from the concept description, due to
the efficient of our Soft DBSCAN clustering technique. SCBM recorded higher
classification accuracies and lower storage requirements than did the other CBM
techniques, when the training instances were corrupted with noise. Besides, due
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to the performance of our SCM model, our SCBM method benefits from superior
efficiency, competence and quality characteristic.

6 Conclusion and Futures Works

In this paper, we have proposed a maintaining case base approach named SCBM
- Soft Case Base Maintenance- which is able to maintain the case bases by
improving the performance and the competence of the CBR system. It is based
on our soft case base competence model which uses Mahalanobis distance and
the clustering technique Soft DBSCAN.

This policy is characterized by its performances at solving several purposes
once at a time: it can shrink the size of the case base and the retrieval time,
improve the accuracy and the competence of the final case-base.

Our deletion policy can be improved in future works by introducing the effects
of incremental data on the CBM work. Besides, in order to show the performance
of this method, we plan to apply it in the medical domain through the diagnosis
which is performed to solve new problems by remembering solutions to problems
that are similar to the current problem.
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Abstract. In this paper, we propose a new ensemble for an effective
segmentation of hyperspectral images. It uses one-class classifiers as base
learners. We prove, that despite the multi-class nature of hyperspectral
images using one-class approach can be beneficial. One need simply to
decompose a multi-class set into a number of simpler one-class tasks.
One-class classifiers can handle difficulties embedded in the nature of
the hyperspectral data, such as a large number of classes, class imbal-
ance and noisy pixels. For this task, we utilise our novel ensemble, based
on soft clustering of the object space. On the basis of each cluster, a
weighted one-class classifier is constructed. We show a fast method for
calculating weights assigned to each object, and for an automatic calcu-
lation of preferred number of clusters. We propose to build such ensemble
for each of the classes and then to reconstruct the original multi-class
hyperspectral image using Error-Correcting Output Codes. Experimen-
tal analysis, carried on a set of benchmark data and backed-up with an
extensive statistical analysis, proves that our one-class ensemble is an
efficient tool for handling hyperspectral images and outperforms several
state-of-the-art binary and multi-class classifiers.

Keywords: machine learning, one-class classification, classifier ensem-
ble, clustering, hyperspectral image, image segmentation.

1 Introduction

Hyperspectral sensors contain hundreds of spectral channel, each one covering
a small portion of electromagnetic spectrum. This spectral high-resolution is
expected to allow making detailed thematic maps of remote sensing data by
means of spectral classification of different materials expected in the sensed
scene. However, the classification of hyperspectral data is a challenging task due
to the high dimension of the data, the imbalance of the class distributions, and
the variety of noise sources that introduce a high variability of spectra within
each class.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 678–688, 2014.
c© Springer International Publishing Switzerland 2014
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So far, significant attention has been paid to the use of machine learning
techniques for analysing hyperspectral data [18]. Some works tend to use pixel-
based representation, while other search for a more sophisticated approaches,
that combinine both spatial and spectral processing, i.e. applying morphological
area filtering to the first principal component of the spectral data [7], performing
feature extraction from 3-D Gabor wavelet transformation [19], proposing exten-
sions of SVM [15] with spatial terms, following Bayesian approaches [16], and,
finally, regularizing pixel spectral classification by a watershed segmentation [20].

To formalize the hyperspectral classification problem, let S ≡ {1, ..., n} de-
note a set of integers indexing the n pixels of a hyperspectral image. Let ω ≡
{ω1, ..., ωK} be a set of K class labels, and let x ≡ {x1, ..., xn} ∈ Rd×n de-
note an image in which the pixels are d-dimensional spectral vectors. Let y ≡
{y1, ..., yn} ∈ ωn denote an image of class labels. The goal of hyperspectral image
classification is to infer the class labels yi ∈ ω from the feature vectors xi ∈ R

d,
for each image pixel i ∈ S.

As mentioned, hyperspectral segmentation and classification is a non-trivial
task, due to the difficulties embedded in the nature of the data. Our previous
works with difficult datasets [11] directed our attention towards the one-class
classification (OCC) domain [10].

OCC is based on the principle, that during the training stage only objects
coming from a single class are available. Such distribution is called the target
concept or target class, and is denoted by ωT . OCC aims at establishing a de-
cision boundary that encloses all relevant target class examples, thus describing
the given concept [22]. During the exploitation step, new objects that were un-
known during the training, may appear. These may originate from one or more
distributions and represent data that do not belong to the target concept. Such
objects, denoted by ωO, are called outliers. OCC is useful in many real-life ap-
plications, where positive examples are abundant, but due to the cost, time or
legal constraints it is impossible to obtain counterexamples.

Hyperspectral images are multi-class datasets, therefore representatives of all
of the classes are present in the training set. Therefore, one may wonder why to
use a OCC approach, when all types of examples can be presented to the trained
classifier. OCC discards all of the counterexamples and concentrates only on the
target class. By this, it has a limited knowledge about other classes and does not
take a full advantage of the information being available. Yet recent reports show,
that using OCC for multi-class data can be beneficial [12]. One-class classifiers
detect unique features of the target class. They are insensitive to imbalanced
distribution, robust to class noise and can handle irregular or chunked object
distributions. Additionally, they decompose a complex multi-class problem into
a set of simpler one-class tasks.

In this paper, we use our novel approach for forming one-class classifier com-
mittees, based on data clustering in the object space [13]. OCC models are built
based on each of the clusters. This can be seen as an extension of the popular
family of ensembles derived from the idea of clustering and selection proposed
by Kuncheva [14]. In our approach we further extend this concept by utilizing
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weighted one-class classifiers and proposing a new scheme for calculating their
weights. We show, that decomposition of multi-class hyperspectral images with
our one-class ensemble leads to an excellent segmentation accuracy.

2 One-Class Clustering Ensemble

In this work, we propose to use a novel scheme for creating ensembles of one-class
classifiers - a committee named one-class clustering-based ensemble (OCClustE)
[13]. It is based on the clustering of a object space into smaller partitions. OC-
CLustE has proven itself as an efficient algorithm for handling one-class problems
and as a useful tool for decomposing multi-class datasets. In this paper, we aim
at investigating its usefulness in the task of hyperspectral image segmentation.
Let us present shortly the basic concepts behind the OCClustE framework.

This ensemble classifier uses a clustering algorithm to partition the object
space into atomic subsets. In the next step each of these clusters is used to
train a one-class classifier. This leads to the formation of a pool of K classifiers
assigned to the target class, as follows:

Π = {Ψ (1), Ψ (2), ..., Ψ (K)}. (1)

Such a process of forming a pool of base classifiers assures the initial diversity
among learners (as a result of using different inputs in their training) and their
complementarity (as classifiers together cover all the decision space), which leads
to better performance of the ensemble.

OCClustE uses kernel fuzzy c-means, which is a modification of the fuzzy c-
means algorithm that operates in an artificial feature space created by a kernel
function [24].

To further improve the performance of OCClustE, aweighted one-class support
vector machine (WOCSVM) is used as the base learner [3]. It has been shown,
that weighted one-class classifiers can outperform the canonical ones that assume
the uniform importance level of all objects in the training set. This is due to
controlling the degree of influence that each object has on the shape of the
decision boundary. What is worth mentioning, weighted methods are insensitive
to internal outliers, that may be present in the target class (as it may contain
irrelevant, noisy objects). By assigning them a low weight, they have minimal
impact on the process of shaping the decision boundary.

The quality of WOCSVM relies strongly on the proper establishment of
weights, which is heuristic and time-consuming process [3]. In OCClustE, we
implemented a novel approach for establishing the degree of importance of ob-
jects, based on the output of clustering algorithm. A fuzzy clustering algorithm
is used, that returns the membership functions for each object in the given clus-
ter. These membership values are then used directly as weights for WOCSVM.
With this new weights correspond to the degree of importance of a given object
in a cluster and are pre-calculated. This significantly reduce the computational
time needed for training each WOCSVM.
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Number of clusters on the target class is equal the number of classifiers in
the ensemble (as on each cluster we train an individual WOCSVM). This has a
strong impact on the performance of the OCClustE. To alleviate this problem,
we propose a procedure for an automatic assessment of the number of clusters.
The entropy of the membership values is used, which depends on the data and
the number of clusters C. Low entropy is a good indicator of the quality of
clustering [2]. This is computed as:

E(C) = −
C∑

c=1

N∑
i=1

wcilogwci, (2)

where N denotes the number of data points and wci is the weight assigned to a
given cluster. If the number of clusters C is not known in advance, clustering can
be performed for a varying numbers of clusters, and the number with minimal
entropy can be chosen to build the ensemble [5]. Although this is not always
an optimal solution, it allows to select the number of classifier automatically,
without the time-consuming tuning phase.

As hyperspectral data is multi-class, one cannot use one-class classifiers di-
rectly. However, one may use them as a decomposition tool. In this case, each of
the classes is considered separately. So a M -class task can be decomposed into
M one-class problems. In our previous works [12], we have shown that one-class
decomposition has some attractive features and can outperform binary decompo-
sition. Additionally, we have shown that OCClustE can easily handle multi-class
datasets, with performance similar or better than binary models [13].

In the considered problem, a single OCClustE ensemble is trained separately
for each class, and then the outputs of ensembles are fused together with the use
of Error-Correcting Output Codes (ECOC) [23] to rebuild the original multi-
class problem.

In summary, the approach proposed in this paper leads to several improve-
ments compared with the standard OCC models:

– Boundary-based approaches (such as WOCSVM) were shown to display bet-
ter generalization abilities than clustering-based (reconstruction) OCC [21],
but are highly prone to atypical and complex data distributions. Therefore,
a hybrid method utilizing both approaches combines the advantages of each
while reducing their drawbacks.

– As each classifier is trained only on a reduced chunk of the data, its com-
putational complexity is reduced in comparison to a single model approach.
This reduces the probability of overtraining the one-class learner. Addition-
ally, a number of individual classifiers can easily be applied in a distributed
environment, leading to a significant decrease in execution time.

– Using chunks of data as the classifier input reduces the influence of negative
effect, known as the empty sphere; that is, the area covered by the boundary
in which no objects from the training set are located [9].

– A boundary classifier trained on a more compact data partition usually has
a lower number of support vectors.
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– By combining the fuzzy clustering with weighting scheme, we are able to
obtain good estimation of weights assigned to training objects in a reduced
time.

– OCClustE can be easily used for an effective one-class decomposition of
multi-class data, when ECOC fuser is applied to combine the one-class out-
puts into a multi-class final decision.

3 Experimental Evaluation

The aims of the experiments were to establish the quality of the proposed OC-
ClustE method in the task of hyperspectral image segmentation, and to compare
it with several state-of-the-art classifiers, dedicated for handling big data with a
large number of classes.

3.1 Used Hyperspectral Images

– Salinas C (Image 1)
Salinas C dataset was collected over the Valley of Salinas, Southern Califor-
nia, in 1998. It contains 217 x 512 pixels and 224 spectral bands from 0.4
to 2.5 m, with nominal spectral resolution of 10 nm. It was taken at low
altitude with a pixel size of 3.7 m. The data include vegetables, bare soils,
and vineyard fields. Image is depicted in Figure 1.

Fig. 1. Salinas C: (left) source image, (right) pixel labels

– Indian Pines
This scene was gathered by AVIRIS over the Indian Pines test site in North-
western Indiana and consists of 145x145 pixels and 224 spectral reflectance
bands in the wavelength range 0.4 to 2.5 nm. It, contains two-thirds agri-
culture, and one-third forest or other natural perennial vegetation. There
are two major dual lane highways, a rail line, as well as some low density
housing, other built structures, and smaller roads. Since the scene is taken in
June some of the crops present, corn, soybeans, are in early stages of growth
with less than 5% coverage. Image is depicted in Figure 2.
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Fig. 2. Indian Pines: (left) source image, (right) pixel labels

– Pavia University
This is a scene acquired by the ROSIS sensor during a flight campaign over
Pavia, Northern Italy. The number of spectral bands is 103 for Pavia Uni-
versity. Pavia University is 610 x 610 pixels image. The geometric resolution
is 1.3 meters. Image is depicted in Figure 3.

Fig. 3. Pavia University: (left) source image, (right) pixel labels

The details of the used datasets, with the respect to the number of pixels
(objects), spectral bands (features) and classes, are given in Table 1. As one
may see, we deal with datasets with large number of objects and described by a
significant number of classes.
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Table 1. Details of hyperspectral datasets used in the experimental investigation

Dataset #Pixels #Bands #Classes

Salinas C 111104 224 16
Indian Pines 21025 224 16
Pavia University 372100 103 9

3.2 Set-up

For the experiment a Weighted One-Class Support Vector Machine with a RBF
kernel is used as a base classifier. The pool of classifiers were homogeneous, i.e.
consisted of classifiers of the same type.

In contemporary machine learning, one cannot say that a given algorithm
is superior over another one, without the use of statistical tests. Experimental
results must be accompanied by a thorough statistical analysis, to prove that
the reported differences between analysed models are significant [6]. To get a
full statistical information about the performance of our method, we use three
different types of statistical tests:

– For a pairwise comparison, we use a 5x2 combined CV F-test [1]. It repeats
five-time two fold cross-validation so that in each of the folds the size of the
training and testing sets is equal. This test is conducted by comparison of
all versus all.

– For assessing the ranks of classifiers over all examined benchmarks, we use
a Friedman ranking test [6]. It checks, if the assigned ranks are significantly
different from assigning to each classifier an average rank.

– We use the Shaffer post-hoc test to find out which of the tested methods are
distinctive among an n x n comparison. The post-hoc procedure is based on
a specific value of the significance level α. Additionally, the obtained p-values
should be examined in order to check how different given two algorithms are.

We fix the significance level α = 0.05 for all comparisons.
To put the obtained results into a context, we need to compare our method

with the state-of-the-art classifiers, dedicated for handling complex and multi-
class data. Details about the used reference algorithms are given in Table 2.

Table 2. Details of the reference classifiers used in the experiments

Classifier Parameters

Random Forest [4] 120 decision trees in the ensemble
Support Vector Machine [17] RBF kernel, SMO procedure, DDAG for multi-class data

OVO Decomposition [8] C4.5 as base classifier, pairwise coupling for fusion
OVA Decomposition [8] C4.5 as base classifier, max confidence strategy for fusion
OCC Decomposition [12] single WOCSVM delegated to each class
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3.3 Results

The results are presented in Table 3. RF stands for Random Forest, SVM for
Support Vector Machine, OV O for one-versus-one C4.5 decomposition with pair-
wise coupling fusion, OV A for one-versus-all C4.5 decomposition with max confi-
dence strategy fusion, OCC for standard one-class decomposition and
OCCLUSTE for the proposed method. Small numbers under each method
stands for the indexes of models from which the considered one is statistically
better. The last row presents ranks according to the Friedman test.

Table 3. Results of the experimental results with the respect to the accuracy [%] and
statistical significance

Dataset RF1 SVM2 OVO3 OVA4 OCC5 OCClustE6

Salinas C 88.56 91.34 92.46 90.78 93.24 95.32
− 1 1,2,4 1 1,2,3,4 ALL

Indian Pines 73.25 80.36 91.05 85.62 91.73 93.65
− 1 1,2,4 1,2 1,2,4 ALL

Pavia 81.23 87.48 92.58 89.74 90.85 92.22
− 1 1,2,4,5 1,2 1,2,4 1,2,4,5

Rank 6.00 4.67 2.33 4.33 2.34 1.34

Results of the Shaffer post-hoc test between the OCClustE and reference
methods are depicted in Table 4

Table 4. Shaffer test for comparison between the OCClustE and reference methods.
Symbol ’=’ stands for classifiers without significant differences, ’+’ for situation in
which the method on the left is superior and ’-’ vice versa

hypothesis p-value

OCClustE vs RF + (0.0041)
OCClustE vs SVM + (0.0084)
OCClustE vs OVO + (0.0393)
OCClustE vs OVA + (0.0127)
OCClustE vs OCC + (0.0156)

3.4 Discussion

The experimental results, presented in Table 3 prove the quality of our proposed
approach for tackling hyperspectral images. Let us take a detailed look on the
performance of the tested methods.

Random Forest, a popular state-of-the-art ensemble for multi-class classifica-
tion, delivered the worst performance from all of the tested methods. This can
be explained by the nature of hyperspectral data - they are characterised by a
significant number of classes (from 9 to 16 in our cases). Random Forest could
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not cope with such high number of unique labels and produced a too complex
decision boundary, which in turn lead to a deterioration of the classification
accuracy.

Support Vector Machine returned a significantly better performance than
Random Forest. This is due to the fact that SVM de facto implements a de-
composition strategy. As SVM is a binary classifier, it needs to decompose the
original multi-class dataset into a set of two-class sub-problems. It has been
proven, that for many cases (especially for problems with a large number of
classes) binarization can improve the classification accuracy, as it simplifies the
original problem.

As SVM is a popular classifier for analysing hyperspectral images, we de-
cided to go further in this direction and check the performance of three other
decomposition strategies: OVA, OVO and OCC.

In case of OVA and OVO, we used C4.5 decision trees, as they display ben-
eficial properties when used for the decomposition [8]. Our findings confirmed
the reports found in contemporary literature - OVO outperforms OVA despite
a larger number of base classifiers [8]. OVA introduces a imbalance in classifi-
cation (objects from a single class against all of the remaining classes), which
in case of hyperspectral data with a large number of classes leads to a drop of
accuracy. Additionally, OVO with decision trees was significantly better than
decomposition with SVM.

Decomposition with one-class classifiers has been recently introduced as an
alternative for handling multi-class data. One-class classifiers adapt to the prop-
erties of the target class, as they do not use examples from other classes in the
training process. In this standard scenario, a single one-class classifier is del-
egated to each of the classes in the problem. This means, that for a M -class
problem, we will have M individual one-class classifiers. On one hand this leaves
them in disadvantage to binary classifiers (as they discard some portion of the
information about the considered problem), on the other hand they can deal
with difficulties embedded in the data. In the considered case, the OCC decom-
position achieves similar performance to the binary OVO.

The proposed method, OCClustE, outperformed all of the reference meth-
ods, which is additionally proven by the results of the Shaffer post-hoc test
(see Table 4 for details). It follows the decomposition track, thus preserving
the beneficial features of simplifying the classification problem. Additionally, it
further decomposes each class to atomic sub-groups, being able to capture the
complex distribution and reduce the potential overfitting that can appear when
using single one-class classifiers for classes with a large inner-spread. The effi-
cient mechanism for establishing weights for each of the base WOCSVM’s allows
to filter difficult cases and eliminate the non-representative samples present in
the training set. This is very important in case of hyperspectral data, where
single noisy pixels may disrupt an entire region of objects. By utilising one-class
classifiers, we are able to cope with imbalanced distribution of objects in classes
and efficiently tackle large number of classes (binary OVO decomposition tends
to drops its performance when dealing with a significant number of classes). The
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proposed ensemble proves, that one-class classifiers can be efficiently used for
segmentation and classification of multi-class hyperspectral data.

4 Conclusions

In this paper, we have presented an application of a novel OCClustE classifier in
the task of hyperspectral image segmentation. OCClustE is a one-class ensemble
classifier, that uses a clustering algorithm for detecting atomic sub-groups in the
target class, and trains base classifiers on these clusters. It combines a fuzzy
kernel clustering with weighted one-class classifiers. Classifiers use the member-
ship values from the clustering to initialise weights assigned to their objects,
which significantly speeds-up the training phase and establishes a link between
the clustering and classification steps. We showed how to use OCClustE for han-
dling multi-class datasets. The dataset is decomposed into one-class problems,
and for each class a separate OCClustE is being trained. Then with the use of
ECOC fuser, we rebuild the original multi-class task.

OCClustE has delivered satisfactory results in the field of hyperspectral im-
age segmentation, significantly outperforming several state-of-the-art binary and
multi-class classifiers. This is due to the fact, that OCClustE can cope with diffi-
culties embedded in the nature of hyperspectral data. It works well with datasets
with a large number of classes, while using relatively small number of base clas-
sifiers. It is insensitive to class imbalance, which is a common problem in hyper-
spectral data. By using a object-related weight, it is possible to discard noisy
and irrelevant pixels. Experimental results prove that one-class decomposition,
despite discarding information about other classes during the training phase, is
a useful and promising tool for tackling hyperspectral images.

In our future works, we plan to modify OCClustE to deal with semi-supervised
hyperspectral data.
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E., Snášel, V., Abraham, A., Woźniak, M., Graña, M., Cho, S.-B. (eds.) HAIS
2012, Part II. LNCS, vol. 7209, pp. 590–601. Springer, Heidelberg (2012)
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Department of Computer Science and
Artificial Intelligence

University of Granada, Granada, Spain
{cmantas,jabellan}@decsai.ugr.es

Abstract. Credal Decision Trees (CDTs) are algorithms to design clas-
sifiers based on imprecise probabilities and uncertainty measures. C4.5
and CDT procedures are combined in this paper. The new algorithm
builds trees for solving classification problems assuming that the train-
ing set is not fully reliable. This algorithm is especially suitable to classify
noisy data sets. This is shown in the experiments.

1 Introduction

By using the theory of imprecise probabilities presented in Walley [9], known as
the Imprecise Dirichlet Model (IDM), Abellán and Moral [1] have developed an
algorithm for designing decision trees, called credal decision trees (CDTs). The
variable selection process for this algorithm is based on imprecise probabilities
and uncertainty measures on credal sets, i.e. closed and convex sets of probability
distributions. In this manner, this algorithm considers that the training set is not
reliable when the variable selection process is carried out. This method obtains
good experimental results, especially when noisy data are classified [3,6].

The theory of credal decision trees and the C4.5 [7] are connected in this
paper. So, Credal-C4.5 is presented. We have compared Credal-C4.5 and classic
C4.5 when they classify data sets with or without noise and the results are
analyzed in this work.

2 Credal Decision Trees

The split criterion employed to build Credal Decision Trees (CDTs) (Abellán and
Moral [1]) is based on imprecise probabilities and the application of uncertainty
measures on credal sets. The mathematical basis of this procedure can described
as follows: Let Z be a variable with values in {z1, . . . , zk}. Let us suppose a
probability distribution p(zj), j = 1, .., k defined for each value zj from a data
set.

Walley’s Imprecise Dirichlet Model (IDM) [9] is used to estimate probability
intervals from the data set for each value of the variable Z, in the following way

p(zj) ∈
[

nzj

N + s
,
nzj + s

N + s

]
, j = 1, .., k;
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with nzj as the frequency of the set of values (Z = zj) in the data set, N the
sample size and s a given hyperparameter.

This representation gives rise to a specific kind of credal set on the variable
Z, K(Z) (see Abellán [2]), defined as

K(Z) =

{
p | p(zj) ∈

[
nzj

N + s
,
nzj + s

N + s

]
, j = 1, .., k

}
. (1)

On this type of sets (credal sets), uncertainty measures can be applied. The
procedure to build CDTs uses the maximum of entropy function on the above
defined credal set (see Klir [5]). This function, denoted as H∗, is defined as
H∗(K(Z)) = max {H(p) | p ∈ K(Z)}, where the function H is the Shannon’s
entropy function [8]. H∗ is a total uncertainty measure which is well known for
this type of set [5]. The procedure for H∗ in the IDM reaches its lowest cost
with s = 1 and it is simple (see [2]). For this reason, we will use the value s = 1
in the experimentation section.

3 Credal-C4.5

The method for building Credal-C4.5 trees is similar to the Quinlan‘s C4.5 al-
gorithm [7]. The main difference is that Credal-C4.5 estimates the values of
the features and class variable by using imprecise probabilities and uncertainty
measures on credal sets. Credal-C4.5 considers that the training set is not very
reliable because it can be affected by class or attribute noise. So, Credal-C4.5
can be considered as a proper method for noisy domains.

Credal-C4.5 is created by replacing the Info-Gain Ratio split criterion from
C4.5 with the Imprecise Info-Gain Ratio (IIGR) split criterion. This criterion
can be defined as follows: in a classification problem, let C be the class vari-
able, {X1, . . . , Xm} the set of features, and X a feature; then IIGRD(C,X) =
IIGD(C,X)

H(X) , where Imprecise Info-Gain (IIG) is equal to:

IIGD(C,X) = H∗(KD(C))−
∑
i

PD(X = xi)H
∗(KD(C|X = xi)),

with KD(C) and KD(C|X = xi) are the credal sets obtained via the IDM for
the C and (C|X = xi) variables respectively, for a partition D of the data set (see
Abellán and Moral [1]); PD(X = xi) (i = 1, ..., n) is a probability distribution
that belongs to the credal set KD(X).

We choose the probability distribution PD from KD(X) that maximizes the
following expression:

∑
i P (X = xi)H(C|X = xi)).

It is simple to calculate this probability distribution. Let xj0 be a value for X
such that H(C|X = xi) is the maximum. Then the probability distribution PD

will be

PD(xi) =

{
nxi

N+s if i �= j0
nxi

+s

N+s if i = j0
.

Each node No in a decision tree causes a partition of the data set (for the
root node, D is considered to be the entire data set). Furthermore, each No node
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has an associated list L of feature labels (that are not in the path from the root
node to No). The procedure for building Credal-C4.5 trees is explained in the
algorithm in Figure 1 and its characteristics below.

Procedure BuildCredalC4.5Tree(No,L)

1. If L = ∅, then Exit.
2. Let D be the partition associated with node No
3. If |D| < minimum number of instances, then Exit.

4. Calculate PD(X = xi) (i = 1, ..., n) on the convex set KD(X)
5. Compute the value

α = maxXj∈M
{
IIGRD(C,Xj)

}

with M =
{
Xj ∈ L / IIGD(C,Xj) > avgXj∈L

{
IIGD(C,Xj)

}}

6. If α ≤ 0 then Exit
7. Else

8. Let Xl be the variable for which the maximum α is attained
9. Remove Xl from L
10. Assign Xl to node No
11. For each possible value xl of Xl

12. Add a node Nol
13. Make Nol a child of No
14. Call BuilCredalC4.5Tree(Nol,L)

Fig. 1. Procedure to build a Credal-C4.5 decision tree

Split Criteria: Imprecise Info-Gain Ratio is employed for branching. As in the
C4.5 algorithm, it is selected the attribute with the highest Imprecise Info-
Gain Ratio score and whose Imprecise Info-Gain score is higher than the
average Imprecise Info-Gain scores of the split attributes.

Labeling leaf node: The most probable value of the class variable in the par-
tition associated with a leaf node is inserted as label.

Stopping Criteria: The branching is stopped when the uncertainty measure is
not reduced (α ≤ 0, step 6) or when there are no more features to insert in a
node (L = ∅, step 1) or when there are not a minimum number of instances
per leaf (step 3).

Handling Numeric Attributes and Missing Values: Both are handled in
the same way that classic C4.5 algorithm (using here the IIG criterion).

Post-Pruning Process: Like C4.5, Pessimistic Error Pruning is employed in
order to prune a Credal-C4.5.

4 Credal-C4.5 versus Classic C4.5

Next, it is commented the situations where Credal-C4.5 and classic C4.5 are
different.

a) Small data sets. According eq. (1), when imprecise probabilities are used
to estimate values of a variable, the size of the obtained credal set is proportional
to the parameter s. If s = 0 IIGR measure is equal to IGR. If s > 0 the size of the
credal set is inversely proportional to the data set size N . If N is very high then
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the effect of the parameter s can be ignored and the measures IIGR and IGR
can be considered equivalent. If N is small then the parameter s produces high
credal sets and the measures IIGR and IGR can be different. That is, Credal-
C4.5 and C4.5 have a different behavior in the nodes with small data set, usually
in the lower levels of the tree.

b) Split criterion can be negative. It is important to note that for a
feature X and a partition D, IIGRD(C,X) can be negative. This situation does
not appear with classical split criteria, such as the IGR criterion used in C4.5.
This characteristic enables the IIGR criterion to reveal features that worsen the
information on the class variable. Hence, a new stopping criterion is defined
for Credal-C4.5 (Step 6 in Figure 1) that is not available for classic C4.5. So,
Credal-C4.5 procedure produces smaller trees than classic C4.5.

5 Experimental Analysis

Our aim is to study the performance of Credal-C4.5 as opposed to classic C4.5.
An algorithm that is equal to C4.5 by replacing IGR measure by IG is also
implemented in order to carry out a more complete comparison. This is called
MID3. We used a broad and diverse set of 25 known data sets, obtained from the
UCI repository of machine learning data sets which can be directly downloaded
from http://archive.ics.uci.edu/ml. A brief description of these can be found in
Table 1.

We used Weka software [10] on Java 1.5 for our experimentation. We use
C4.5 algorithm provided by Weka software, called J48 and added the necessary
methods to build Credal-C4.5 trees with the same experimental conditions. The
parameter of the IDM for the Credal-C4.5 algorithm was set to s = 1.0. Using
Weka’s filters, we added the following percentages of random noise to the class
variable: 0%, 10% and 30%, only in the training data set. Finally, We repeated
10 times a 10-fold cross validation procedure for each data set.

Following the recommendation of Demsar [4], we used a series of tests to
compare the methods. We used, for a level of significance of α = 0.1: a Friedman
test to check if all the procedures are equivalents and a pos-hoc Nemenyi test
to compare all the algorithms to each other (see [4] for more references about
the tests).

5.1 Results

Tables 2, 3 and 4 present the accuracy results for each method and each level
of noise. Tables 5 and 6 present the average result of accuracy and tree size
(number of nodes) for each method on each level of noise.

Table 7 shows Friedman’s ranks obtained from accuracy results. We remark
that the null hypothesis is rejected in all the cases. Table 8 shows the p-values of
the Nemenyi test obtained from accuracy results for the methods C4.5, Credal-
C4.5 and MID3 in the experimentation. In all the cases, Nemenyi procedure
rejects the hypotheses that have a p-value≤ 0.033333.
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Table 1. Data set description. “N” is the number of instances, “Feat” is the number of
features, “Num” is the number of numerical variables, “Nom” is the number of nominal
variables, “k” is the number of states of the class variable and “Range” is the range of
states of the nominal variables of each data set.

Data set N Feat Num Nom k Range
arrhythmia 452 279 206 73 16 2
audiology 226 69 0 69 24 2-6
breast-cancer 286 9 0 9 2 2-13
wisconsin-breast-cancer 699 9 9 0 2 -
cmc 1473 9 2 7 3 2-4
horse-colic 368 22 7 15 2 2-6
credit-rating 690 15 6 9 2 2-14
german-credit 1000 20 7 13 2 2-11
dermatology 366 34 1 33 6 2-4
pima-diabetes 768 8 8 0 2 -
hungarian-14-heart-disease 294 13 6 7 5 2-14
heart-statlog 270 13 13 0 2 -
hepatitis 155 19 4 15 2 2
iris 150 4 4 0 3 -
kr-vs-kp 3196 36 0 36 2 2-3
lymphography 146 18 3 15 4 2-8
mfeat-pixel 2000 240 0 240 10 4-6
optdigits 5620 64 64 0 10 -
sick 3772 29 7 22 2 2
soybean 683 35 0 35 19 2-7
Sponge 76 44 0 44 3 2-9
vehicle 946 18 18 0 4 -
vote 435 16 0 16 2 2
waveform 5000 40 40 0 3 -
zoo 101 16 1 16 7 2

Table 2. Accuracy results of C4.5, Credal-C4.5 and MID3 on data sets with level of
noise 0%

Dataset C4.5 Credal-C4.5 MID3
arrhythmia 65.65 67.68 65.15
audiology 77.26 78.94 76.91
breast-cancer 74.28 74.84 71.75
wisconsin-breast-cancer 95.01 95.12 95.35
cmc 51.44 52.80 52.06
horse-colic 85.16 85.18 84.34
credit-rating 85.57 85.43 84.03
german-credit 71.25 71.34 71.98
dermatology 94.10 94.26 93.49
pima-diabetes 74.49 74.15 74.39
hungarian-14-heart-disease 80.22 82.33 76.77
heart-statlog 78.15 80.33 78.81
hepatitis 79.22 79.79 80.33
iris 94.73 94.73 94.73
kr-vs-kp 99.44 99.45 99.42
lymphography 75.84 78.31 75.01
mfeat-pixel 78.66 79.76 77.12
optdigits 90.52 90.83 91.10
sick 98.72 98.79 98.85
soybean 91.78 92.40 89.94
sponge 92.50 92.50 92.50
vehicle 72.28 72.78 72.71
vote 96.57 96.59 96.11
waveform 75.25 76.07 75.83
zoo 92.61 92.42 92.01
Average 82.83 83.47 82.43
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Table 3. Accuracy results of C4.5, Credal-C4.5 and MID3 on data sets with level of
noise 10%

Dataset C4.5 Credal-C4.5 MID3
arrhythmia 62.54 65.76 58.44
audiology 77.53 77.39 72.70
breast-cancer 71.13 72.07 70.75
wisconsin-breast-cancer 93.72 94.28 94.06
cmc 49.95 51.36 50.36
horse-colic 84.61 85.10 84.50
credit-rating 84.78 85.23 84.22
german-credit 71.18 71.38 71.72
dermatology 93.31 93.12 91.06
pima-diabetes 72.37 73.83 72.56
hungarian-14-heart-disease 79.78 80.94 77.03
heart-statlog 75.63 78.41 76.04
hepatitis 77.88 80.19 78.62
iris 92.73 93.53 92.47
kr-vs-kp 98.97 98.95 98.80
lymphography 75.11 74.78 76.53
mfeat-pixel 76.77 77.97 74.36
optdigits 88.47 88.94 88.86
sick 98.22 98.24 98.22
soybean 90.54 91.74 85.85
sponge 91.80 91.66 92.50
vehicle 68.51 69.99 68.26
vote 95.74 95.45 95.28
waveform 69.51 75.13 69.50
zoo 92.39 92.10 92.19
Average 81.33 82.30 80.60

Table 4. Accuracy results of C4.5, Credal-C4.5 and MID3 on data sets with level of
noise 30%

Dataset C4.5 Credal-C4.5 MID3
arrhythmia 49.15 62.06 45.09
audiology 70.88 70.68 60.25
breast-cancer 68.65 67.61 67.49
wisconsin-breast-cancer 89.24 92.27 89.43
cmc 46.39 47.70 45.59
horse-colic 79.63 80.48 75.00
credit-rating 74.58 81.41 71.77
german-credit 63.09 63.70 66.05
dermatology 87.64 88.95 86.56
pima-diabetes 69.39 69.67 68.93
hungarian-14-heart-disease 78.16 80.81 74.68
heart-statlog 65.52 72.33 64.70
hepatitis 68.15 73.36 68.63
iris 84.00 89.00 84.07
kr-vs-kp 91.13 90.97 90.53
lymphography 66.33 68.11 68.59
mfeat-pixel 71.98 73.19 68.43
optdigits 76.91 80.77 70.24
sick 95.20 97.14 95.29
soybean 88.45 89.34 72.78
sponge 88.84 86.71 92.50
vehicle 56.06 63.50 55.56
vote 90.99 91.55 91.38
waveform 57.32 70.08 56.59
zoo 87.65 87.74 89.05
Average 74.61 77.56 72.77
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Table 5. Average result of accuracy for C4.5, Credal-C4.5 and MID3 on each level of
noise

Tree noise 0% noise 10% noise 30%
C4.5 82.83 81.33 74.61

Credal-C4.5 83.47 82.30 77.56
MID3 82.43 80.60 72.77

Table 6. Average result about tree size for C4.5, Credal-C4.5 and MID3 on each level
of noise

Tree noise 0% noise 10% noise 30%
C4.5 114.99 132.85 201.66

Credal-C4.5 88.66 94.70 127.91
MID3 105.11 124.12 211.81

Table 7. Friedman’s ranks for α = 0.1 obtained from accuracy results of C4.5, Credal-
C4.5 and MID3 on each level of noise

Tree noise 0% noise 10% noise 30%
C4.5 2.24 2.10 2.20

Credal-C4.5 1.44 1.44 1.32
MID3 2.32 2.46 2.48

Table 8. p-values of the Nemenyi test with α = 0.1 obtained from accuracy results for
the methods C4.5, Credal-C4.5 and MID3 on each level of noise

i algorithms noise 0% noise 10% noise 30%
3 Credal-C4.5 vs. MID3 0.001863 0.000311 0.000041
2 C4.5 vs. Credal-C4.5 0.004678 0.019624 0.001863
1 C4.5 vs. MID3 0.777297 0.203092 0.322199

The results shown are analyzed as follows:

• Average accuracy: According to this factor, Credal-C4.5 obtains the best
result in all the cases. If the level of noise is increased, this difference is
higher. This result is reasonable because Credal-C4.5 uses imprecision to
estimate the probability values of each variable.

• Tree size: Credal-C4.5 obtains the smallest average tree size in all the cases
(with and without noise). The reason of this result is the new stopping
criterion provided by Credal-C4.5. This criterion is activated when the IIGR
measure is negative.

• Friedman’s ranking: According this ranking, Credal-C4.5 also obtains the
best results in all the cases. MID3 is the worst model.

• Nemenyi test: According to this test, the differences between Credal-C4.5
and the classic methods (C4.5 and MID3) are statistically significant for data
with or without noise. From this result, we think that the use of Credal C4.5
is more recommendable than classic methods, especially when data sets with
noise are classified.
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6 Conclusion

We have presented a new model with the combination of C4.5 and CDTs. The
obtained algorithm uses imprecision in the estimation of the probabilities and
has the advantages of C4.5. In an experimental study, we have shown that this
new algorithm is especially indicated to classify noisy data sets and obtains the
smallest trees.
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Abstract. Time series patterns analysis had recently attracted the at-
tention of the research community for real-world applications. Petroleum
industry is one of the application contexts where these problems are
present, for instance for anomaly detection. Offshore petroleum platforms
rely on heavy turbomachines for its extraction, pumping and generation
operations. Frequently, these machines are intensively monitored by hun-
dreds of sensors each, which send measurements with a high frequency
to a concentration hub. Handling these data calls for a holistic approach,
as sensor data is frequently noisy, unreliable, inconsistent with a priori
problem axioms, and of a massive amount. For the anomalies detection
problems in turbomachinery, it is essential to segment the dataset avail-
able in order to automatically discover the operational regime of the
machine in the recent past. In this paper we propose a novel time series
segmentation algorithm adaptable to big data problems and that is ca-
pable of handling the high volume of data involved in problem contexts.
As part of the paper we describe our proposal, analyzing its computa-
tional complexity. We also perform empirical studies comparing our algo-
rithm with similar approaches when applied to benchmark problems and
a real-life application related to oil platform turbomachinery anomaly
detection.
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1 Introduction

The problem of finding patterns in data that do not conform to an expected
behavior, is known as the anomaly detection problem[1]. Hence, unexpected
patterns or instances are often referred as anomalies [2], outliers [3], faults [4]
—just to mention a few— depending on the application domain.

The importance of anomaly detection is a consequence of the fact that anoma-
lies in data translate to significant actionable information in a wide variety of
application domains. The correct detection of such types of unusual information
empowers the decision maker with the capacity to act on the system in order to
correctly avoid, correct, or react to the situations associated with them.

One of such cases is the detection of anomalies in turbomachinery installed
in off-shore petroleum extraction platforms from a centralized company con-
trol hub. Recent history shows us how important a correct handling of these
equipment is as failures in this industry has a dramatic economical, social and
environmental impact.

Dealing with this problem calls for a comprehensive approach, as sensor data
is frequently noisy, unreliable, inconsistent with a priori problem axioms. Fur-
thermore, the amount of data to process is frequently vast upon as one platform
has several turbomachines, that, on average, are monitored by more than 250
sensors, which are sampled at a relatively high-frequency.

Therefore, in this case, we are also facing a big data problem as the idea
is to run a detection analysis over these data in an online fashion. In terms
of social goods, big data uses concepts from non-linear system identification to
reveal interesting patterns about anomaly events, energy usage and mechanical
performance which can potentially help performing predictions of outcomes and
behaviors to reduce fuel costs, maintenance costs, and improve safety.

One additional characteristic of this problem is these machines have different
operational profiles. For example, they are used at different intensities or throttle
depending on the platform exploitation profile. Therefore, in order to correctly
detect future anomalies it is essential to segment the dataset available in order
to automatically discover the operational regime of the machine in the recent
past.

In order to deal with such amount of noisy data, time series segmentation
has been identified as a necessary technique to be used in a preprocessing step
for time series analysis. Segmentation would be responsible for detecting the
most recent block of valid data to be used as reference by the anomaly detection
algorithm henceforth.

Time series segmentation [5] methods can be classified as explicit, implicit, or
hybrid. Implicit methods produce high quality segmentation, but are slow. This
type of segmentation method is one in which the application phase calculates
the error of a given segmentation. The error is passed back to the segmentation
phase and is then used to improve the segmentation. On the other hand, the
explicit methods are fast but they produce lower quality segmentation results.
The need of a fast and quality method for real-time applications became the
motivation of this work.
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In this work, we propose a fast and high quality segmentation algorithm to
improve results in the anomaly detection problem that is currently used in the oil
extraction platform supervision problem described above. The remainder of this
paper is organized as following. In the next section, we discuss some related work.
Subsequently, we describe our segmentation algorithm proposal in detail. After
that, we present a case study for offshore oil platform turbomachinery sensor
data segmentation. This case study is used to empirically compare our approach
with current state-of-the-art alternatives in terms of segmentation accuracy and
computational cost. Finally, on Section 5, some conclusive remarks and directions
for future work are presented.

2 Foundations

In the problem of finding frequent patterns, the recent trend is to formulate
adaptive nature inspired computational models combining different knowledge
representation schemes, decision making models and learning strategies to solve a
computational task [6]. In modern data processing, one of the corner stone prob-
lems is an effective fault prediction technique. Fault prediction [4] consists on
diagnosing faults and predicting failure based on recent data history of machine
behavior, that means relying on recent system data, determine if it is probable
that the system will fail or malfunction in the near future. In a business appli-
cation we can find [7] that implements an intelligent system to predict business
failure in small-to-medium-size enterprises. In the case of anomalies detection
problems in turbomachineries, it is essential to segment the dataset available
in order to automatically discover the operational regime of the machine in the
recent past. There is a vast work done in time series segmentation. But before
start citing them, we state a segmentation definition and describe the available
segmentation method classification.

In general terms, a time series can be expressed as a set of time-ordered
possibly infinite measurements [8], S, such that,

S = {〈s0, t0〉 , 〈s1, t1〉 , . . . 〈si, ti〉 , . . .} , i ∈ N
+; ∀ti, tj : ti < tj if i < j . (1)

In practice, time series frequently have a simpler definition as measurements
are usually obtained at equal time intervals between them. This type of time
series is known as regular time series. In this case, the explicit reference to time
can be dropped and exchanged a order reference index, leading to a simpler
expression

S = {s0, s1, . . . si, . . .} , i ∈ N
+ . (2)

The use of regular time series is so pervasive that the remainder of this paper
will deal only with them. Henceforth, we the term time series will be used to
refer to a regular time series.

Depending on the application, the goal of the segmentation is used to locate
stable periods of time, to identify change points, or to simply compress the
original time series into a more compact representation. Although in many real-
life applications a lot of variables must be simultaneously tracked and monitored,
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most of the segmentation algorithms are used for the analysis of only one time-
variant variable.

There is a vast literature about segmentation methods for different applica-
tions. Basically, there are mainly three categories of time series segmentation
algorithms using dynamic programming. Firstly, sliding windows [9] top-down
[10], and bottom-up [11] strategies. The sliding windows method is a purely im-
plicit segmentation technique. It consists of a segment is grown until it exceeds
some error bound. This process is repeated with the next data point not included
in the newly approximated segment.

However, like all implicit methods, it is extremely slow and not useful for
real-time applications, its complexity is O(Ln). Top-down methods are those
where the time series is recursively partitioned until some stopping criteria is
met. This method is faster than the sliding window method above, but it is
still slow, the complexity is O(n2K). And the bottom-up starts from the finest
possible approximation and segments are merged until some stopping criteria is
met. It produces similar results to top-down algorithms but are faster, O(Ln).

There also, more novel methods for instance those using clustering for seg-
mentation. The clustered segmentation problem is clearly related with the time
series clustering problem [12] and there are also several definitions for time se-
ries [13]. One natural view of segmentation is the attempt to determine which
components of a data set naturally “belong together”.

There exist two classes of algorithms for solving the clustered segmentation
problem: distance-based clustering of segmentations that measure distance be-
tween sequence segmentations and we employ a standard clustering algorithm
(e.g., k-means) on the pair-wise distance matrix. The second class consists of
two randomized algorithms that cluster sequences using segmentations as “cen-
troids”. In particular, we use the notion of a distance between a segmentation and
a sequence, which is the error induced to the sequence when the segmentation is
applied to it. The algorithms of the second class treat the clustered-segmentation
problem as a model selection problem and they try to find the best model that
describes the data.

There also methods considering multiple regression models.In [14] it is con-
sidered a segmented regression model with one independent variable under the
continuity constraints and studied the asymptotic distributions of the estimated
regression coefficients and change-points. In [15] is considered some special cases
of the model studied cited before, and provided more details on distributional
properties of the estimators.

Bai [16] considered a multiple regression model with structural changes, the
model without the continuity constraints at the change-points, and studied the
asymptotic properties of the estimators.

3 YASA: Yet Another Segmentation Algorithm

In this section we introduce a novel and fast algorithm for time series segmen-
tation. Besides the obvious purposed of obtaining a segmentation method that
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produces low approximation errors another set of guidelines were observed while
devising it. They can be summarized as:

– Low computational cost : The application context calls for algorithms capa-
ble of handling large amounts of data and that scale properly as the those
amounts are increased. Most current segmentation algorithms have such a
computational complexity that impairs them to correctly tackle the problems
of interest.

– Easy parameterization: one important drawback of current approaches is
that their parameters may be hard so set by end users. In our case we
have as main parameter the significance test threshold, which is a very good
understood and easy to grasp feature.

The YASA algorithm is presented in Figure 1 in schematic form. It is best
understood when presented in recursive form, as it goes by computing a linear
regression with the time series passed as parameter. A call to the segmentation
procedure first checks if the current level of recursion is acceptable. After that it
goes by fitting a linear regression to the time series data. If the regression passes
the linearity statistical hypothesis test then the current time series is returned
as a unique segment.

If the regression does not model correctly the data it means that it is necessary
to partition the time series in at least two parts that should be further segmented.
The last part of YASA is dedicated to this task. It locates the time instant where
the regression had the larger error residuals. It also warranties that time instant
does not creates a too-short time series chunk. Once an adequate time instant
is located and used as split point to carry out the segmentation the parts of the
time series located at both sides of it.

4 Case Study in Offshore Oil Process Plant

Equipment control automation that includes sensors for monitoring equipment
behavior and remote controlled valves to act upon undesired events is nowadays
a common scenario in the modern offshore oil platforms. Oil plant automation
physically protects plant integrity. However, it acts reacting to anomalous con-
ditions. Extracting information from the raw data generated by the sensors, is
not a simple task when turbomachinery is involved.

Turbomachinery, in mechanical engineering, describes machines that transfer
energy between a rotor and a fluid, including both turbines and compressors
[17]. While a turbine transfers energy from a fluid to a rotor, a compressor
transfers energy from a rotor to a fluid. The two types of machines are governed
by the same basic relationships including Newton’s second Law of Motion and
Euler’s energy equation for compressible fluids. Centrifugal pumps are also tur-
bomachines that transfer energy from a rotor to a fluid, usually a liquid, while
turbines and compressors usually work with a gas.

Any devices that extracts energy from or imparts energy to a continuously
moving stream of fluid (liquid or gas) can be called a Turbomachine. Elaborat-
ing, a turbomachine is a power or head generating machine which employs the
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1: function SegmentData(S(j)
tmax,t0

, ρmin, lmax, smin, l)
Parameters:
� S(j)

tmax,t0
, time series data of sensor j corresponding to time interval [t0, tmax].

� ρmin ∈ [0, 1], minimum significance for statistical hypothesis test of linearity.
� lmax > 0, maximum levels of recursive calls.
� smin > 0, minimum segment length.
Returns:
� Φ := {φ1, . . . , φm}, data segments.

2: if l = lmax then

3: return Φ =
{
S(j)

tmax,t0

}
4: end if
5: Perform linear regression,

{m, b} ← LinearRegression(S(j)
tmax,t0

).

6: if LinearityTest(S(j)
tmax,t0

,m, b) > ρmin then

7: return Φ =
{
S(j)

tmax,t0

}
.

8: end if
9: Calculate residual errors,

{e0, . . . , emax} = Residuals(S(j)
tmax,t0

,m, b)

10: ts ← t0.
11: while max ({e0, . . . , emax}) > 0 and ts /∈ (t0 + smin, tmax − smin) do
12: Determine split point, ts = arg maxt {et}.
13: end while
14: if ts ∈ (t0 + smin, tmax − smin) then

15: Φleft = SegmentData(S(j)
ts,t0

, ρmin, lmax, smin, l + 1).

16: Φright = SegmentData(S(j)
tmax,ts

, ρmin, lmax, smin, l + 1).
17: return Φ = Φleft ∪ Φright.
18: end if
19: return Φ =

{
S(j)

tmax,t0

}
.

20: end function

Fig. 1. Pseudocode of the proposed algorithm

dynamic action of a rotating element, the rotor; the action of the rotor changes
the energy level of the continuously flowing fluid through the machine. Turbines,
compressors and fans are all members of this family of machines.

In contrast to Positive displacement machines especially of the reciprocating
type which are low speed machines based on the mechanical and volumetric ef-
ficiency considerations, majority of turbomachines run at comparatively higher
speeds without any mechanical problems and volumetric efficiency close to hun-
dred per cent.
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Turbomachines can be categorized on the basis of the direction of energy
conversion:

– Absorb power to increase the fluid pressure or head (ducted Fans, compres-
sors and pumps).

– Produce power by expanding fluid to a lower pressure or head (hydraulic,
steam and gas turbines).

4.1 Problem Formalization

Assuming independence between turbomachines we can deal with each one sep-
arately. Although, in practice, different machines do affect each other, as they
are interconnected, for the sake of simplicity we will be dealing with one at a
time.

Using that scheme we can construct an abstract model of the problem. A
given turbomachine, M, is monitored by a set of m sensors s(j) ∈ M, with
j = 1, . . . ,m. Each of these sensors are sampled at regular time intervals in
order to produce the time series

S(j)
tmax,t0 :=

{
s
(j)
t

}
, t0 ≤ t ≤ tmax . (3)

Using this representation and assuming that sensors are independent, the
problem of interest can be expressed as a two-part problem: (i) predict a future
anomaly in a sensor, and; (ii) decision making from anomaly predictions. This
can be expressed more formally as:

Definition 1 (Sensor Anomaly Prediction). Find a set of anomaly predic-
tion functions, A(j)(·), such that

A(j)

(
S(j)
t,t−Δt

∣∣∣∣Ŝ(j)

tmax,t0

)
=

⎧⎪⎪⎨⎪⎪⎩
1 predicted anomaly

0 in other case

, (4)

that is constructed using a given reference (training) set of sensor data, Ŝ
(j)

tmax,t0 ,
and determines if there will be a failure in the near future by processing a sample

of current sensor data S(j)
t,t−Δt, with tmax < t − Δt < t and, generally, Δt ,

tmax − t0.

Using those functions the second problem can be stated as:

Definition 2 (Machine Anomaly Alarm). For each turbomachine M, ob-
tain a machine alarm function

FM
(
a
(1)
t , . . . , a

(m)
t

∣∣∣wM
)
=

⎧⎪⎪⎨⎪⎪⎩
1 alarm signal

0 in other case

, (5)
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where a
(j)
t = A(j)

(
S(j)
t,t−Δt

)
and the weights vector, wM =

{
w(1), . . . , w(m)

}
represents the contribution —or relevance— of each sensor to an alarm firing
decision.

It must be noted that, although we have expressed these problems in a crisp
(Boolean) form they can be expressed in a continuous [0, 1] form suitable for
application of fuzzy logic or other forms of uncertainty reasoning methods.

In order to synthesize adequate A(j) and FM it is necessary to identify the
different operational modes of the the machine. Knowing the operational modes
of the machine enables the creation of A(j) and FM functions —either explicitly
or by means of a modeling or machine learning method— that correctly responds
to each of modes.

4.2 Comparative Experiments

YASA is been currently applied with success to the problem of segmenting tur-
bomachine sensor data of a major petroleum extraction and processing conglom-
erate of Brazil. In this section we present an part of the experimental comparison
involving some of the current state-of-the-art methods and our proposal that was
carried out in order to validate the suitability of our approach. Readers must
be warned that the results presented here had to be transformed in order to
preserve the sensitive details of the data.

In this case in particular we deal with a dataset of measurements taken with a
five minute frequency obtained during the first half of 2012 from more than 250
sensors connected to an operational turbomachine. An initial analysis of the data
yields that there are different profiles or patterns that are shared by different sen-
sors. This is somewhat expected as sensors with similar purposes or supervising
similar physical properties should have similar readings characteristics.

Figure 2 displays the four shared time series profiles found in the dataset.
On hand, we have smooth homogeneous time series that are generally asso-
ciated with slow-changing physical properties. Secondly, we found fast chang-
ing/unstable sensor readings that could be a result of sensor noise or unstable
physical quantity. There is a third class of time series which exhibit a clear change
in operating profile attributable to different usage regimes of the machine or the
overall extraction/processing process.

Using this dataset we carried out an study comparing four of the main segmen-
tation algorithms and our proposal. In particular we compare the Bottom-Up
[11], Top-Down [18], adaptive Top-Down [10] and Sliding Window and Bottom-
up algorithms [5].

The need for comparing the performance of the algorithms when confronted
with the different sensor data prompts the use of statistical tools in order to reach
a valid judgement regarding the quality of the solutions, how different algorithms
compare with each other and their computational resource requirements. Box
plots [19] are one of such representations and have been repeatedly applied in
our context. Although box plots allows a visual comparison of the results and,
in principle, some conclusions could be deduced out of them.
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(a) Homogeneous time series. (b) Unstable/noisy time series.

(c) Multi-modal series (d) Highly unstable time series, probably
caused by faulty sensors.

Fig. 2. A sample of the four main types of time series contained in the dataset. We have
marked with color changes the moments in which the machine was switched on/off.
Data has been anonymized and transformed for confidentiality reasons.
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(a) Errors for homogeneous
series.
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(b) Errors for multi-modal
series.
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(c) Errors for noisy series.

Fig. 3. Box plots of the root mean squared errors yielded by the Bottom-Up (B-
U), Top-Down (T-D), adaptive Top-Down (ATD), Sliding Window and Bottom-up
(SWAB) and our proposal (YASA). Data has been anonymized and transformed for
confidentiality reasons.

Figure 3 shows the quality of the results in terms of the mean squared error
obtained from the segmentation produced by each algorithm in the form of box
plots. We have grouped the results according to the class of sensor data for
the sake of a more valuable presentation of results. The main conclusion to be
extracted from this initial set of results is that our proposal was able to achieve a
similar performance —and in some cases a better performance— when compared
with the other methods.
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Table 1. Results of the statistical hypothesis tests. Cells marked in red are cases where
no statistically significant difference was observed. Green cells mark cases where results
of both algorithms was statistically homogeneous.

(a) Tests on the segmentation errors.

T-D B-U ATD SWA YAS

Homogeneous series

Top-Down · – + + +
Bottom-Up · – – –

Adaptive T-D · – +
SWAB · +
YASA ·
Multi-modal series

Top-Down · – + + +
Bottom-Up · – – –

Adaptive T-D · – +
SWAB · +
YASA ·

Noisy series

Top-Down · + – + +
Bottom-Up · – – –

Adaptive T-D · – +
SWAB · +
YASA ·

All data

Top-Down · + – + +
Bottom-Up · – – –

Adaptive T-D · – +
SWAB · +
YASA ·

(b) Tests on the CPU time required.

T-D B-U ATD SWA YAS

Homogeneous series

Top-Down · – – – –
Bottom-Up · – – –

Adaptive T-D · + –
SWAB · –
YASA ·
Multi-modal series

Top-Down · – – – –
Bottom-Up · – – –

Adaptive T-D · + –
SWAB · –
YASA ·

Noisy series

Top-Down · – – – –
Bottom-Up · – – –

Adaptive T-D · + –
SWAB · +
YASA ·

All data

Top-Down · – – – –
Bottom-Up · – – –

Adaptive T-D · + –
SWAB · –
YASA ·

The statistical validity of the judgment of the results calls for the applica-
tion of statistical hypothesis tests. It has been previously remarked by different
authors that the Mann–Whitney–Wilcoxon U test [20] is particularly suited for
experiments of this class. This test is commonly used as a non-parametric method
for testing equality of population medians. In our case we performed pair-wise
tests on the significance of the difference of the indicator values yielded by the
executions of the algorithms. A significance level, α, of 0.05 was used for all tests.

Table 1a contains the results of the statistical analysis which confirm the
judgements put forward before.

Comparing performance is clearly not enough as one of the leit motifs of this
work is to provide a good and fast segmentation algorithm. That is why we
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(a) RMS errors for homoge-
neous series.
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(b) RMS errors for multi-
modal series.
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(c) RMS errors for noisy se-
ries.

Fig. 4. Box plots of the CPU time needed by the Bottom-Up (B-U), Top-Down (T-D),
adaptive Top-Down (ATD), Sliding Window and Bottom-up (SWAB) and our proposal
(YASA). Data has been anonymized and transformed for confidentiality reasons.

carry out a similar study to the previous one, this time focusing on the amount
of CPU time required by each algorithm. Figure 4 summarizes this analysis. It is
visible how our approach required less computation to carry out the task. Table
1b allows to assert this analysis with the help of statistical hypothesis tests, as
explained in the previous analysis.

5 Final Remarks

In this work we introduced a novel segmentation online segmentation method
specially devised to deal with massive or big data problems. We have applied
this algorithm to the segmentation sensor measurements of turbomachines used
as part of offshore oil extraction and processing plants. In the problem under
study, our approach was able to yield adequate results at a lower computational
cost.

Although we have introduced and presented the YASA algorithm focusing
of the segmentation problem itself, it must be pointed out that the algorithm
is currently deployed as part of a larger system that rely of the segmentation
to train a set of one-class support vector machine classifiers [21]. In this case,
YASA is used to detect blocks of homogeneous data segments. If the last of
those segments meets some required constraint (length, trend, etc.) it is used as
training set of the one-class SVMs.

Currently, these YASA and one-class SVM classifier combination is being
applied to detect anomalies in turbomachinery platform operation. The global
system is currently in use by a major petroleum industry conglomerate of Brazil
and is to be presented as a whole in a forthcoming paper.

Further work in this direction is called for and is currently being actively
carried out. An important direction is the formal understanding of the compu-
tational complexity of the proposal. We also intend to extend the context of
application to other big data application contexts.
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Garćıa Sánchez, E. 402
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