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Preface

This volume of Lecture Notes on Artificial Intelligence (LNAI) includes the
accepted papers presented at the 9*" International Conference on Hybrid Ar-
tificial Intelligence Systems (HAIS 2014) held in the beautiful and historic city
of Salamanca, Spain, in June 2014.

The International Conference on Hybrid Artificial Intelligence Systems has
become a unique, established, and broad interdisciplinary forum for researchers
and practitioners who are involved in developing and applying symbolic and
sub-symbolic techniques aimed at the construction of highly robust and reliable
problem-solving techniques and in bringing the most relevant achievements in
this field.

Hybridization of intelligent techniques, coming from different computational
intelligence areas, has become popular because of the growing awareness that
such combinations frequently perform better than the individual techniques such
as neurocomputing, fuzzy systems, rough sets, evolutionary algorithms, agents
and multiagent systems, etc.

Practical experience has indicated that hybrid intelligence techniques might
be helpful for solving some of the challenging real-world problems. In a hybrid
intelligence system, a synergistic combination of multiple techniques is used to
build an efficient solution to deal with a particular problem. This is, thus, the
setting of the HAIS conference series, and its increasing success is the proof of
the vitality of this exciting field.

HAIS 2014 received 199 technical submissions. After a rigorous peer-review
process, the international Program Committee selected 61 papers, which are
published in these conference proceedings.

The selection of papers was extremely rigorous in order to maintain the high
quality of the conference and we would like to thank the Program Committee
for their hard work in the reviewing process. This process is very important to
the creation of a conference of high standard and the HAIS conference would
not exist without their help.

The large number of submissions is certainly not only testimony to the vital-
ity and attractiveness of the field but an indicator of the interest in the HAIS
conferences themselves.

HAIS 2014 enjoyed outstanding keynote speeches by distinguished guest
speakers: Prof. Amparo Alonso Betanzos, University of Corufia (Spain) and
President Spanish Association for Artificial Intelligence (AEPIA), Prof. Sung-
Bae Cho, Yonsei University (Korea), and Prof. André de Carvalho, University
of Saé Paulo (Brazil).

HAIS 2014 teamed up with the journals Neurocomputing (Elsevier) and the
Logic Journal of the IGPL (Oxford Journals) for a set of special issues including
selected papers from HAIS 2014.



VI Preface

Particular thanks go to the conference main Sponsors, IEEE-Seccién Espana,
IEEE Systems, Man and Cybernetics—Capitulo Espanol, AEPTA, Ayuntamiento
de Salamanca, University of Salamanca, MIR Labs, The International Federa-
tion for Computational Logic, and project ENGINE (7" Marco Program, FP7-
316097), who jointly contributed in an active and constructive manner to the
success of this initiative.

We would like to thank Alfred Hofmann and Anna Kramer from Springer for
their help and collaboration during this demanding publication project.

June 2014 Marios Polycarpou
André C.P.L.F. de Carvalho

Jeng-Shyang Pan

Michal Wozniak

Héctor Quintian

Emilio Corchado
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Computer Aided Diagnosis of Schizophrenia
Based on Local-Activity Measures
of Resting-State fMRI

Alexandre Savio*, Darya Chyzhyk, and Manuel Grafia
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San Sebastian, Spain

Abstract. Resting state functional Magnetic Resonance Imaging (rs-
fMRI) is increasingly used for the identification of image biomarkers of
brain diseases or psychiatric conditions, such as Schizophrenia. One ap-
proach is to perform classification experiments on the data, using feature
extraction methods that allow to localize the discriminant locations in
the brain, so that further studies may assess the clinical value of such lo-
cations. The classification accuracy results ensure that the located brain
regions have some relation to the disease. In this paper we explore the
discriminant value of brain local activity measures for the classification
of Schizophrenia patients. The extensive experimental work, carried out
on a publicly available database, provides evidence that local activity
measures such as Regional Homogeneity (ReHo) may be useful for such
purposes.

1 Introduction

There is a growing research effort devoted to the development of automated
diagnostic support tools that may help clinicians perform their work with greater
accuracy and efficiency. In medicine, diseases are often diagnosed with the aid
of biological markers, including laboratory tests and radiologic imaging. The
process of diagnosis difficult increases when dealing with psychiatric disorders,
in which diagnosis relies primarily on the patient’s self-report of symptoms, the
presence or absence of characteristic behavioral signs and clinical history. This
paper falls in the line of work that looks for image biomarkers, which are non-
invasive and may provide additional objective evidence to aid in the clinical
decision process.

Specifically, we are looking at resting-state fMRI (rs-fMRI) data, which is
functional brain MRI data acquired when a subject is not performing an explicit
task. Slow fluctuations in activity measured by the functional MRI signal of the
resting brain allows to find correlated activity between brain regions. Measures
on the correlation of these fluctuations provide functional connectivity maps

* This research has been partially funded by the Ministerio de Ciencia e Innovaciéon of
the Spanish Government, and the Basque Government funds for the research group.
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that may serve as biomarkers or discriminant features for individual variations
or dysfunction.

The extremely high dimensionality of a fMRI volume is one of the main is-
sues for machine learning because it is considerably higher than the number of
volumes collected for one experiment, i.e., tens of thousands of voxels vs. tens
or hundreds of volumes. This difference forces the use of further preprocessing
and/or data dimensionality reduction methods losing the least amount of infor-
mation possible within a manageable computational cost [6]. Most resting-state
fMRI studies perform functional connectivity analysis looking for temporal cor-
relations between the time series of the fMRI signal in different brain regions.
Nonetheless, functional connectivity delivers little insight about local properties
of spontaneous brain activity observer in singular regions. Local measurements of
brain activity provide information which is complementary to functional connec-
tivity [14], so that they are being considered to find disease biomarkers. Here, we
explore their usefulness for classification purposes, because they provide scalar
maps that are different from other dimensionality reduction approaches.

Schizophrenia is a disabling psychiatric disorder characterized by hallucina-
tions, delusions, disordered thought/speech, disorganized behavior, emotional
withdrawal, and functional decline [2]. A large number of magnetic resonance
imaging (MRI) morphological studies have shown subtle brain abnormalities to
be present in schizophrenia. Since 1984, the works of Wernicke proposed that
schizophrenia might involve altered connectivity of distributed brain networks
that are diverse in function and that work in concert to support various cognitive
abilities and their constituent operations [23]. Consistent with this “disconnectiv-
ity hypothesis”, functional connectivity studies have found correlations between
prefrontal and temporal lobe volumes [24] and disruptions of functional connec-
tivity between frontal and temporal lobes in schizophrenia [15].

Experiments based on functional MRI data have been reported with small
datasets , e.g. [20] achieved a 93% of accuracy on 44 matched subjects. A novel
kernel approach (BDopt) to Support Vector Machines (SVM) and global network
measures of brain network complexity has been reported [8] to classify a 18
subjects schizophrenia vs. controls dataset with 100% accuracy. The diffusion
data from the same database have been previously tested and we also obtained
100% accuracy [18].

This paper studies the discrimination between Schizophrenia patients and
healthy controls on the basis of local activity measures computed on rs-fMRI
data. The aim is to find out if these measures can also contribute to the identifi-
cation of biomarkers for the Computer Aided Diagnosis of Schizophrenia. Feature
selection is performed on voxel saliency measures. The experimental work car-
ried out has explored all combinations of the experimental factors involving data
preprocessing, brain local activity measures, voxel saliency, and feature extrac-
tion parameters, as well as the classifiers applied. This kind of experiments are
useful to understand which pre-processing methods and extracted features can
be eligible for a hybrid classification system [3, 25].
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Section 2 describes the database used for the experiments, as well as the pre-
processing previous to feature extraction and classification. Section 3 describes
the feature extraction methods, including the description of the brain local activ-
ity measures. Section 4 reviews the classifier methods used for the experiments.
Section 5 reports the summary results of the computational experiments. Finally,
section 6 gives the conclusions of the paper.

2 Resting-State Data and Preprocessing

Subjects

The Center for Biomedical Research Excellence in Brain Function and Mental
Illness (COBRE) ! is contributing raw anatomical and functional MR data from
72 patients with Schizophrenia and 74 healthy controls (ages ranging from 18
to 65 in each group) [5]. All subjects were screened and excluded if they had:
history of neurological disorder, history of mental retardation, history of severe
head trauma with more than 5 minutes loss of consciousness, history of sub-
stance abuse or dependence within the last 12 months. Diagnostic information
was collected using the Structured Clinical Interview used for DSM Disorders
(SCID). A multi-echo MPRAGE (MEMPR) sequence was used with the follow-
ing parameters: TR/TE/TI = 2530/[1.64, 3.5, 5.36, 7.22, 9.08] /900 ms, flip angle
= T7°, FOV = 256x256 mm, slab thickness = 176 mm, Matrix = 256x256x176,
voxel size = 1x1x1 mm, number of echoes = 5, pixel bandwidth =650 Hz, total
scan time = 6 min. With 5 echoes, the TR, TI and time to encode partitions
for the MEMPR, are similar to that of a conventional MPRAGE, resulting in
similar GM/WM/CSF contrast. Resting state functional MRI (rs-fMRI) data
was collected with single-shot full k-space echo-planar imaging (EPI) with ramp
sampling correction using the intercomissural line (AC-PC) as a reference (TR:
2s, TE: 29ms, matrix size: 64x64, 32 slices, voxel size: 3x3x4mm).

Preprocessing

Preprocessing has been performed using the open source software pipeline Con-
figurable Pipeline for the Analysis of Connectomes (C-PAC) 2, built upon AFNI
[7], FSL (the FMRIB Software Library) [12] and FreeSurfer. Individual func-
tional and anatomical acquisitions have been spatially normalized using FSL
FNIRT [13] to match the MNI152 template [9] provided by the Montreal Neu-
rological Institute . In addition, AFNI SkullStrip and FSL FAST [28] have been
used for brain extraction and tissue segmentation. The first 6 fMRI volumes were
discarded for transient removal, leaving a sequence of 144 fMRI volumes. The
data preprocessing pipeline follows slice timing, head motion correction (Fris-
ton’s 24 parameters motion model [11, 21]) and nuisance corrections (principal
components regression and linear detrending). Pre-processing variations tested

! http://cobre.mrn.org/
2 http://fcp-indi.github.io/
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correspond to the four combinations of band-pass temporal filtering (TPF) be-
tween 0.01 and 0.1Hz [1] and global signal regression (GSR) [10], i.e. TPF-GSR
means that we have performed band-pass filtering and global signal regression.

3 Feature Extraction Methods

The general pipeline of our feature selection and extraction methods is shown
in Figure 1. The process starts from the computation of voxel-based measures
from the rs-fMRI signal, resulting in separate 3D scalar maps for each measure
per subject, that will be processed independently, i.e. we are not performing
any kind of fusion of these scalar maps. The 3D scalar maps are input to the
computation of a voxel site saliency measure relative to the actual subject class
labels (i.e. control vs. patient), resulting in a 3D saliency map for each measure.
Feature selection consists in the selection of the voxel sites with saliency above
some percentile of the empirical distribution of saliency values in the 3D map.
The values of the voxel-based scalar measures of fMRI signal for these voxel
sites are used to build the feature vector per subject. This schema produces as
many datasets for experimentation as possible combinations of scalar measures
of fMRI signal, voxel saliency measures, and percentile threshold selection.

7
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Fig. 1. Feature selection and extraction computational pipeline

3.1 Local Activity Measures from rs-fMRI

It has been proposed that local measurements of brain activity from rs-fMRI
signal provide complementary information to functional connectivity analyses
[14]. Measures on the slow fluctuations in activity in the resting brain may serve
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as discriminant features for individual dysfunction, as they can vary between
brain regions and between subjects.

— Amplitude of Low Frequency Fluctuations (ALFF) [26] and fractional Am-
plitude of Low Frequency Fluctuations (fALFF) are measures of amplitude
for low frequency oscillations (LFOs) of the fMRI signal. ALFF is defined as
the total power within the frequency range between 0.01 and 0.1 Hz. fALFF
is the relative contribution of specific LFO to the power of whole frequency
range, defined as the power within the low-frequency range (0.01-0.1 Hz)
split by the total power in the entire detectable frequency range [29].

— Vozel-Mirrored Homotopic Connectivity (VMHC) quantifies functional ho-
motopy through a voxel-wise measure of connectivity between hemispheres,
assuming the synchronization of spontaneous activity between homotopic
(geometrically corresponding) regions at each hemisphere. The strength of
these homotopic patterns can vary between regions [19], providing a finger-
print of the brain functional connectivity. An estimation of this connectivity
is calculated between each voxel in one hemisphere and its mirrored counter-
part in the other, assuming morphology symmetry between them. To ensure
this property, a symmetric anatomical T1-weighted volume is created aver-
aging the anatomical volume with its mirrored version. The fMRI data is
registered to the symmetric anatomical volume.

— Regional Homogeneity (ReHo) is a voxel-based measure of brain activity
which estimates the similarity between the time series of a given voxel and
its nearest neighbors [27], requiring no a priori specification of ROIs. Sim-
ilarity between voxel fMRI signal is computed as the Kendall’s coefficient
of concordance (KCC). In this paper the cluster size has been set to 27
neighboring voxels. The KCC values are standardized and smoothed (4mm
FWHM) to build a voxel-based map for each subject.

3.2 Voxel Site Saliency Measures

Once we calculate the brain local activity measures, the following step is to
select the most discriminant voxels in order to reduce the dimensionality of the
data. We tackled this computing three distances between controls and patients,
forming three independent experiments. The used voxel-wise distances were: the
absolute value of the Pearson’s Correlation Coefficient (PC) to the subject class
labels, the univariate Gaussian Bhattacharyya distance (BD) and Welch’s t-test
(WT) between both groups [17].

4 Classification Algorithms

In this experiment we used Support Vector Machines [22] 3 and Random Forests
[4] as classifiers [16].

3 http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Support Vector Machines (SVM). The kernel function chosen results in different
kinds of SVM with different performance levels, and the choice of the appropri-
ate kernel for a specific application is a difficult task. In this study two different
kernels were tested: the linear and the radial basis function (RBF) kernel. The
linear kernel function is defined as K(x;,x;) = 1 + x!x;, this kernel shows
good performance for linearly separable data. The RBF kernel is defined as

K(xi,x;) = exp(— Hxi;{f’;jlllz). This kernel is best suited to deal with data that
have a class-conditional probability distribution function approaching the Gaus-
sian distribution. The RBF kernel is largely used in the literature because it
corresponds to the mapping into an infinite dimension feature space, and it can
be tuned by its variance parameter o.

Random Forests (RF) The critical parameters of the RF classifier for the ex-
periments reported below are set as follows. The number of trees in the forest
should be sufficiently large to ensure that each input class receives a number of
predictions: we set it to 100. The number of variables randomly sampled at each
split node is d=5.

Cross-Validation and Model Grid-Search. A 10-fold cross-validation was
carried out to test the classification performance, we stratified training and test
set in order to have proportional number of controls and patients in each random
disjoint set. Class weights were set proportionally to the number of subjects in
each group in the training set. In each validation fold, ten percent of the subjects
are kept out to perform a grid search for model selection of classifiers parame-
ters. We perform a 3-fold cross-validation on the training set using each possible
combination of parameter values. In the parameter value grid for the linear SVM
the only parameter to set is C, so that the grid search is performed in the set
{le—3,1e—2,1le — 1, 1, lel, 1e2, 1e3}. For the RBF-SVM the parameters to
be set are C and «. For Random Forest this search is on the the number of trees
in the set {3, 5, 10, 30, 50, 100}. Prior to analysis, each feature was normal-
ized across subjects in the training sample via a Fisher z-score transformation.
Normalization is required to avoid effects due to feature scale differences.

5 Results

The complete exposition of the experimental results would need more space than
it is available here. It covers all combinations of four pre-processing processes,
four local activity measures, three voxel saliency measures, six voxel selection
percentiles (0.80, 0.90, 0.95, 0.99, 0.995 and 0.999), and three classifiers. We
report only the mean and variance of the accuracy in the 10-fold cross-validation
experiment, and the sensitivity, specificity, precision, F1l-score, and Area under
the Curve. First we present the summary of best classification results. Next,
we present some feature localizations in the brain for the best combinations of
experimental factors.
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Summary Classification Results

Figures 2, 3 and 4 show the cross-validation performance its variance across
all feature selection thresholds, for TPF-GSR and GSR ReHo data with Bhat-
tacharyya’s Distance and TPF-GSR ReHo with Pearson’s correlation. The high-
est value reported is 80% with a 0.02 variance using on the TPF-GSR
preprocessed ReHo data and Pearson’s Correlation Coefficient voxels saliency
for feature selection. In general terms, TPF-GSR preprocessing improves over
all other preprocessing pipelines, ReHo is the best local activity measure, and
the Pearson Correlation Coefficient is the best voxel saliency measure.
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Fig. 2. Classification performance using TPF-GSR ReHo data and the Bhattacharyya’s
distance

Selected Features Localization

The extracted features sites can be seen as candidate to be discussed as biomark-
ers for the disease. Their localization on the Harvard-Oxford Cortical Structural
Atlas of selected voxel clusters and the brain regions show high overlap with
the Inferior Temporal Gyrus, anterior division of the Parahippocampal Gyrus,
Planum Polare, Temporal Fusiform Cortex, and Left and Right Thalamus.
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6 Conclusions

In this paper we report results on a Computer Aided Diagnosis (CAD) sys-
tem based on features selected from brain local activity measures computed on
resting-state fMRI data. The purpose of this work was to explore the discrimi-
nant power of brain local activity measures, so we have designed a classification
experiment on a database of Schizophrenia patients and healthy controls, the
COBRE database recently made available to the public. We have studied four
local activity measures and three voxel saliency measures for feature selection.
Exhaustive computational experiments produce encouraging results, reaching up
to 80% average accuracy in some instances of 10-fold cross-validation. Localiza-
tion of the most discriminant voxel sites is also reported allowing to develop
further work towards the assessment of the clinical value of the findings. The
reported localizations are in agreement with what we found in the literature.
We need to emphasize the importance of the usage of a public database with
so many subjects, the two other similar papers we found either have very few
subjects [8] or a private database that cannot be checked, validated or replicated
[20], like many other cases in the field.

Acknowledgments. We thank the Center for Biomedical Research Excellence
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MRI data available. This research has been partially funded by the Ministerio
de Ciencia e Innovacion of the Spanish Government, and the Basque Government
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Abstract. Variable Neighborhood Search (VNS) is quite a recent meta-
heuristic used for solving optimization problems based on a systematic
change of the neighborhoods structures within the search in order to
avoid local optima. In this paper, we propose a VNS based heuristic for
solving the generalized vehicle routing problem (GVRP) that uses differ-
ent neighborhood structures which are adapted for the problem. Com-
putational results for an often used collection of benchmark instances
show that our proposed heuristic delivered competitive results compared
to the existing state-of-the-art algorithms for solving the GVRP.

1 Introduction

The generalized vehicle routing problem (GVRP) was introduced by Ghiani and
Improta [5] and belongs to the class of generalized network design problems,
known as well as generalized combinatorial optimization problems, we refer to
[10] for more details. Characteristic for this class of problems is the fact that
it generalizes in a natural way many network design problems by considering a
related problem on a clustered graph (i.e. graph where the nodes are replaced
by node sets), where the original problem’s feasibility constraints are expressed
in terms of the clusters instead of individual nodes. In the literature several gen-
eralized network design problems have been already considered: the generalized
minimum spanning tree problem, the generalized traveling salesman problem,
the generalized vehicle routing problem, the generalized fixed-charge network
design problem, the selective graph coloring problem, etc.

The GVRP consists of designing optimally delivery or collection routes, from
a given depot to a number of predefined, mutually exclusive and exhaustive
clusters (node sets) subject to capacity restrictions. The problem has several
applications: some extended naturally from the Vehicle Routing Problem (VRP)
or the generalized traveling salesman problem (GTSP) and others specific to
GVRP: the design of tandem configurations for automated guided vehicles, the
design of routes visiting a number of customers situated in some islands of an
archipelago, health-care logistics, urban waste collection problem, etc.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 13-24, 2014.
© Springer International Publishing Switzerland 2014
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Two variants of the GVRP have been considered: one in which at least one
node has to be selected from each cluster [1] and the clustered GVRP in which
all the nodes of each cluster must be visited consecutively [14].

Due to the complexity of the problem, efficient transformations of the GVRP
into classical combinatorial optimization problems, for which exist heuristics,
approximation algorithms or optimal solution methods, have been developed:
Ghiani and Improta [5] considered a transformation of the GVRP into Capac-
itated Arc Routing Problem (CARP), while Pop and Pop Sitar [13] considered
an efficient transformation of the GVRP into classical VRP.

Integer programming formulations have been developed by Pop et al. [14]: a
so called node formulation and a flow based formulation and by Bektas et al. [1]:
two based on multicommodity flow and the other two based on exponential sets
of inequalities. The latter authors have proposed as well some branch-and-cut
algorithms based on two of their models.

Due to its practical applications, the GVRP has generated a considerable
interest in the last period. The difficulty of obtaining optimum solutions for the
GVRP has led to the development of some metaheuristic approaches. The first
such algorithms were: an ant colony system based algorithm developed by Pop
et al. [11] and a genetic algorithm based heuristic [12]. Bektas et al. [2] proposed
an adaptive large neighborhood search, an incremental tabu search heuristic
was described by Moccia et al. [8] and a hybrid heuristic algorithm obtained by
combining a genetic algorithm (GA) with a local-global approach to the GVRP
and a powerful local search procedure was developed by Pop et al. [15].

The aim of this paper is to develop an efficient Variable Neighborhood Search
(VNS) approach for the GVRP. VNS is quite a recent metaheuristic used for
solving optimization problems based on a systematic change of the neighbor-
hoods structures within the search in order to avoid local optima and to head
for a global optimum. For more details on the VNS we refer to [6,7]. Our heuristic
is tested against state-of-the-art algorithms on a set of 20 benchmark instances
from the literature and as will be shown in the computational experiments sec-
tion, the proposed approach provides high quality solutions.

The remainder of this article is organized as follows. In Section 2, we give the
formal definition of the GVRP. Section 3 describes the components of our VNS
approach in detail, Section 4 describes the instances used in our computational
experiments and Section 5 presents the obtained computational results. Finally,
Section 6 concludes our work and provides some future work plans.

2 Definition of the Generalized Vehicle Routing Problem

In this section we give a formal definition of the GVRP as a graph theoretic
model. Let G = (V, A) be a directed graph with V' = {0,1,2,....,n} as the set of
vertices and the set of arcs A = {(¢,7) | i,5 € V,i # j}. The graph G must be
strongly connected and in general it is assumed to be complete.

Vertices ¢ = 1, ..., n correspond to the customers and the vertex 0 corresponds
to the depot. The entire set of vertices is partitioned into k+ 1 mutually exclusive
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nonempty subsets, called clusters, Vp, V1,..., Vi (i.e. V=TV U V3 U...UV, and
VinV, =0 for all I,p € {0,1,...,k} and | # p). The cluster V; has only one
vertex 0, which represents the depot, and remaining n vertices are belonging
to the remaining k clusters. A nonnegative cost c;; is associated with each arc
(i,j) € A and represents the travel cost spent to go from vertex i to vertex j.

Each customer i (1 = 1, ...,n) is associated with a known nonnegative demand
d; to be delivered and the depot has a fictitious demand dy = 0. Given a cluster
Vo CV, let d(V,) = Z d; the total demand of the cluster V,, p =1, ...,k and

i€V,
we assume that each cluster can be satisfied via any of its nodes.

There exist m identical vehicles, each with a capacity @ and to ensure feasi-
bility we assume that d; < Q for each i = 1,...,n. Each vehicle may perform at
most one route.

The generalized vehicle routing problem (GVRP) consists in finding a collec-
tion of simple circuits (each corresponding to a vehicle route) with minimum
cost, defined as the sum of the costs of the arcs belonging to the circuits and
such that the following constraints hold: each circuit visits the depot vertex,
each cluster should be visited exactly once by a circuit, the entering and leaving
nodes of each of the clusters should be the same and the sum of the demands of
the visited vertices by a circuit does not exceed the capacity of the vehicle, Q.

An illustrative scheme of the GVRP and a feasible tour is shown in the next
figure.

m=2 and Q=25

Fig. 1. An example of a feasible solution of the GVRP
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A feasible solution of the GVRP consists of a collection of routes, each visiting
the depot and exactly one node from each cluster. We will call such a route a
generalized route. The order of visiting the clusters is called global route.

The GVRP reduces to the classical Vehicle Routing Problem (VRP) when all
the clusters are singletons and to the Generalized Traveling Salesman Problem
(GTSP) when m = 1 and Q = co. The GVRP is N P-hard because it includes
GTSP as a special case when m = 1 and @ = oco.

3 Variable Neighborhood Search (VNS) for the GVRP

In this section, we describe our VNS approach in detail. First, we consider a
constructive heuristic based on the [3] heuristic for the classical VRP to produce
initial solutions. In Section 3.2, we describe the neighborhoods and the search
techniques applied to them and finally, Section 3.3 presents the VNS framework.

3.1 Creating Initial Solutions

Our strategy for determining an initial solution for the GVRP is inspired by
the Clarke-Wright savings algorithm for the classical vehicle routing problem
[3] and therefore is called the Adapted Clarke-Wright Heuristic (ACWH). Be-
fore describing the ACWH, we describe the local-global procedure that is going
to be used in our heuristic for creating initial solutions and as well in all our
neighborhoods as a subroutine.

The local-global approach is a natural technique to tackle the generalized net-
work design problems and it takes advantages between them and their classical
variants [10]. The approach aims at distinguishing between global connections
(connections between clusters) and local connections (connections between nodes
belonging to different clusters). In the case of the GVRP such an approach was
presented in [12] showing that the best (w.r.t. cost minimization) collection of
routes can be found by determining r shortest paths from 0 € V{ to the corre-
sponding 0’ € V) with the property that visits exactly one node from each of the
clusters (Vi,, ..., Vi,)-

The Adapted Clarke-Wright Heuristic. In order to compute a feasible solu-
tion for the GVRP problem, we replace all the nodes of a cluster V;, Vi € {1, ..., k}
by a node denoted V; and representing the weighted arithmetic mean of the
nodes belonging to V;. The cluster Vj contains already one node.

In this way, we obtain a graph G* = (V% A*) derived from G with the set of
nodes V¥ = {Vo, V1", ..., V¥ } and the set of arcs A" = {(¢,7) | I(u,v) € AANu €
Vi Av € V;}. We will call this graph G the weighted graph. Next we use the
Clarke-Wright heuristic in order to find a relatively good solution for the VRP
defined on the graph G*. This algorithm uses the concept of savings to rank
merging operations between routes, where the savings is a measure of the cost
reduction obtained by combining two small routes into one larger route.
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The obtained feasible solution consists of a collection of routes on G* that will
provide us the sequence in which the corresponding clusters on G are visited.

Finally, having the sequences in which the clusters are visited, we use the
local-global procedure in order to find the collection of best generalized routes,
i.e. an initial feasible solution of the GVRP.

3.2 Neighborhoods

Our VNS algorithm applies 8 types of neighborhoods, each of them focusing on
different aspects and properties of the solutions to the GVRP. We divided these
neighborhoods into two classes depending if they operate on a single route or if
they consider more than one route simultaneously. All the considered neighbor-
hoods are defined at the level of the global graph.

The neighborhoods from the first class are obtained by moving one or more
clusters from one position in the global route to another position in the same
route and are called intra-route neighborhoods. We considered in our VNS three
such neighborhoods: Two-opt neighborhood, Three-opt neighborhood and Or-opt
neighborhood. The moves defined within the intra-route neighborhoods are used
in order to reduce the overall distance.

The other class, called inter-route neighborhoods work with two global routes.
They are used in order to reduce the overall distance and in some cases they can
reduce as well the number of vehicles. We considered in our VNS five such neigh-
borhoods: 1-0 Exchange neighborhood, 1-1 Exchange neighborhood, 1-2 Exchange
neighborhood, Relocate neighborhood and Cross-exchange neighborhood.

For each candidate solution provided by any of the mentioned neighborhoods,
we apply the local-global procedure in order to find the best collection of routes
(w.r.t. cost minimization) visiting the clusters according to the given sequences.

Two-opt Neighborhood. In the case of the GVRP, in a Two-opt neighbor-
hood two global arcs corresponding to two arcs belonging to a single route are
replaced by two other global arcs in order to improve the total cost of the route.
Then using the local-global procedure, we find the best corresponding feasible
solution and check if the cost of the route was improved. The size of the Two-opt
neighborhood is quadratic (w.r.t. the number of clusters) and there is only one
proper move type. The following figure illustrates this process.

*O~

Fig. 2. Example showing a two-opt exchange move
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Three-opt Neighborhood. The Three-opt neighborhood extends the Two-opt
neighborhood and involves deleting three arcs in a route and reconnecting the
three remaining paths in all other possible ways, and then evaluating each of the
reconnecting methods in order to find the optimum one. The size of the Three-
opt neighborhood is cubic and there are three proper move types. The following
figure illustrates this process and an contains an example of a proper move.

G S OO S VO—0
/ I/A—l Vk V/+l \ Vk [N . - V"
[i:“/n \ //Y/\
\ / 7 s
v v, v, v, v, N
it S o N & Ore———0

Fig. 3. Example showing a three-opt exchange move

Or-opt Neighborhood. The Or-opt heuristic designed in the case of TSP, is
due to [9]. It attempts to improve the current tour by first moving a chain of
three consecutive vertices in a different location (and possibly reversing it) until
no further improvement can be obtained.

In the case of the GVRP, in a Or-opt neighborhood a sequence of consecutive
customers, usually one, two or three, are relocated within the route. The size of
the Or-opt neighborhood is quadratic with the condition that the length of the
sequence is bounded. The following figure illustrates this process and an contains
an example of a proper move.

O
‘/JH
Vi Va Qv
N
Y

Fig. 4. Example showing a Or-opt exchange move

1-0 Exchange Neighborhood. Given a pair of global routes corresponding to
a current solution of the GVRP, the 1-0 exchange neighborhood simply moves a
cluster from one global route to the other, by replacing three global arcs. Then
using the local-global procedure it is determined the corresponding best feasible
solution of the GVRP w.r.t. the new collection of global routes. The following
figure illustrates this process.
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Fig. 5. Example showing a 1-0 Exchange move

1-1 Exchange Neighborhood. Given a pair of global routes corresponding
to a current solution of the GVRP, the 1-1 exchange neighborhood swaps the
positions of a cluster pair belonging to two different global routes, by removing
four global arcs and creating four new ones. Then again using the local-global
procedure it is determined the corresponding best feasible solution of the GVRP
w.r.t. the new collection of global routes. The following figure illustrates this
process.

Fig. 6. Example showing a 1-1 Exchange move

1-2 Exchange Neighborhood. Given a pair of global routes corresponding
to a current solution of the GVRP, the 1-2 exchange neighborhood swaps the
positions of a cluster belonging to one global route with two consecutive clusters
from the other global route, by removing four global arcs and creating four new
ones. The following figure illustrates this process.
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Fig. 7. Example showing a 1-2 Exchange move
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The aforementioned three local search operators, although involve the deletion
and change of more than two global arcs, have a complexity given by O(k?),
where k is the number of clusters. This is because only two global arcs have to
be determined to fully describe a given move.

Relocate Neighborhood. Given a pair of global routes corresponding to a cur-
rent solution of the GVRP, the relocate neighborhood simply moves a sequence
of 2,3 or 4 global arcs from one global route to another one. The following figure
illustrates this process.
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Fig. 8. Example showing a 1-2 Exchange move

Cross-Exchange Neighborhood. The cross-exchange neighborhood consists
in swapping two paths belonging to two different routes. Given a pair of global
routes corresponding to a current solution of the GVRP, the cross-exchange
neighborhood involves the exchange between two sequences of arcs from the two
global routes. Each sequence must contain the same number of required arcs,
maximum three in our case. Then using the local-global procedure we determine
the corresponding best feasible solution of the GVRP and check if we get an
improvement of the solution. The following figure illustrates this process.
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Fig. 9. Example showing a cross-exchange for k = 2

3.3 Variable Neighborhood Search Framework

The VNS, as described by Mladenovic and Hansen [6,7], provides a general frame-
work and many variants exists for specific requirements. Our implementation for

the GVRP is described in Algorithm 3.1.
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Given a directed graph G = (V, A) with n nodes partitioned into k+1 clusters,
each node ¢ € V having a nonnegative demand d;, each arc (i,7) € A having a
nonnegative cost c;; and m vehicles of capacity (), we want to find a collection
of routes each visiting the depot and exactly one node from each cluster with
minimum cost.

Variable Neighborhood Search Framework for GVRP

Initialization. Select a set of neighborhoods structures N={N; |l =1,...,8}; find an
initial solution x; choose a stopping criterion

Repeat the following sequence till the stopping criterion is met:

(1) Set I =1;

(2) Repeat the following steps until [ = 8:

Step 1 (Shaking): Generate 2z’ € A at random;

Step 2 (Local Search): Apply a local search method starting with =’ as initial
solution and denote by z”’ the obtained local optimum ;

Step 3 (Move or not): If the local optimum z”’ is better than the incumbent =,
then move there (z < z”’) and continue the search with N;

otherwise set I =1+ 1 (or if | =8 set (I = 1);

Go back to Step 1.

According to this basic scheme, we can observe that our VNS is a random
descent first improvement heuristic.

The algorithm starts from an initial feasible solution x generated by a heuris-
tic adapted from the Clarke-Wright heuristic and with with the set of the fol-
lowing 8 nested neighborhood structures: 1-0 Exchange neighborhood (N7), 1-1
Exchange neighborhood (MV2), 1-2 Exchange neighborhood (A3), Relocate neigh-
borhood (Ny), Two-opt neighborhood (A;), Three-opt neighborhood (Ag), Or-
opt neighborhood (N7) and Cross-Exchange neighborhood (ANg). They have the
property that their sizes are increasing. Then a point 2’ at random (in order
to avoid cycling) is selected within the first neighborhood N (z) of z and a de-
scent from 7’ is done with the local search routine. This will lead to a new local
minimum z”. At this point, there exists three possibilities:

1) 2” =z, i.e. we are again at the bottom of the same valley and we continue
the search using the next neighborhood N;(z) with [ > 2;

2) " # x and f(2") > f(z), i.e. we found a new local optimum but which
is worse than the previous incumbent solution. Also in this case, we will
continue the search using the next neighborhood N;(z) with I > 2;

3) ¢’ # x and f(2") < f(z), i.e. we found a new local optimum but which
is better than the previous incumbent solution. In this case, the search is
re-centered around x” and begins with the first neighborhood.

If the last neighborhood has been reached without finding a better solution
than the incumbent, than the search begins again with the first neighborhood
Ni(x) until a stopping criterion is satisfied. In our case, as stopping criterion we
have chosen a maximum number of iterations since the last improvement.
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4 Test Instances

In this section we present the test instances used in our computational experi-
ments. We conducted computational experiments on two sets of instances.

The first set of instances were considered used by Pop et al. [11,12] in their
computational experiments. These instances were generated in a similar manner
to that of Fischetti et al. [4] who have derived the generalized traveling salesman
problem (GTSP) instances from the existing TSP instances. These problems
were drawn from TSPLIB library test problems and contain between 51 and 101
customers (nodes), which are partitioned into a given number of clusters, and
in addition the depot. The second set of instances used in our computational
experiments were generated through an adaptation of the existing instances in
the CVRP-library available at http://branchandcut.org/VRP/data/.

Originally the set of nodes in these problems were not divided into clusters.
Fischetti et al. [4] proposed a procedure to partition the nodes of the graph
into clusters, called CLUSTERING. This procedure sets the number of clusters
s = [}], identifies the s farthest nodes from each other and finally assigns each
remaining node to its nearest center. We considered for our instances as in [2,8]
a clustering procedure with 6 = 3. However, the solution approach proposed in
this paper is able to handle any cluster structure.

5 Computational Results

This section presents the obtained computational results for solving the gen-
eralized vehicle routing problem with our proposed VNS heuristic. The testing
machine was an Intel Core 2 Quad Q6600 and 3.50 GB RAM with Windows 7
as operating system. The VNS algorithm has been developed in Microsoft .NET
Framework 4 using C #.

In the next table are shown the computational results obtained for solving
the GVRP using the proposed VNS based heuristic algorithm comparing with
the GA [12] and ACS algorithm [11] using the first set of instances existing in
the literature.

Table 1. Best values and computational times - ACS, GA and VNS algorithms for
GVRP

Problem ACS Time ACS GA Time GA VNS Time VNS
1leil51 418.85 212 237.00 7 233.910 0.656
16€il76A 668.78 18 583.80 18 309.299 1.545
16€il76B 625.83 64 540.87 95 291.205 0.321
16€il76C 553.21 215.00 336.45 50 237.876 0.197
16€il76D 508.81 177.00 295.55 12 232.296 0.651

In the first column of Table 1 we presented the name of the instance followed
by the best solutions obtained by using ACS algorithm [11], genetic algorithm
[12] and our VNS heuristic together with the corresponding computational times.
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Table 2. Computational results on small and medium instances with § = 3

Instance LB ALNS ITS HA VNS
A-n32-k5-C11-V2 386 386 386 386 386
A-n33-k5-C11-V2 315 318 315 315 315
A-n34-k5-C12-V2 419 419 419 419 419
A-n45-k6-C15-V3 474 474 474 474 474
A-nb55-k9-C19-V3 473 473 473 473 473
B-n31-k5-C11-V2 356 356 356 356 356
B-n34-k5-C12-V2 369 369 369 369 369
B-n35-k5-C12-V2 501 501 501 501 501
B-n39-k5-C13-V2 280 280 280 280 280
B-n50-k7-C17-V3 393 393 393 393 393
P-n16-k8-C6-V4 170 170 170 170 170
P-n20-k2-C7-V1 117 117 117 117 117
P-n22-k2-C8-V1 111 111 111 111 111
P-n23-k8-C8-V3 174 174 174 174 175
P-n50-k7-C17-V3 261 261 261 261 261

Analyzing the computational results, it results that the proposed VNS heuris-
tic outperforms the ant colony algorithm [11] and the GA [12] in terms of both
solution quality and computational times. As well, we can observe that our pro-
posed algorithm has short computational running times.

In Table 2, we summarize the results of our VNS algorithm in comparison to
the adaptive large neighborhood search [1], the incremental tabu search [8] and
the hybrid algorithm [12] on 15 small to medium instances with 6 = 3.

The first column in the table give the name of the instances, the second column
provides the values of the best lower bounds in the branch-and-cut tree [1].
Next three columns contains the values of the best solutions obtained using the
adaptive large neighborhood search (ALNS), the incremental tabu search (ITS)
and the hybrid algorithm. Finally, the last column contains the corresponding
solutions provided by our proposed VNS based heuristic algorithm.

Analyzing the computational results reported in Table 2, we observe that our
VNS based heuristic algorithms provides high-quality solutions, similar to those
provided by the state-of-the-art algorithms for solving the GVRP.

6 Conclusions

In this paper we considered the generalized vehicle routing problem (GVRP) and
we developed an efficient VNS algorithm for solving the GVRP based on a system-
atic change of eight neighborhoods structures, each of them focusing on different
aspects and properties of the solutions to the GVRP. An important feature of our
proposed approach is that the systematic change of the neighborhoods is applied
to the associated global graph reducing considerable the size of the solutions space.

The preliminary computational results show that our VNS algorithm is robust
and compares favorably in comparison to the existing approaches for solving the
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GVRP providing high-quality solutions in reasonable computational running
times. This analysis proves again the ability of Variable Neighborhood Search
to deal with A/P-hard combinatorial optimization problems.

In the future, we plan to introduce a diversification procedure in order to explore

other regions of the search space. In addition, we will need to asses the generality
and scalability of the proposed heuristic by testing it on larger instances.
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Abstract. Mobile devices programming has emerged as a new trend
in software development. The main developers of operating systems for
such devices have provided APIs for developers to implement their own
applications, including different solutions for developing voice control.
Android, the most popular alternative among developers, offers libraries
to build interfaces including different resources for graphical layouts as
well as speech recognition and text-to-speech synthesis. Despite the use-
fulness of such classes, there are no strategies defined for multimodal in-
terface development for Android systems, and developers create ad-hoc
solutions that make apps costly to implement and difficult to compare
and maintain. In this paper we propose a framework to facilitate the
software engineering life cycle for multimodal interfaces in Android. Our
proposal integrates the facilities of the Android API in a modular archi-
tecture that emphasizes interaction management and context-awareness
to build sophisticated, robust and maintainable applications.

Keywords: Dialog systems, Multimodal interaction, Android, Mobile
devices, User adaptation, Statistical methodologies.

1 Introduction

Continuous advances in the development of information technologies have cur-
rently led to the possibility of accessing information and services on the Internet
from anywhere, at anytime and almost instantaneously. In addition, these tech-
nological advances have made possible the creation of powerful mobile devices
capable of running network applications and accessing web services and infor-
mation through wireless connections. Smartphones and tablets are widely used
today to access the web, but mainly through web browsers or graphical user
interfaces.
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Different technologies have recently emerged to facilitate the accessibility of
these devices, which reduced size makes them difficult to operate in some situa-
tions and specially for some user groups. For example, multimodal dialog systems
[1] can be employed to build more natural interaction with mobile devices by
means of speech. They can be defined as computer programs designed to emulate
communication capabilities of a human being including several communication
modalities, such as speech, tactile and visual interaction.

In addition, these systems typically employ several output modalities to inter-
act with the user, which allows to stimulate several of his senses simultaneously,
and thus enhance the understanding of the messages generated by the system.
This is particularly useful for people with visual or motor disabilities, allow-
ing their integration and the elimination of barriers to Internet access [2]. For
this reason, multimodal conversational agents are becoming a strong alternative
to traditional graphical interfaces which might not be appropriate for all users
and/or applications [1].

In this paper, we propose a domain-independent framework to develop multi-
modal dialog systems for mobile devices. Currently the 75% of smartphones and
tablets operate with the Android OS [3]. Also, there is an active community of
developers who use the Android Open Source Project and have made possible to
have more than one million applications currently available at the official Play
Store, many of them completely free. For these reasons, our framework makes
use of different facilities integrated in Android-based devices.

The remainder of the paper is as follows. Section 2 briefly describes the mo-
tivation of our proposal and related work. Section 3 describes the proposed
framework to develop adaptive multimodal dialogs systems for mobile devices.
Section 4 presents the application of our proposal to developed an advanced
multimodal city street guide for Android-based mobile devices. This section also
presents the results of a preliminary evaluation of this system. Finally, Section
6 presents some conclusions and future research lines.

2 State of the Art

Although there are currently different approaches to make web contents available
using multimodal interaction, they present important limitations. Some of them
add a vocal interface to an existing web browser [4]. Others are focused on
specific tasks, as e-commerce [5], chat functionalities [6], database access [7],
etc. Finally, the solution could be restricted to access information of a limited
domain, like in [8], where the dialog system works for selected on-line resources.
Several traditional information retrieval systems have been also extended with
a vocal interface. However, these applications usually emphasize on the search
of documents and not on the interaction with the user.

Additionally, several studies have reported that providing applications with
multimodal interfaces is becoming a way to achieve more efficient, pleasant and
adapted interaction for mobile applications [9]. In human conversation, speakers
adapt their message and the way they convey it to their interlocutors and to the
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context in which the dialog takes place. This way, information related to the en-
vironment and users presence and location is essential to achieve this adaptation.
Recent portable devices (e.g. Android-based mobile devices) are equipped with
a diversity of input and output technologies and sensors (accelerometers, multi-
touch screens, compasses) and start using these to support some form of very
basic multimodal interaction. They can be employed to adapt the operation of
the multimodal system by taking into account both the context of the interaction
and user’s specific preferences and previous interactions with the system.

Our proposed framework allows an advance in this direction by considering
these valuable sources of contextual information for the development of adaptive
multimodal interfaces [10]. To do this, a statistical methodology is proposed to
flexible adapt the operation of the system taking into account both user’s specific
interactions and preferences and also environmental conditions.

3 Proposed Framework to Develop Adaptive Multimodal
Dialog Systems for Android-Based Mobile Devices

Figure 1 shows the proposed framework. A spoken dialog system integrates five
main tasks to deal with user’s spoken utterances: automatic speech recognition
(ASR), natural language understanding (NLU), dialog management (DM), nat-
ural language generation (NLG), and text-to-speech synthesis (TTS).

Speech recognition is the process of obtaining the text string corresponding to
an acoustic input. Our proposal integrates the Google Speech API to include the
speech recognition functionality in a multimodal dialog system. Speech recog-
nition services have been available on Android devices since Android 2.1 (API
level 7). The ASR functionality is available by means of a microphone icon
on the Android keyboard, which activates the Google speech recognition ser-
vice. Language-configurable messages can be predefined for specific events like
no speech detected, no suitable match for the user’s utterance, or no Internet
connection is available.

Using the Google Speech API (package android.speech), speech recognition
can be carried out by means on a RecognizerIntent, or by creating an instance
of SpeechRecognizer. The former starts the intent and process its results to com-
plete the recognition, providing feedback to the user to inform that the ASR is
ready or there were errors during the recognition process. The latter provides
developers with different notifications of recognition related events, thus allowing
a more fine-grained processing of the speech recognition process. In both cases,
the results are presented in the form of an N-best list with confidence scores.

Once the conversational agent has recognized what the user uttered, it is
necessary to understand what he said. Natural language processing generally
involves morphological, lexical, syntactical, semantic, discourse and pragmatical
knowledge. Lexical and morphological knowledge allow dividing the words in
their constituents distinguishing lexemes and morphemes. We propose the use
of grammars in order to carry the semantic interpretation of the user inputs.

As explained in the introduction section, a multimodal dialog system involves
user inputs through two or more combined modes, which usually complement
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Fig.1. Proposed framework for the generation of multimodal dialog systems in
Android-based mobile devices

spoken interaction by also adding the possibility of textual and tactile inputs
provided using physical or virtual keyboards and the screen. In our contribution,
we want also to model the context of the interaction as an additional valuable
information source to be considered in the fusion process.

We propose the acquisition of external context by means of the use of sensors
currently supported by Android devices. Android allows applications to access
location services using the classes in the android.location package. The central
component of the location framework is the LocationManager system service,
also the Google Maps Android API permits to add maps to the application,
which are based on Google Maps data. This API automatically handles access
to Google Maps servers, data downloading, map display, and touch gestures on
the map. The API can also be used to add markers, polygons and overlays, and
to change the user’s view of a particular map area. To integrate this API into
an application, is it required to install the Google Play services libraries.

Most Android-powered devices have built-in sensors that measure motion,
orientation, and various environmental conditions. These sensors are capable of
providing raw data with high precision and accuracy, and are useful to monitor
three-dimensional device movement or positioning, or monitor changes in the
ambient environment near a device. The Android platform supports three main
categories of sensors. Motion sensors measure acceleration forces and rotational
forces along three axes. This category includes accelerometers, gravity sensors,
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gyroscopes, and rotational vector sensors. Environmental sensors measure var-
ious environmental parameters, such as ambient air temperature and pressure,
illumination, and humidity. This category includes barometers, photometers,
and thermometers. Finally, position sensors measure the physical position of a
device. This category includes orientation sensors and magnetometers.

The Android sensor framework (android.hardware package) allows to access
these sensors and acquire raw sensor data. Some of these sensors are hardware-
based and some are software-based. Hardware-based derive their data by directly
measuring specific environmental properties, such as acceleration, geomagnetic
field strength, or angular change. Software-based sensors derive their data from
one or more of the hardware-based sensors (e.g., linear acceleration and gravity
sensors).

Android also provides several sensors to monitor the motion of a device. Two
of these sensors are always hardware-based (the accelerometer and gyroscope),
and three of these sensors can be either hardware-based or software-based (the
gravity, linear acceleration, and rotation vector sensors). Motion sensors are
useful for monitoring device movement, such as tilt, shake, rotation, or swing.
All of the motion sensors return multi-dimensional arrays of sensor values for
each SensorEvent. Two additional sensors allow to determine the position of a
device: the geomagnetic field sensor and the orientation sensor. The Android
platform also provides a sensor to determine how close the face of a device is to
an object (known as the proximity sensor). The geomagnetic field sensor and the
proximity sensor are hardware-based. The orientation sensor is software-based
and derives its data from the accelerometer and the geomagnetic field sensor.

Finally, four sensors allow monitoring various environmental properties: rel-
ative ambient humidity, light, ambient pressure, and ambient temperature near
an Android-powered device. All four environment sensors are hardware-based
and are available only if a device manufacturer has built them into a device.
With the exception of the light sensor, which most device manufacturers use
to control screen brightness, environment sensors are not always available on
devices. Unlike most motion sensors and position sensors, environment sensors
return a single sensor value for each data event.

Regarding internal context, our proposal is based on the traditional view of the
dialog act theory, in which communicative acts are defined as intentions or goals.
Our technique is based on a statistical model to predict user’s intention during
the dialog, which is automatically learned from a dialog corpus. This model is
used by the system to anticipate the user’s needs by dynamically adopting their
goals and also providing them with unsolicited comments and suggestions, as well
as responding immediately to interruptions and provide clarification questions.
The model takes into account the complete history of the interaction and also
the information stored in user profiles.

The dialog manager of the system has to deal with different sources of informa-
tion such as the NLU results, database queries results, application domain knowl-
edge, and knowledge about the users and the previous dialog history to select the
next system action. We propose a statistical methodology that combines
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multimodal fusion and dialog management functionalities. To do this, a data struc-
ture is introduced to store the information provided by the user’s inputs, the user’s
intention model, and the context of the interaction.

The modality fission module receives abstract, modality independent presen-
tation goals from the dialog manager. The multimodal output depends on several
constraints for the specific domain of the system, e.g., the current scenario, the
display size, and user preferences like the currently applicable modality mix. This
module applies presentation strategies that decompose the complex presentation
goal into presentation tasks. It also decides whether an object description is to be
uttered verbally or graphically. The result is a presentation script that is passed
to the the Visual Information and Natural Language generation modules.

The visual generation module creates the visual arrangement of the content
using dynamically created and filled graphical layout elements. Since many ob-
jects can be shown at the same time on the display, the manager re-arranges the
objects on the screen and removes objects, if necessary. The visual structure of
the user interface (UI) is defined in an Android-based multimodal application
by means of layouts. Layouts can be defined by declaring UI elements in XML
or instantiating layouts elements at runtime. Both alternatives can be combined
in order to declare the application’s default layouts in XML and add code that
would modify the state of the screen objects at run time. Declaring the UT allows
to better separate the presentation of the application from the code that controls
its behavior.

UT layouts can be quickly designed in the same way a web page is generated.
Android provides a wide variety of controls that can be incorporated to the Ul,
such as buttons, text fields, checkboxes, radio buttons, toggle buttons, spinners,
and pickers. The View class provides the means to capture the events from the
specific control that the user interacts with. The user interactions with the UI
are captured by means of event listeners. The default event behaviors for the
different controls can also been extended using the class event handlers.

Natural language generation is the process of obtaining texts in natural lan-
guage from a non-linguistic representation. The simplest approach consists in
using predefined text messages (e.g., error messages and warnings). Finally, a
text-to-speech synthesizer is used to generate the voice signal that will be trans-
mitted to the user. We propose the use of the Google TTS API to include the
TTS functionality in an application.

The text-to-speech functionality has been available on Android devices since
Android 1.6 (API Level 4). To listen a sample of the included TTS speech syn-
thesizer, once located in the settings menu of the device, the option Settings of
Speech Synthesis must be selected in the menu Speech Input and Output. This
menu allows selecting the TTS engine, language, and speed used to read a text
(from very low to very fast).

The android.speech.tts package includes the classes and interfaces required
to integrate text-to-speech synthesis in an Android application. They allow the
initialization of the TTS engine, a callback to return speech data synthesized
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by a TTS engine, and control the events related to completing and starting the
synthesis of an utterance, among other functionalities.

3.1 Modeling User’s Intention

The statistical technique that we propose to model user’s intention is described
n [11]. The proposed technique carries out the functions of the ASR and SLU
modules, i.e., it estimates user’s intention providing the semantic interpretation
of the user utterance in the same format defined for the output of the SLU mod-
ule. A data structure, that we call User Register (UR), contains the information
provided by the user throughout the previous history of the dialog. For each
time i, the proposed model estimates user’s intention taking into account the
sequence of dialog states that precede time ¢, the system answer at time ¢, and
the objective of the dialog O. The selection of the most probable user answer U;
is given by:

U; = arg [r]ngﬁ P(U;UR;-1,A;,O)

The information contained in U R; is a summary of the information provided
by the user up to time ¢. That is, the semantic interpretation of the user utter-
ances during the dialog and the information that is contained in a user profile
(e.g., user’s name, gender, experience, skill level, most frequent objectives, ad-
ditional information from previous interactions, user’s neutral voice, and addi-
tional parameters that could be important for the specific domain of the system).
We propose to solve the previous equation by means of a classification process,
which takes the current state of the dialog (represented by means of the set
UR;_1,A;,0) as input and provides the probabilities of selecting the different
user dialog acts.

3.2 Fusion of Input Modalities and Dialog Management

The methodology that we propose for the multimodal data fusion and dialog
management processes considers the set of input information sources (spoken
interaction, visual interaction, external context, and user intention modeling) by
means of a machine-learning technique. As in our previous work on user modeling
and dialog management [11], we propose the definition of a data structure similar
to the User Register to store the values for the different concepts and attributes
provided by means of the different input modalities along the dialog history,
which we called Interaction Register (IR).

The information contained in the IR at each time ¢ has been generated con-
sidering the values provided by the input modules of the system along the dialog
history. Each slot in the I R can be usually completed by means of more tan one
input modality. If just one value has been received for a specific dialog act, then
it is stored at the corresponding slot in the IR using the described codification.
Confidences scores provided by the modules processing each input modality are
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used in case of conflict among the values provided by several modalities for the
same slot. Thus, a single input is generated for the dialog manager to consider
the next system response.

As in our previous work on dialog management [12], we propose the use of
a classification process to determine the next system response given the single
input that is provided by the interaction register after the fusion of the input
modalities and also considering the previous system response. This way, the
current state of the dialog is represented by the term (IR;, A;—1), where A; 4
represents the last system response. The values of the output of the classifier
can be viewed as the a posteriori probability of selecting the different system
responses given the current situation of the dialog, as the following equation
shows:

A; = arg max P(Ai| IRy, Ai—1)

4 Practical Application: An Advanced Multimodal City
Street Guide for Android-Based Mobile Devices

We have applied our proposed framework to develop a practical multimodal
system acting as an enhanced city street guide service for Android-base mobile
devices. The app can be operated either visually or orally and is able to locate
interesting sites near the current position of the user or a different starting
point indicated by the user. It is able to locate sites such as banks, libraries or
restaurants and to retrieve and display information about these sites, visualize
their position in different maps, show routes, visit their webpages or phone them.
The system is also able to initiate navigation to a selected spot considering
different means of transportation, and to track the position where the user has
parked and show a route to it if needed. This information is provided in Spanish.

To offer these functionalities the system uses Google Maps, Google Directions
and Google Places. Google Maps Android API makes it possible to show an
interactive map in response to a certain query. It is possible to add markers
or zoom to a particular area, also to include images such as icons, highlighted
areas and routes. Google Directions is a service that computes routes to reach a
certain spot walking, on public transport or bicycle, and it is possible to specify
the origin and destination as well as certain intermediate spots. Google Places
shows detailed information about sites corresponding to number of categories
currently including 80 million commerces and other interesting sites. Each of
them include information verified by the owners and moderated contributors.
The application also employs the android.speech and android.speech.tts libraries
described in the previous section.

When the application is started, it displays a map centered in the current
location of the user. The user can search for a place in three ways: spotting it
with a finger in the map, introducing the address in a text field, indicating it
orally. In any of the three cases, the user is indicating a destination, which will
be marked in the map by the system with a red sign. The system also shows the
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route to the destination from the current location. It can be shown visually or
orally, and it is possible to set the preferred transportation means.

The application offers the possibility to look for stores in a long list of options
around the user position or a position selected previously. The search can be
performed by touching the screen, using the graphical interface or orally. Once
the stores are retrieved, e.g. restaurants in an area of 1km around the campus
(Figure 2, left), the user can obtain further information about them. When a
store is selected, the view is centered on it and an information box appears
indicating the name of the store and its address (Figure 2, center). A new screen
contains an HTML block comprised of an image representing the type of store,
its name, geographic coordinates, complete address, punctuation in the Google+
social network, telephone, website, and its profile in Google+ (Figure 2, right).
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Fig. 2. System functionality to look for specific places and show the corresponding
information

Finally, it is possible to store the location where the user parked his vehicle
in order to be able to track it. Initially, the user must register the location using
a drop-down menu with the visual option “I have parked here” or uttering this
sentence after touching the microphone button. This way, the application stores
the coordinates in which the user is at the moment and inserts a blue marker
in the map. When the user wants to go back to the vehicle, he can press the
option “Where is my car?” or utter the same sentence. Then, the application
centers the map in the location registered indicating how to get there as shown
in Figure 3.

The statistical models for the user’s intention recognizer and dialog manage-
ment modules were learned using a corpus acquired by means of an automatic
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Fig. 3. “Where is my car?” functionality and configuration options for the system

dialog generation technique previously developed [13]. The application also al-
lows users to complete a profile corresponding to their preferences on the location
of the initial maps, preferred travel facilities, preferred types of stores, and spe-
cific details for each one of them.

5 Preliminary Evaluation and Discussion

We have already completed a preliminary evaluation of the developed system
with recruited users and a set of scenarios covering the different functionalities
of the system. A total of 150 dialogs for each agent was recorded from the in-
teractions of 25 users. We asked the recruited users to complete a questionnaire
to assess their opinion about the interaction. The questionnaire had seven ques-
tions: i) Q1: How well did the system understand you?; ii)Q2: How well did you
understand the system messages?; iil) Q3: Was it easy for you to get the requested
information?; iv) Q4: Was the interaction with the system quick enough?; v) Qb:
If there were system errors, was it easy for you to correct them?; vi) Q6: How did
the system adapt to your preferences?; vi) Q7: In general, are you satisfied with
the performance of the system? The possible answers for each questions were the
same: Never/Not at all, Seldom/In some measure, Sometimes/Acceptably, Usu-
ally/Well, and Always/Very Well. All the answers were assigned a numeric value
between one and five (in the same order as they appear in the questionnaire).
Also, from the interactions of the users with the system we completed an
objective evaluation of the application considering the following interaction pa-
rameters: 1) question success rate (SR), percentage of successfully completed
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questions: system asks - user answers - system provides appropriate feedback
about the answer; ii) confirmation rate (CR), computed as the ratio between
the number of explicit confirmations turns and the total of turns; iii) error cor-
rection rate (ECR), percentage of corrected errors.

Table 1 shows the average results of the subjective evaluation using the de-
scribed questionnaire. It can be observed that the users perceived that the system
understood them correctly. Moreover, they expressed a similar opinion regard-
ing the easiness to understand the system responses. In addition, they assessed
that it was easier to obtain the information specified for the different objectives,
and that the interaction with the system was adequate and adapted to their
preferences. An important point remarked by the users was that it was difficult
to correct the errors and misunderstandings generated by the ASR and NLU
processes in some scenarios. Finally, the satisfaction level also shows the correct
operation of the system.

The results of the objective evaluation for the described interactions show
that the developed system could interact correctly with the users in most cases,
achieving a success rate of 96.73%. The fact that the possible answers to the
user’s responses are restricted made it possible to have a very high success in
speech recognition. Additionally, the approaches for error correction by means
of confirming or re-asking for data were successful in 94.15% of the times when
the speech recognizer did not provide the correct input.

Table 1. Results of the preliminary evaluation with recruited users (For the mean
value M: 1=worst, 5=best evaluation)

Q1M = 4.56, SD = 0.47
Q2M = 4.67, SD = 0.35
Q3 M = 4.12, SD = 0.58
Q4 M = 3.74, SD = 0.39
Q5 M = 3.49, SD = 0.51
Q6 M = 3.97, SD = 0.55
Q7 M = 4.02, SD = 0.27
SR CR ECR
96.73% 11.00% 94.15%

6 Conclusions and Future Work

Multimodal interactive systems offer the user combinations of input and output
modalities for interacting with the systems, taking advantage of the naturalness
of speech. In particular, multimodal interfaces are a useful alternative to graphic
user interfaces for mobile devices, allowing the use of other communication as
an alternative to tapping through different menus. However, there are no guide-
lines for the development of multimodal interfaces for mobile devices. Different
vendors offer APIs for the development of applications that use speech as a pos-
sible input and output modality, but developers have to design ad-hoc solutions
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to implement the interaction management. In this paper we have presented a
general-purpose modular framework for the development of mobile speech ap-
plications in Android that integrates the libraries provided by the Android API.

Using our framework it is possible to develop multimodal interfaces that opti-
mize interaction management and integrate different sources of information that
make it possible for the application to adapt to the user and the context of
the interaction. To show the pertinence of our proposal, we have implemented
an evaluated an Android application that uses geographical context in order to
provide different location services to its users. The results show that the users
were satisfied with the interaction with the system, which achieved high perfor-
mance rates. We are currently using the framework to build applications in other
increasingly complex domains implying different web services and web services
mashups.
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Abstract. Wind energy is playing an important part for ecologically
friendly power supply. Important aspects for the integration of wind
power into the grid are sudden and large changes known as wind power
ramp events. In this work, we treat the wind power ramp event detection
problem as classification problem, which we solve with support vector
machines. Wind power features from neighbored turbines are employed
in a spatio-temporal classification approach. Recursive feature selection
illustrates how the number of neighbored turbines affects this approach.
The problem of imbalanced training and test sets w.r.t. the number of
no-ramp events is analyzed experimentally and the implications on prac-
tical ramp detection scenarios are discussed.

1 Introduction

Increasing natural energy resources, the reduction of emissions, climate change
and rising energy costs lead to a change from classic carbon or nuclear-based
power supply to a concentration on renewable energy resources. The movement
to a system with a growing amount of renewables is a multidisciplinary objec-
tive. It affords the development and optimization of technologies, but also their
integration and intelligent combination. Data mining and machine learning are
important technologies in such smart power grids. The growing infrastructure
of wind turbines and solar panels can also be seen as huge sensor system that
allows monitoring and prediction of the renewable resources.

In case of wind power, its volatileness renders the integration to a difficult
task. For the prediction of ramp events, there are many challenges from the
data mining perspective, e.g., modeling of spatio-temporal wind time series as
supervised learning problem and the necessity of real-time capabilities.

In this work, we concentrate on the challenge to predict the most critical
aspects when integrating wind, i.e., ramp events that are sudden changes of
wind power. Wind power ramp events can threaten the stability of the power
grid. Ramp-up events have to be detected in order to save expensive reserve
energy. As an example, at 2012/12/24 the feed-in of wind energy converters in
the German power grid increased from 4 GW to 19 GW within eight hours [2], the
difference is approximately 25% of the total average power demand of Germany.
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Ramp-down events are also very critical, if no reserve energy is available that
can compensate sudden drop outs. Prediction of ramps in the power supply from
wind energy converters becomes an import aspect for grid stability and hence
an important issue for operators in grid control centers [17].

In the past, we employed a spatio-temporal approach for the prediction of
wind power for short time ranges based on support vector regression (SVR) [10].
We extend this approach to classification of wind power ramp events with sup-
port vector machines (SVMs). SVMs are very successful classification methods
for non-linear data. Further, we extend the approach by preprocessing the high-
dimensional patterns with dimensionality reduction (DR) methods. The intro-
duced methods are part of WINDML, a framework that connects wind energy
data bases to data mining and machine learning methods.

The paper is structured as follows. In Section 2, we introduce the framework
and data sets our analysis is based on. After an overview of related articles
on wind power ramp event prediction in Section 4, ramps are introduced and
defined in Section 5. We analyze the ramp prediction problem experimentally
in Section 6 with an emphasis on ramp separation, prediction, and a discussion
on imbalanced data sets. Further, we present hybrid approaches that combine
SVMs with DR methods for preprocessing. Conclusions are drawn in Section 7.

2 WindML

The wind power ramp prediction module is part of the wind and data mining
framework WINDML that offers specialized techniques and easy-to-use data min-
ing and machine learning methods based on PYTHON and SCIKIT-LEARN [12].
Classification, regression, clustering, and DR methods allow solving various pre-
diction, planning, and optimization problems. We aim at minimizing the ob-
stacles for research in the wind power domain. Numerous steps like accessing
different data bases via interfaces, preprocessing, parameterizations of appro-
priate methods, and the statistical evaluation of the results can be automatized
with WINDML. With a framework that bounds specialized mining algorithms to
data sets of a particular domain, frequent steps of the data mining process chain
can be re-used and simplified. Modules of WINDML for power prediction, visu-
alization or statistical programs are illustrated with text and graphical output
on the WINDML website!.

In our experimental study, we employ the NREL Western Wind data set that
consists of wind energy time-series data of 32,043 wind turbines, each holding
ten 3 MW turbines over a timespan of three years in 10-minute resolution. The
data is based on a numerical weather prediction model, whose output has been
modified with statistical methods in such a way, that the ramping characteristics
are more comparable with those observed in reality [13]. WINDML loads the
data for the requested turbines and time range. Once the data is downloaded,
the modules can re-use them and load them from the client’s cache. Patterns
are stored on the user’s hard drive in the NuMPY [18] binary file format, which

! http://www.windML. org/
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allows an efficient storage and fast reading. The data set interface allows the
encapsulation of different data sources, resulting in a flexible and enhanceable
framework.

3 Support Vector Machines

We treat the prediction of wind power ramp events as classification problem. The
classifiers we employ are SVMs [16] that belong to the state-of-the art techniques
in machine learning. SVMs are based on optimizing a linear discriminant function
based on a normal vector w with shift wg in data space. Given pattern x € RY
from a d-dimensional data space and label information y € {+1,—1}, an SVM
is seeking for the decision boundary that maximizes the distance to its closest
patterns. This distance is also known as margin. Let (x1,41), ..., (Xn,yn) be the
set of pattern-label pairs the SVM has to learn. Slack variables & < 0 store the
deviation from the margin. The SVM optimization problem with slack variables
becomes:

N
1
L=, [wl*+C) & (1)
i=1
subject to the constraints
yi(wWhx; +wo) > 1—& (2)

The optimization problem directly yields an error for the number of misclassifi-
cation, which is [{& > 0}]. The soft error is defined via Zfil &;. Equation (1)
can be transformed into the dual optimization problem employing the method
of Lagrange multipliers:

N L NN
Li=) ai— 5 DO viagyiyix] (3)
i=1

i=1 j=1

with Zfil a;y; = 0 and 0 < «; < C,Vi. The penalty factor C' is regularization
parameter trading off complexity (Lo norm of w) and data misfit (number of
non separable patterns). Patterns on the correct side of the boundary vanish
with «; = 0, while support vectors have «; > 0 and define w. Those support
vectors with o < C' are on the margin and can be used to compute wy.

4 Related Work

Although state-of-the-art techniques in machine learning have already been ap-
plied to the domain of wind energy forecasting, the results are often limited to
simplified case-studies. Mohandes et al. [11] compared an SVR approach for wind
speed prediction to a multi-layer perceptron. The prediction is based on mean
daily wind speed data from Saudi Arabia. Shi et al. [14] proposed an approach
that combines an evolutionary algorithm for parameter tuning with SVR-based
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prediction. The technique allows a six hour ahead prediction, and is experi-
mentally evaluated on wind data from North China. Recently, Zhao et al. [19]
compared SVR models to backpropagation for a ten minutes prediction of wind
speed. Kramer et al. [10] employed SVR-based prediction with a spatio-temporal
approach to the NREL data for the first time. Most related work in ramp event
prediction is based on numerical weather prediction (NWP) models [4,5]. Only
few approaches concentrate on forecasts based on data mining methods. An ex-
ample is the work of Zareipour et al. [9], who analyze the recognition of ramps
on the Albert wind power data set that consists of wind time-series data from a
park near the Rocky Mountains. The model takes into account univariate input
variables and neglects the problem of unbalanced data sets.

5 Wind Power Ramp Events

A critical aspect for power grid stability when integrating wind is the occurrence
of ramp events, i.e., sudden changes of wind power (up or down). In this section,
we give a definition of ramp events and introduce the ramp event prediction
problem as classification problem. In the experimental part of this work, we will
concentrate on three reference turbines, i.e., in Tehachapi (CA, ID 4155), in
Palm Springs (CA, ID 1175) and a turbine near Reno (NV, ID 11600).

In literature, ramps are not clearly defined [4,8] and may vary from turbine to
turbine depending on locations and sizes (for parks respectively). Let y(t) be the
wind power time-series of the target turbine, for which we determine the forecast.
A ramp event is defined as a wind energy change from time step t € N to time
step t + A with A € N by ramp height 6 € (0, ymax], i-e., for a ramp-up event, it
holds y(t + A) — y(t) > 6, for a ramp-down event it holds y(t + \) — y(t) < —0.

p(t+1) [MW]
p(t+1) [MW]
p(t+1) [MW]

0 5 10 15 20 25 30 0 5 ] 10 15 20 25 30
p(t) (MW] p(t) (MW]

(a) A=1 (b) A=3
Fig. 1. Plot of wind energy changes of reference turbine in Tehachapi for the three

time ranges A = 1, 3,6

Figure 1 visualizes the differences of time-series of a test wind turbine in
Tehachapi. The wind energy y(t) at time ¢ is plotted against y(t + A). If the
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wind does not change, dots are plotted on the main diagonal. Stable wind sit-
uations, i.e., dots near the main diagonal, occur more often than larger wind
changes. Ramp events with height 0 larger than 15% of the maximum power are
comparably rare. The number of ramps increases with the time horizon A, as a
ramp event may appear multiple times. This holds for short time horizons, as a
ramp-down may be followed by a ramp-up event over a longer horizon.

We define the ramp prediction problem as the task to predict, whether a ramp-
up or a ramp-down event starts at time ¢, i.e., an energy change from time ¢ to
time ¢ + A. This problem can be defined as classification problem, for which we
construct a pattern x; € R? from the wind power features of the target turbine
and the surrounding turbines like introduced for the regression approach in [10].
The ramp event serves as label (e.g., 0 for no-ramp, +1 for ramp-up, and —1
for ramp-down). Figure 2 shows the construction of a pattern x; based on the
radius r around the target turbine.

e target turbine
@ turbine for pattern
e not employed

Fig. 2. Illustration of feature construction based on d turbines in a radius r around
the target turbine resulting in a pattern x; € R? of wind power measurements

If we have observed a training set of such observations over a period of IV
time steps, i.e., {(x;,v:)},, we train a classifier and predict the ramp for an
unknown observation x’. In the experimental section, we will employ an SVM
as classifier. An alternative kind of way to predict ramps is to treat the problem
as regression problem by determining ramps of the continuous power prediction
of a target turbine.

Besides the classifier accuracy § = Zfil Z(f(xi) = yi)/N, i.e., the rate of
correct classifications using indicator function Z to compare model output and
label, we will employ two quality measures to evaluate the quality of a ramp
prediction method. We define the following quality parameters:

1. f; is the number of true ramp forecasts ([f(x;) = +1 Ay, = +1] V [f(x;) =
Y "

2. fy is the number of false forecasts (f(x;) = 1 Ay; =0)

3. 74, is the number of missed ramps (f(x;) = 0Ay; = £1)

Then, fo = fi/(ft + fr) is the forecast accuracy, which is an indicator for the
ability of the model to be correct in case of predicting a ramp. Another useful
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measure is the ramp capture r. = fi/(ft + rm), which is an indicator for the
ability of the model to hit each ramp.

6 Ramp Prediction

In this section, we treat the prediction of wind power ramp events as classification
problem, which is solved with SVMs [16].

6.1 Ramp Separation

As first step, we learn a classifier that separates ramp-up from ramp-down events,
i.e., we consider a two-class classification problem. For our reference turbines,
ramp-up and ramp-down events of different heights, i.e., § = 10,15 [MW] are
detected. The left part of Table 1 shows the number of ramp events (up, down,
no ramps) for each data set, i.e., wind turbines in Tehachapi, Palm Springs, and
Reno. Further, the table shows the achieved classifier accuracy § achieved by the
SVM. We define a pattern as the wind energy of the neighbored turbines and
the reference turbines within a radius of » = 10 km at time ¢ and ¢ — 1. Pa-
rameter d is the input pattern dimensionality and corresponds to the number of
neighbored wind turbines that are taken into account for the prediction process.
The employed labels are +1 for ramp-up and —1 for ramp-down events.

Table 1. Left part: Ramp separation: ramp-up vs. ramp-down and classification accu-
racy, forecast horizon A = 2, right part: ramp recognition: ramp-up vs. ramp-down vs.
no-ramps and classification accuracy, forecast horizon A = 1

park separation recognition

location height d up downnodé updownnod  fo 7c

Teha 10 13213993 0 0.9340 28 75 0.76 0.81 0.77
Teha 15 132 50 42 0.96 13 13 28 0.74 0.82 0.88
Palm Sp. 10 84 140 90 0.92 38 18 54 0.75 0.86 0.64
Palm Sp. 15 84 48 20 0.9513 3 14 0.73 0.90 0.63
Reno 10 120 158 168 0.90 50 55 78 0.65 0.82 0.58
Reno 15 120 48 56 0.98 10 13 32 0.73 0.87 0.62

O O O O o

The SVM is trained with grid search and 5-fold cross-validation (CV) on
half of the data set. A linear kernel with regularization parameter C' and an
RBF kernel with C' and kernel bandwidth o are chosen from the set C,o €
{10720,...,10%°}. Search in the parameter space of C' is reasonable for unbal-
anced data sets. The other half of the data is employed for evaluation. The ex-
perimental results are summarized in Table 1 showing the classification accuracy
6. The results show that the classifiers are able to distinguish between ramp-up
and ramp-down events with a comparatively high accuracy. The parameter tun-
ing process chose an RBF-kernel in most of the trails. Ramp separation as first
step to approach the ramp prediction problem can be solved satisfactorily.
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6.2 Ramp Recognition

We enhance the classification problem to a three-class problem considering no-
ramp patterns. We employ the same settings like in the previous section, i.e.,
5-fold CV and the search in the parameter space specified above. The right part
of Table 1 shows the description of training and test set and the experimental
results. The classifier accuracy § decreases to values between 0.65 and 0.76. But
the forecast accuracy f, is comparatively high with values over 0.8 and up to 0.9.
The results for ramp capture depend on the turbine location. For Tehachapi,
better ramp capture results are achieved than for Palm Springs and Reno.

The standard model employs all turbines in a specified radius to construct
a pattern. To answer the question, if the concentration on a subset of features
can improve the prediction, we employ the SCIKIT-LEARN implementation of
recursive feature elimination (RFE) [6] for a linear SVM. RFE uses the weight
magnitude as criterion for the elimination of dimensions. Successively, SVMs are
trained and the features with the smallest ranking criterion based on the weight
magnitude are removed. A description of the algorithm can be found in [6].

— 6=10,A=1 — 0=10,A=1
0.55 — g=15.h=1 0.60) — pe15am1
0.50 — 0=10,A=2 0.55] — 9=10,A=2
— 6=15A=2 — 0=15,A=2

Cv score
Cv score

=]

B

o
Cv score

P ATA

01055540 60 80 100 120 a0 2% 10 20 30 40 50 60 70 80 90 023 30 40 60 80 100 120
# features # features # features
(a) RFE, Tehachapi (b) RFE, Palm Sp. (¢) RFE, Reno

Fig. 3. RFE CV score for training of a linear SVM with 2-fold CV for (a) Tehachapi,
(b) Palm Springs, and (c) Reno for # = 10,15 and A = 1,2

Figure 3 shows the CV error (CV score) using RFE with a linear SVM and 2-
fold cross-validation for three turbines, i.e., (a) in Tehachapi, (b) in Palm Springs,
and (c) in Reno for two ramp heights and prediction horizons w.r.t. a varying
number of features, which have been recursively eliminated from the learning
setting. The plots show that the CV score is decreasing with increasing number
of features between one to ten features. In many situations, the smallest CV
score is achieved with a feature subset. On Tehachapi, there is a clear minimum
in case of ramp height § = 15 and horizon A = 1 (green line) at about ten
features. The CV score is remarkably increasing for a larger number of features.
The other training scenarios do not show such a clear minimum for a low number
of features. The model learned for ramp height § = 15 and horizon A\ = 2 achieves
good results as of about 30 features and does not deteriorate significantly with
a larger number. On Palm Springs, the model quality differs noticeably. The
best results have been achieved for § = 15, A = 2, where the error is minimal
as of about 40 features. Adding further features leads to slight deteriorations,
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i.e., there exists an optimal subset of features that is remarkably smaller than
the maximum number of considered wind turbines. Also on Reno, there is a
minimum for two of four models (A = 2), while the CV error is again increasing
and later approximately constant for a larger number of features. For time critical
applications, the reduction of the number of relevant features is an important
aspect and can sufficiently be detected with RFE.

6.3 Imbalanced Training and Test Sets

The balance of labels in training and test sets significantly influences the learn-
ing and the evaluation result. For prediction of wind ramp events, this effect
has an important implication for the ramp event prediction problem. First, we
illustrate the imbalance problem for a classifier trained on a balanced training
set, predicting the labels on an imbalanced set. Figure 4 shows the corresponding
results for (a) Tehachapi, (b) Palm Springs, and (c) Reno. The ramp capture
result r. is independent of the number of no-ramp patterns, as no-ramp patterns
do not affect the number of true forecasts f; and the number of missed ramps
m, when only increasing the number of no-ramps. The accuracy score of the
classifier increases, as the precision on the no-ramp events is relatively high, i.e.,
increasing from 0.91 to 0.98. But we can observe that the forecast accuracy drops
out significantly. The reason is that the number of false forecasts is dramatically
increasing.

1 1 1.0
0.8 0.8 0.8
> > >
E 0.6 § 0.6 E 0.6]
3 g = 3
S 0.4t S 0.4 — 3 0.4 —
— —
0.2 0.2 0.2 \\"
0.0 0.0 0.0
500 1000 1500 2000 2500 500 1000 1500 2000 2500 500 1000 1500 2000 2500
training set size training set size training set size
(a) Tehachapi, 6 =15, A =1 (b) Palm Sp., 6 =15, A =1 (c) Reno, 6 =15, A =1

Fig.4. SVM ramp prediction with balanced training set and test set with increasing
number of no-ramp patterns for references turbines in (a) Tehachapi, (b) Palm Springs,
and (c¢) Reno with § =15and A =1

Figure 5 shows the result of SVM-based ramp event predictions w.r.t. a train-
ing set with increasing number of no-ramps. The plots show experiments for
the Tehachapi data set with # = 10,15 and A = 2, and for Palm Springs with
0 = 15, A = 2. We can observe that forecast accuracy f, and the ramp capture
r. decrease with an increasing amount of no-ramps, while the accuracy score is
even slightly increasing. But the forecast accuracy is still much better than in
case of the balanced training set and the increasing test set. The reason is that
the classifier better learns to distinguish ramp-events from each other and from
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Fig.5. SVM ramp prediction with unbalanced training sets, i.e., increasing number
of no-ramp patterns in Tehachapi with (a) 6 = 10, A = 2 and (b) 6 = 15, X = 2, and
(¢) Palm Springs with 6 = 15, X =2

no-ramp events with more examples in the training set. But the cost that has
to be paid is the ramp capture 7., as the number of true forecasts f; decreases.
The imbalance of class labels has a dramatic implication on the ramp predic-
tion problem. Although SVMs turn out to be comparatively strong classifiers,
the achieved accuracy may not be high enough to avoid false alarms. The num-
ber of false positives is too large in case of a strongly unbalanced test data set.
In practical recognition scenarios, the number of no-ramps is significantly larger
(about 150 to 300 times assuming 10-minute time steps) than the number of
ramp events. Consequently, the accuracy of a classifier would have to exceed
about § = 1 — 365/52560 ~ 0.995 to allow at most one false alarm a day. The
spatio-temporal model based on the turbine infrastructure is not sufficient to
achieve such an accuracy rate, and more explaining features must be added.

6.4 Dimensionality Reduction Preprocessing

The hybridization of methods has shown to be very successful to overcome lim-
itation of individual techniques [3,1]. In this section, we analyze the prepro-
cessing with DR methods, which is a successful procedure in machine learning
to speed up SVM learning and to improve classification results. In the follow-
ing, we compare principal component analysis (PCA) [7] and isometric mapping
(ISOMAP) [15] as preprocessing methods. After the DR process, the patterns
X1,...,xy € R® are reduced to low-dimensional representations X1, ..., Xy € R?
with target dimensionality ¢ < d. Figure 6 shows the experimental results on
the data set Tehachapi with ramp height # = 10 and prediction horizon A = 2.
In comparison to the results without DR preprocessing, see Figure 5(a), PCA
with ¢ = 25 and ¢ = 50 achieves similar results. The accuracy ¢ stays high with
larger training sets, while the ramp capture r. deteriorates moderately. This sit-
uation changes for ¢ = 5, where valuable information is lost that is important
for a high ramp capture accuracy. For ISOMAP, we choose the neighborhood
size K = 30. The ISOMAP results for all target dimensions ¢ = 5,25,50 are
slightly worse than the PCA results and more fluctuating. In particular, the
ramp capture is not satisfying for larger dimensions q. As ISOMAP is usually
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Fig.6. SVM ramp prediction with PCA and ISOMAP preprocessing to three dimen-
sionalities (¢ = 5,20, 50) for wind time series of Tehachapi, 6 = 10,\ = 2

computationally more expensive, we recommend to employ the PCA-SVM hy-
brid for ramp prediction.

7 Conclusion

Objective of this paper is to show that soft margin SVMs are appropriate meth-
ods for learning wind power ramp events. The combination of PCA and SVMs
turned out to be the most promising hybridization in ramp prediction, which is
also comparatively robust w.r.t. ramp accuracy. Although a high precision has
been achieved in the classification process, the precision is not sufficient to reduce
the number of false ramp event forecasts in practical applications. The reason is
that ramp events are rare, which leads to an imbalanced data set. Ramp events
may accidentally be predicted in normal situations. The only solution to this
problem is a further increase of forecast accuracies, which — to our mind — can-
not be achieved with the data available in the Western Wind data set. Instead,
more data is necessary, e.g., with higher spatial and temporal resolutions. The
combination with physical simulations, i.e., numerical weather predictions may
also be a possibility to increase the classifier accuracy. With these attempts, it
may be possible to improve the classifiers in order to reduce the number of false
positive classifications to one a day, which seems to be tolerable for practical
applications.

Further prospective future work is the prediction of wind ramp events based
on regression. The spatio-temporal regression model for wind prediction [10] can
easily be used for prediction of ramps. An ensemble of the classification with the
regression approach might improve the prediction quality.
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Abstract. Lately, a focus has been given to the re-usability of workflow defini-
tions and to flexible and re-usable workflow components, culminating with
approaches that harness the benefits of the enriched semantics provided by on-
tologies. Following this trend and the needs of multiple application domains,
such as micro-task crowdsourcing and ambient assisted living, of incorporating
cooperation between the efforts of human and machine entities, this paper pro-
poses an ontology and process for the definition, instantiation and execution of
semantically enriched workflows.

Keywords: Workflow, Task, Ontology, Domain Knowledge.

1 Introduction

Extensive work exists regarding workflow specification languages and formalisms
[1-5], which focus on the workflow definition and instantiation. Workflows are typi-
cally used to represent business processes with languages such as YAWL [2], and
commercial languages such as XPDL (XML Process Definition Language) and BPEL
(Business Process Execution Language), which lack semantics and formal definitions
[6]. The standardization efforts that led to the emergence of these languages date back
to 1993 with the emergence of the WIMC (Workflow Management Coalition), a coa-
lition of several companies with the purpose of standardizing workflow model speci-
fication (or definitions) [5].

Lately, a focus has been given to the re-usability of workflow definitions and to
giving some degree of adaptation and flexibility to workflow components, culminat-
ing with approaches that harness the benefits of the enriched semantics provided by
ontologies [3, 5, 7]. Besides allowing re-usability, ontologies are conceptual models,
closer to the human conceptual level, which provide structure and semantics unders-
tandable to machines [8, 9]. In this sense, ontologies are ideal for agile model devel-
opment focuses on domain knowledge [10].

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 49-60, 2014.
© Springer International Publishing Switzerland 2014
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Particularly, in [5], OWL (Web Ontology Language) ontologies are used to capture
the semantics of the workflow domain in order to provide inference and guide the
workflow execution engine into the following steps of the workflow.

OWL-S (Semantic Markup for Web Services) [7] is a format that introduces the
semantics of OWL to web service specification and composition (service workflows).
Although it is not a format for workflow definition, services are represented as
processes or workflows of atomic operations with input and output parameters. Thus,
the specification of services shares many similarities with workflow definition speci-
fication languages.

Current workflow definition approaches lack or do not consider the semantics of
the atomic operations performed throughout the workflow. They are usually limited to
the specification of input and output parameters along with some identification of the
type of operation. OWL-S, however, includes domain ontologies (with the inherent
expressivity of Description Logic languages) in web service process definitions. Be-
sides providing benefits in domain workflow extensibility, such semantics would aid
in the interoperability of workflow engines and execution agents.

In this paper, a workflow specification ontology tailored for workflows of human-
machine computations is proposed. The approach absorbs ideas from other workflow
definition languages and retains the benefits of OWL-S.

Workflow definitions according to this approach inherit the benefits of Description
Logic ontologies such as re-usability and extensibility. A focus on domain knowledge
is given through domain concepts, which describe a specific task or work domain.
These concepts can be re-used by multiple workflow definitions.

The ultimate purpose of this architecture is to allow not only the specification of
workflow definitions, but also to include all knowledge and semantics of atomic tasks
(not only the input and output, but also the full description of the operation itself) in
the definition through Description Logics [11]. Furthermore, the reasoning and con-
ceptualization capabilities given by ontologies are exploited in order to establish a
human-machine environment for solving workflows of tasks.

Typical applications of this work include micro-task crowdsourcing [12], which
benefits from the structure and semantics given by ontologies, and Ambient Assisted
Living (AAL) approaches [13], which benefit from the inherent scalability and re-
usability of the proposed solution.

This paper is organized as follows. Section 2 presents the proposed CompFlow
process, which is followed by its formal definition on section 3. Section 4 provides a
use case of CompFlow in the AAL domain. Section 5 concludes this work with some
remarks on future work.

2 The CompFlow Process

The CompFlow is a process for (1) workflow definition, (2) instantiation and (3) execution
(see fig. 1). The workflow definition phase (1) results in a workflow-definition ontology
that extends the CompFlow upper ontology. The workflow-definition ontology represents
a workflow-definition for a specific domain, which can be instantiated multiple times in
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the workflow instantiation phase (2). These instantiations are finally executed during the
workflow execution phase (3). In this paper, a focus is given to the workflow definition
phase. Phases 2 and 3 are considered in the context of an execution engine and are, thus,
left outside the scope of this paper.

In some situations, an abstract workflow-definition may result from the workflow
definition phase (1). These definitions capture only the domain knowledge and cannot
be instantiated. They can, however, be extended by concrete workflow-definitions.

CompFlow
Ontology
(Meta Model)

«extends»

<

2. Workflow
Instantiation

1. Workflow

3. Workflow
Definition

Execution

Workflow Definition
Ontology Workflow
(Model) (Instances)

Fig. 1. The CompFlow workflow definition, instantiation and execution process

The workflow meta-model (see fig. 2) is fixed and defines the constructs required
for workflow-definitions at the model level. In practice, the meta-model is represented
through the CompFlow upper ontology.

A workflow is considered to be a set of tasks ordered according to a set of proce-
dural rules in order to deliver a specific result in a specific domain of application or
knowledge. The model or specification of a workflow is a workflow-definition, which
contains elements called activity-definitions. Activity-definitions have an associated
priority value that can be used to establish an execution order. There are four types of
activity-definitions: task-definitions, event-definitions, gateway-definitions and
workflow-definitions. Analogously, instantiations of a workflow-definition, for dif-
ferent units of work, are called workflows.

Task-definitions model tasks (the full atomic operations and their semantics) in a
specific domain. Tasks (instances of a task-definition), inherently belonging to a
workflow, perform atomic operations over data, which may have an associated (phys-
ical) effect on the state of the world.

Each task is performed by workers which can represent machines and/or humans.
Workers have access to a task through a specific interface. Interface-definitions estab-
lish the different types of interfaces through which a task can be delivered to a worker.
For instance, tasks can be delivered to a worker through a visual interface, sound inter-
face, or simply through a web interface (the common case for crowdsourcing applica-
tions). The inclusion of an interface as an element within the ontology allows the
customization of standard interfaces according to application scenarios. This customiza-
tion enables the creation of mixed or multimodal interfaces, capable of merging and
coordinating multiple interfaces, commonly used on user-centric environments.

Event-definitions specify events that may either (i) trigger the continuation of an
existing workflow or (ii) trigger a new instantiation and execution of a workflow-
definition. Events are received and handled through event interfaces that follow a
publish-subscribe pattern [14].



52 N. Luz et al.

Gateway-definitions establish flow control blocks in the workflow-definition.
While input gateway-definitions establish different behaviors on the input of the ga-
teway, output gateway-definitions establish different behaviors on the output of the
gateway. For instance, regarding input gateways, if a merge input gateway is found
during execution, the engine must simply wait for the first input in order to continue.
Instead, if a sync input gateway is present, the engine must wait for all inputs to ar-
rive. Regarding output gateways, if a decision output gateway is found, the gateway
condition must be evaluated in order to decide which paths must be followed next. If
a parallel output gateway is found, all paths are followed concurrently.

e ) wem
T

3 hasWorkflow =1 hasPriority 3 hasState
NG | |
[ Workflow Activity J
3 hasFirstActivity /Y
3 hasCurrentActivity 3 transitionTo

3 hasActivity

Event ]—D[ Executable ] [ Gateway ]<]7
haslnput -
Vv 3 executedThrough hasOutput’%[ «Domain Concept» ]
[ Task [ DecisionOutputGateway ]7
V 3 executedThrough 3 performedBy
L \L [ ParallelOutputGateway ]7
[ Interface } { Worker }

‘ [ MergelnputGateway ]7

‘ ‘ V 3 executedThrough
Eventinterface ] [ Taskinterface [ SyncinputGateway ]7

Fig. 2. The CompFlow upper ontology (meta-model)

3 CompFlow Formal Definition

A CompFlow structure is a singleton CompFlow = (Z), where Z is the set of enti-
ties pertaining to CompFlow. A CompFlow represents a self-contained unit of
structured information. Elements in a CompFlow are called workflow definition
entities.
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3.1 Workflow-Definition

A CompFlow extension, which represents a workflow-definition, is a 11-tuple
WFD(CompFlow) := (A,W,F,P,AR,ER, TR, C,CIN,COUT, Q) where:

e ALC Z is aset of activity-definitions, where:
— E E A is the set of executable-definitions;
o T E E is the set of task-definitions;
o EV C E is the set of event-definitions;
— G E A is the set of gateway-definitions;
o DOG E G is the set of gateway-definitions corresponding to DecisionOut-
putGateways;
o POG E G is the set of gateway-definitions corresponding to ParallelOutput-
Gateways;
o MIG E G is the set of gateway-definitions corresponding to Mergelnput-
Gateways;
o SIG E G is the set of gateway-definitions corresponding to SyncInputGate-
ways;
— SA E A is the set of activity-definitions that start the workflow-definition;
o ST E T n SA is the set of task-definitions that start the workflow-definition;
o SGEGNSA is the set of gateway-definitions that start the workflow-
definition;
o SEVEEV N SA is the set of event-definitions that start the workflow-
definition;
e WEZAW = MW U HW is a set of worker-definitions (or roles), where:
— MW is the set of machine worker-definitions;
— HW is the set of human worker-definitions;
o FEZAF =EFUTF is a set of interface-definitions, where:
— EF is the set of event interface-definitions;
— TF is the set of task interface-definitions;
e P C (Z, <) is atotally ordered set of priority values;
e AR: A - 24 X P defines, for an activity-definition, (i) the following activity-
definition (transition restriction) and (ii) a priority value, where:
— APR : A - P is an injective function that defines the priority value for each ac-
tivity-definition;
— AAR E A X A is relationship that defines a transition restriction between two
activity-definitions;
e ER:E — F is a function that defines the interface-definition for each executable-
definition;
e TR : T — W is a function that defines the worker-definition (or role) for each task-
definition;
e C C Z is the set of domain concepts that define the input and output of task-
definitions;
e CIN ET X C is arelation that defines the input concept of the task-definition;
e COUT ET X C is arelation that defines the output concept of the task-definition;
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e Q“C g Xa is a subsumption relationship between elements of the same set
a £ Z, which maps to the sub-class-of relationship in Description Logics.

A workflow-definition consists in building a domain-specific workflow-definition
ontology (model) that extends the CompFlow upper ontology (meta-model).

An activity-definition a is called abstract iff it doesn’t belong to any workflow-
definition, i.e., a ¢ SA and Vx € A= a & AAR(a,x) Aa & AAR*(x,a). Other-
wise, it is called concrete.

For concrete workflow-definitions the following rules must be satisfied:

e A priority value must be specified for each activity-definition: Va:a € A = 3p:
p € PAAPR(a) = p;

e An input and output domain concept must be specified for each task-definition:
Vt:te€T=3cl,c2:cl1€CAc2€CA(tcl)€CINA(tc2) e COUT,

e A worker-definition must be specified for each task-definition: Vt : t € T = Jw :
wEWATR(t) =w;

e An interface-definition must be specified for every executable-definition: Ve : e €
E=3f:fe€eFAER(e)=f.

It is assumed that activity-definitions, interface-definitions and worker-definitions are
concept descriptors according to Description Logic languages. This allows the speci-
fication of domain-specific abstract definitions, from which new subsumed definitions
(through the Q¢ relationship) can be created in order to build new workflow-
definition. The CI and CO relations can also be subsumed in order to represent spe-
cific domain relations between domain concepts. For instance, text constitutes the
input and output of a translation task. However the input is referred to, specifically, as
the originalText, and the output as the translatedText.

In this paper, Description Logic knowledge bases and ontologies are considered. A
Description Logic knowledge base contains a TBox (terminological box) and an
ABox (assertion box) [15], where the TBox contains all the concepts and relationships
that define a specific domain (workflow-definition), and the ABox contains the in-
stances or individuals defined according to the elements in the TBox (workflow in-
stantiation).

3.2  Workflow-Definition Instantiation

An instantiation of a workflow consists in creating and preparing an instance of the
workflow definition for future execution.

A CompFlow workflow-definition instantiation is a 10-tuple WFDI(CompFlow)
:= (I, instA, instW, instF, S, X, execThrough, per f By, instC, ®) where:

e | C 7 is a set of instances;

e instA:A - 2" is a function that relates an activity-definition (task-definition,
event-definition or gateway-definition) with a set of instances. Consequently, the
set of all activity instantiations Al is defined as Al = Uyyey instA(x). Instantia-
tions of the sub-sets of A are defined as:
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— instE : E - 2! is a function that relates an executable-definition with a set of
instances. Consequently, the set of all executable instantiations EI is defined as
El = Uyyeg InsStE (x);

o instT : T - 2! is a function that relates a task-definition with a set of in-
stances (tasks). Consequently, the set of all tasks TI is defined as TI =
Uvxer instT (x);

o instEV : EV - 2! is a function that relates an event-definition with a set of
instances (events);

— instG : G —> 2" is a function that relates a gateway-definition with a set of in-
stances (gateways);

— instSA : SA - 2! is a function that relates an activity-definition that starts the
workflow, with a set of activities that start the workflow;

e instW : W — 2! is a function that relates a worker-definition with a set of in-
stances (workers). Consequently, the set of all workers W1 is defined as WI =
Uvxew instW (x);

e instF : F - 2! is a function that relates an interface-definition with a set of in-
stances (interfaces). Consequently, the set of all interfaces FI is defined as
FI = Uyyer instF (x);

e SC ZAS = {notStarted, inProgress, withError,paused, canceled,
finished} is the set of possible states that an activity can have;

e Y :Al - 24 X P xS is a function that defines for every activity (i) the following
activities, (ii) its priority and (iii) its current state, where:

— transitionTo : Al X Al is a relation that defines the following activities for
every activity;

— hasPriority : Al - P defines the priority value for every activity;

— hasState : Al - S defines the current state for every activity;

o execThrough : EI - 2F! is a function that defines, for every executable, the set
of interfaces through which it was dispatched;

e perfBy : TI - 2" is a function that defines, for every task, the set of workers
that participated in its execution;

e instC : C - 2 is a function that relates a domain concepts with a set of instances.
Consequently, the set of all domain instances CI is defined as
Cl = Uyyec instCI(x);

o ®:TI - 2 x 2% is a function that defines for every task (i) the input instances
and (ii) the output instances, where:

— hasInput : TI X CI is a relation that defines the input instances for every task;

— hasOutput : TI X CI is a relation that defines the output instances for every
task.

3.3 Interpretation

An interpretation of a CompFlow workflow-definition is a structure T =
(A%, AT, WE, F*, PE, ST, CF, 17), where:

e A% is the domain set assumed to contain a single workflow;
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o AT: 4227 isan activity-definition interpretation function that maps each activ-
ity-definition (task-definition, event-definition or gateway-definition) to a sub-set
of the domain set. Accordingly, the following functions exist:

— ET: E - 2A7 is an executable-definition interpretation function that maps each
executable-definition to a sub-set of A%;
o TT:T - 2B is a task-definition interpretation function that maps each task-
definition to a sub-set of E¥;
o EVT:EV > 2E* is an event-definition interpretation function that maps
each event-definition to a sub-set of E7;
—GY¥:G- 28 isa gateway-definition interpretation function that maps each ga-
teway-definition to a sub-set of A%

e W¥:W - 22" is a worker-definition interpretation function that maps each
worker-definition to a sub-set of the domain set;

o FY¥:F 5227 is an interface-definition interpretation function that maps each
interface-definition to a sub-set of the domain set;

e PT: P — A% is an instance interpretation function that maps each priority value to
a single element in the domain set;

e ST :5 — A% is an instance interpretation function that maps each state to a single
element in the domain set;

e CT:( > 2% isaninstance interpretation function that maps each domain concept
to a sub-set of the domain set;

e [*:] - A% is an instance interpretation function that maps each instance to a sin-
gle element in the domain set.

An interpretation is a model of CompFlow if it satisfies the general set properties and
instantiation properties. The general set properties are:

e Va,i:a€ANAic€ instA(a) = I*(i) € A¥(a), which implies:
— Ve,i:e € ENi € instE(e) = I*(i) € E¥(e);
o Vt,i:t €T A€ instT(t) = I*(i) € T*(t);
o Vev,i:ev € EV Ai € instEV(ev) = I*(i) € EV(ev);
—Vg,i: g €G A€ instG(g) = I*(i) € G¥(g);
e Vw,i:w€WAIEinstWw) = I*(i) € W¥(w);
e Vf,i:f €FAi€instF(f) = I*(i) € FX(f);
e Vc,i:c€CAIE€instC(c)=I%(i) € C¥ (o).

The instantiation properties define the rules for workflow definition instantiations.

They are:

e Val,a2,i,j:al € Ana2 € AN (al,a2) € AARAI € instA(al) Aj €
instA(a2) = transitionTo(Iz(i),Iz(j));

o Vt,i,j:t€e€TAILEIinstT(t) Ahas]nput(lz(i),lz(j)) >3c:jECACECA
(t,c) € CIN;
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o Vt,i,j:t€TAILEIinstT(t) AhasOutput(I:(i),I:(j)) >3c:jECACECA
(t,c) e COUT;

e Vt,i,j:t E€TAI€E instT(t) Aperfo(Iz(i),Iz(j)) S3IAw:jEWAWEWA
(t,w) € TR,

e Va,i,j:a€ANiE€instA(a) A hasPriority(Iz(i),Pz(j)) >jEPA
APR(a) = J;

e Ve, i,j:e€EAi€instE(e) A execThrough(Iz(i), Iz(j)) =>3f:jEfAfE
FA(e, f)€ER.

4 Applications of CompFlow

The CompFlow upper ontology (as represented in the meta-model layer) establishes
the building blocks for every workflow definition. With it, workflow-definition ontol-
ogies can be built by importing and extending the upper ontology to a specific domain
while fully focusing on its specific logics. By extending tasks, events or interfaces,
domain specific classes with different purposes can be created.

CompFlow can be applied to a variety of domains with several use case scenarios
(e.g., human-machine computation scenarios and business workflows). In the scope of
this work, a proof of concept will be presented regarding AAL. AAL scenarios nor-
mally incorporate a wide number of passive and active interaction modalities, such as
sensors or actuators, touch, gestures or speech interfaces, or even location-tracking or
fall-detection services [13, 16]. Given the highly dynamic nature of AAL environ-
ments, CompFlow provides the flexibility required to incorporate and maintain the
cooperation of all the necessary components.

4.1 Scenario

For the purpose of a demonstration, imagine a scenario in which researchers want to
assess the relevance of a help option within a certain application. For that, they estab-
lish the need to ask a simple question whenever the user interacts with the help op-
tion, thus building the workflow in fig. 3.

a) answer timeout < 3x

Feedback Question
«Task»

Fig. 3. AAL workflow for assessing the relevance of a help option in an application

Feedback
Decision
«Gateway»,

Additional Feedback
Question
b) unhelpful «Task»

Help Event
«Trigger Event»

¢) helpful (otherwise)
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Given the AAL paradigm, and to introduce some level of redundancy, interaction
can be made via multiple interfaces such as speech and graphical interfaces. Further-
more, it is envisaged that similar additional workflows (placing questions to users)
will be required as the AAL environment evolves.

4.2  Workflow-Definition

CompFlow allows a straightforward implementation of this scenario through ontologies. It
establishes the building blocks for creating semantically enriched workflow-definitions,
while leaving the specificities of the domain entirely up to the developer. A CompFlow
execution engine is then used to instantiate and execute any concrete workflow-definition.

Fig. 4 shows the implementation of the help option AAL scenario using CompFlow.
The abstract workflow-definition establishes all domain constructs required to place
questions to users. At this level, and upon the initialization of the execution engine, the
code blocks that handle and know the domain must be associated with each task-
definition. Analogously, each interface-definition has an associated code block that
handles the specificities of the interface. This not only allows the execution engine to
scale through the inclusion of interface components, but also the re-usability of domain
specific task-definitions that may be included in different concrete workflow-
definitions. Furthermore, it is possible to define composite interface-definitions, which
allow multimodal interaction through the aggregation of multiple interface-definitions.
This, in turn, makes it possible to achieve concurrency, redundancy and cooperation
between multiple interface components.

[ CompFlow Upper Ontology ]

}
hasAnswer

hasQuestion
«haslinput» «hasOutput»  hasPossibleAnswer

Graphical Interface

executethrough Multiple-Choice

Question Task

Question Task
Speech Interface

Abstract Workflow-Definition Ontology &N/

a) answer timeout < 3x:

Feedback
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(Gateway)y

Additional Feedback
Question
«Task»

Feedback Question
«Task»

Help Event b) unhelpful

«Trigger Event»

c) helpful (otherwise)

Concrete Workflow-Definition Ontology

Fig. 4. CompFlow workflow-definitions for the help option AAL scenario
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The execution flow starts by making the execution engine wait for a specified event.
Since it is a trigger event, each manifestation of the event will result in a new instantia-
tion of the concrete workflow-definition. The event reaches the execution engine
through its associated interface, typically following a publish-subscribe pattern.

After the event is processed, a Feedback Question Task is triggered. At this stage, the
task is delivered to workers (of the specified role or worker-definition) using one of two
strategies: (i) the slave strategy or (ii) the agent strategy. If the engine follows the slave
strategy (i), a worker is automatically selected from the set of available workers. Other-
wise, if the engine follows the agent strategy (ii), the task must be delivered to all avail-
able workers, which in turn will decide if they want to participate in the task.

When an answer to the Feedback Question Task is received, the workflow contin-
ues onto the Feedback Decision Gateway. The Feedback Decision Gateway is a Deci-
sionOutputGateway, meaning that each output path will only be followed if a specific
condition is met. The logics that decide this are introduced in an associated code
block that evaluates the answer from the previous task. Depending on the answer, the
workflow may end, or the Additional Feedback Question may be triggered. The later
results in a process very similar to that of the Feedback Question Task, although it
refers to a free text question instead of a multiple-choice question.

5 Conclusions and Future Work

The CompFlow process and upper ontology represents an approach to workflow-
definition, instantiation and execution that exploits the benefits of Description Logic
ontologies and technologies. Its nature allows the straightforward definition of seman-
tically enriched workflows that are scalable and re-usable. The benefits of the
CompFlow are relevant to multiple application domains and scenarios such as human-
machine computation in general and AAL, in particular.

A formal definition of the meta-model (upper ontology) is given, which can be fol-
lowed for the implementation of CompFlow compatible workflow execution engines.
The structure and semantics provided by the ontology definitions allow these execution
engines to deliver tasks to both human and machine workers able to understand the
domain of knowledge. An early implementation of the CompFlow execution engine
proves the applicability of CompFlow in AAL environments through the given scenario.

Given the minimalistic structure of the CompFlow upper ontology, new features
will be added in the near future, which can be either considered as an application of
CompFlow or, if generic enough, be assimilated into the proposed upper ontology and
process. In the particular case of the later, a more thorough definition of gateway and
task is envisaged in order to avoid the requirement of code blocks in gateway-
definitions and task-definitions.
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to QoS Provisioning Transmission
in Cognitive Radio Networks
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Abstract. In this paper, we introduce a new fuzzy reinforcement learn-
ing method to quality of service (QoS) provisioning cognitive transmis-
sion in cognitive radio networks. The cognitive transmissions under QoS
constraints are treated here as the data sending at two different average
power levels depending on the activity of the primary (licensed) users,
which is determined by the secondary (unlicensed) users. For this trans-
mission, the model is defined a state-transition model. The maximum
throughput under these statistical QoS constraints is determined by us-
ing fuzzy QoS reinforcement learning techniques. The performance effec-
tiveness of the proposed method is obtained in situations and comparison
with the numerical method based on the effective capacity of the cogni-
tive radio channel under various QoS constraints. It is shown that the
hybrid AI method used outperforms comparable results obtained by the
classical numerical method, including various situations with different
QoS limitations.

1 Introduction

Hybrid artificial intelligence systems are defined as any combination of intelli-
gent technologies (e.g. neuro-fuzzy approaches, evolutionary optimised networks,
etc.), but particularly those that prove to have an obvious advantage in their
performance. Therefore, hybrid artificial intelligence systems have been used in
various application domains such as medical diagnoses from data images [14],
industrial and environmental applications [5], strategic human resource manage-
ment in high-technology companies [11], etc. Hybrid artificial intelligence can
then be considered as the ability to act appropriately in an uncertain environ-
ment using artificial intelligence techniques such as learning, reasoning, adapta-
tion, etc.

Cognitive radio (CR) [10], [7] deals with intelligent assignment and the use
of the radio spectrum and cognitive networking [2], which deals with the intel-
ligent routing of information through a network, and are new research fields for
hybrid artificial intelligence applications. A cognitive radio network is defined
by Thomas [13] as a computer network with a cognitive process that can detect
current network conditions, learn from previous and current network environ-
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Cognitive Radio Base
Station/Core Station

Primary User Station

ﬁ Primary User el
Secondary User
Base Station
Secondary User

Fig. 1. An example of downlink/uplink cognitive radio

ments, and improve its network parameters. It can provide a better wireless net-
work service by improving its network parameters through this cognitive process.

The resource allocation problem in downlink (Cognitive Radio Base Sta-
tion/Core Station, CRBS/CS, to secondary users transmission) and uplink (se-
condary users to CRBS/CS) is depicted in Fig. 1. As shown in Fig. 1,
the cognitive radio network coexists with the primary (licensed) system in the
same geographical location. The cognitive radio network is able to opportunis-
tically access the available unused spectrum bands without causing interference
to the primary users. There is no synchronization between the primary system
and cognitive radio network.

Providing quality of service (QoS) guarantees over cognitive radio channels
has not been sufficiently studied yet. Multimedia services such as video and
audio transmission require bounded delays or guaranteed bandwidth. A hard
delay bound guarantee is infeasible due to the impact of the time varying fad-
ing cognitive channels. For example, over the Rayleigh fading channel, the only
lower-bound of the system bandwidth that can be deterministically guaranteed
is a bandwidth of zero.

Thus, we use an alternative solution by providing the statistical QoS con-
straints that guarantee a delay-bound with a small violation probability. More-
over, in cognitive radio channels in which access to the channel can be inter-
mittent, or transmission occurs at lower power levels depending on the activity
of the primary users (PUs). Furthermore, cognitive radios can suffer from er-
rors in channel sensing as false alarms. Hence, the performance of cognitive
radio systems under QoS constraints can be studied as a form of delay or buffer
constraints.
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It is our opinion that the QoS provisioning problem raising in cognitive radio
networks can be properly solved using techniques based on artificial intelligence
methods. In particular, we propose the application of fuzzy reinforcement learn-
ing methods to implement the decision making process in situations where inputs
are generally uncertain, imprecise or qualitatively interpreted. As a result, in this
paper, we propose a distributed algorithm that can be implemented in each of
the secondary user stations. It allows the implementation of the QoS provision-
ing transmissions for each of the secondary users with low complexity from both
hardware and software perspectives. Moreover, the proposed solutions can be
used in many real-time applications such as mobile TV, TV distribution (e.g.
Video on Demand over DTT), TV White Spaces, etc.

The main goal of this paper is as follows. We propose a novel fuzzy reinforce-
ment learning for QoS provisioning transmission in cognitive radio networks.
The suggested method includes the traditional fuzzy logic system with the de-
termined membership function, as well as the reinforcement learning algorithm.
Using simulation experiments, we have found the highest probability for QoS
provisioning transmission to secondary users (SUs) for defined parameters of
the CR network.

The remainder of the paper is organised as follows. Section 2 describes the
system model. Section 3 gives an overview of the fuzzy reinforcement learn-
ing method applied to the QoS provisioning system in CR networks. Section
4 outlines the results of simulation experiment. In Section 5, we present the
conclusion.

2 System Model

In this section, we present the model for QoS provisioning transmission in cog-
nitive radio networks. We also formulate the radio channel model and provide
the effective capacity term of the cognitive radio channel.

Consider a cognitive radio network with the secondary users and free radio
channels available for use by multiple secondary users. Each channel can be used
simultaneously by multiple secondary users. Moreover, a single secondary user
can use several channels at the same time to achieve their requirements.

2.1 Cognitive Channel Model

Cognitive radio channel model allows the sending of information by a secondary
transmitter to a secondary user, possibly in the presence of primary users. The
cognitive radio channel will be tested by secondary users. If the secondary trans-
mitter selects its transmission when the channel is busy, the average power is
P1 and the rate is ;. When the channel is idle, the average power is P2 and
the rate is ro. We assume that P; = 0 denotes the stoppage of the secondary
transmission in the presence of an active primary user. Both transmission rates,
r1 and ro, can be fixed or time-variant depending on whether the transmitter
has channel side information or not. In general, we assume that P; < Ps. In the
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Fig. 2. State transition model for the cognitive radio channel

above model, the discrete-time channel input-output relation in the absence in
the channel of the primary users is given by

y(i) = h(i)z(i) +n(i), i=1,2,... (1)

where h(i) is the channel coefficient, ¢ is the symbol duration. If primary
users are present in the channel, the discrete-time channel input-output relation
is given by

y(i) = h(i)z(i) + sp(i) + n(i), i=1,2,... 2)

where s,(7) represents the sum of the active primary users’ faded signals
arriving at the secondary receiver n(i) is the additive thermal noise at the receiver
and is zero-mean, circularly symmetric, complex Gaussian random variable with
variance E{|n(i)|?} = o2 for all i.

We assume that the receiver knows the instantaneous lambda values {h(3)},
while the transmitter has no such knowledge. We construct a state-transition
model for cognitive transmission by considering the cases in which the fixed
transmission rates are lesser or greater than the instantaneous channel capacity
values. In particular, the ON state is achieved if the fixed rate is smaller than
the instantaneous channel capacity. Otherwise, the OFF state occurs.

We assume that the maximum throughput can be obtained in the state-
throughput model [1], which is given in Fig. 2. Four possible scenarios are asso-
ciated with the model, namely:

1) channel is busy, detected as busy (correct detection),
2) channel is busy, detected as idle (miss-detection),
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3) channel is idle, detected as busy (false alarm),
4) channel is idle, detected as idle (correct detection).

If the channel is detected as busy, the secondary transmitter sends with power
P;. Otherwise, it transmits with a larger power, Ps. In the above four scenarios,
we have the instantaneous channel capacity, namely

Cy = Blogy(1+ SNRy - 2(i)) channel is busy, detected as busy (3)
Cy = Blogy(1+ SNRy - 2(i)) channel is busy, detected as idle (4)
C3 = Blogy(1+ SNR3 - 2(i)) channal is idle, detected as busy (5)

Cy = Blogy(1+ SNRy - z(i)) channel is idle, detected as idle (6)

where B is the bandwidth available in the system, z(i) = [h()]?, SNR; for i =
1,...,4 denotes the average signal-to-noise ratio (SNR) values in each possible
scenario.

The cognitive transmission is associated with the ON state in scenarios 1
and 3, when the fixed rates are below the instantaneous capacity values (r; <
Cy or ry < C3). Otherwise, reliable communication is not obtained when the
transmission is in the OFF state in scenarios 2 and 4. Thus, the fixed rates
above are the instantaneous capacity values (r; > Cy or ro > C2). The above
channel model has 8 states and is depicted in Fig. 2. In states 1, 3, 5 and 7, the
transmission is in the ON state and is successfully realised. In the states 2, 4, 6
and 8 the transmission is in the OFF state and fails.

2.2 Effective Capacity

The statistical QoS constraints in cognitive radio networks can be identified
through effective capacity. Effective capacity was introduced by Wu and Negi
[16] as the maximum constant arrival rate that a given time-varying service
process can support while meeting the QoS requirements.

We assume that the maximum throughput can be obtained in the state-
transition model [1]. The effective capacity is expressed by:

1
-

where R is the independent identical distributed (i.i.d.) service process and
Ely] is taking expectation over y. Specifically, if § > —loge/ D44, then:

Ec(0) log(E[e™"1)) (7)

sup Pr{D(t) > Dmas} < € (8)
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where Diy,q, is the maximum tolerable delay of the traffic rate and D(t) is the
delay at time ¢. The Eq. (8) indicating that the probability that the traffic rate
delay exceeds the maximum tolerable delay is below e.

By using effective capacity Tang and Zhang [12] have determined that the opti-
mal power and rate adaptation techniques that maximise the system throughput
under QoS constraints. The effective capacity and resource allocation strategies
for Markov wireless channel models were studied by Liu et al. [9]. In this study,
the continuous Gilbert-Elliot channel model with ON and OFF states was used.
The energy efficiency under QoS constraints was analysed by Gursoy et al. [6] in
low power and wideband regions. Unfortunately, none of the above-mentioned
papers have been not considered in the application of artificial intelligence sys-
tems to solve the formulated problem.

3 Fuzzy Reinforcement Learning Methods for QoS
Provisioning Transmission in the Cognitive Radio
Network

We assume that each secondary user possesses three sensors: one to detect the
required SNR, the second to detect the primary user transmission and the third
to define channel quality. For a two-dimensional environment, all of this infor-
mation obtained by the j-th secondary user is given by Fig. 3.

The current SNR is defined by the membership function plotted in the Fig.
3(a) and 3(b). Fig. 3(c) and 3(d) show the membership function associated with
the required SNR. The levels of acceptance of transmission realized by primary
users are defined by the membership functions presented in Fig. 3(e) and Fig.
3(f). Fig. 3(g) and 3(h) show the membership function associated with channel
transmission rate defined by the current value of r.

A membership value defining the fuzzy state of the j-th SU with reference
to the k-th transmission channel in respect current SNR for a two-dimensional
environment is given by:

uglte(current SNR®) = Mg;j)(current SNR(k)) -u(yj)(current SNR®) (9)

A membership function defining the fuzzy state of thhe j-th SU with reference
to the k-th transmission channel in respect of the required SNR for a two-
dimensional environment is as follows:

ug()lte (required SNR®) = 1) (required SNR®) . ,uz(lj) (required SNR®))
(10)
A membership function defining the fuzzy state of the j-th SU defining its
acceptance level of transmission realized by the I-th PU for a two-dimensional
environment is as follows:

pglte (PU acceptance®) = ) (PU acceptanceV) ~péj) (PU acceptance®)

(11)
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Fig. 3. Fuzzy sets for two-dimensional environment defining membership functions
of current SNR (a, b), required SNR (c, d) with reference to the studied channel,
PU acceptance (e, f) with respect to the nearest PU; transmission rate with reference
to the studied channel

Similarly, the current transmission rate of j-th SU with reference to the k-th
channel which also defines the fuzzy state for a two-dimensional environment is
computed as:

ug()lte(tmns. rate™ = O (trans. rate®) ~,u3(lj) (trans. rate®) (12)

The system model is described by the multidimensional membership function,
which can be treated as a multidimensional hypercube. The fuzzy state for the
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j-th SU can be defined by the fuzzy pair (s,,ay) for the n-th fuzzy variable,
where s and a are the state and action respectively. Using the aggregation of the
fuzzy state, we can achieve:

QUi (5,0) + QU ye(s,a) + Z o p) e (50, an) (13)

n=1

where N is the total number of fuzzy variables.
For the four exemplary fuzzy variables we have the Q-function for j-th SU,
namely

Qg];)a,te Qg]t)a,te( )

+ Z ag)ug]t,)m current SNRW®)) 4 Ol;(f)ﬂgn)zte (required SNR™))

K
Z j)uglt)ate PU acceptanceV) + Za,&j)uggte(trans. rate™) (14)
-1 k=1

where a(] ) is the learning rate for SU j with respect to n-th fuzzy variable,
K is the total number of channels for j-th SU, L is the total number of PUs.

Let the radio transmitting range of the SU be equal to R. Thus, we can again
define the Q-function value as follows:

| 0 it j ¢ {J)
QU (sei1,ari1) — { QUL (s, a0) + ag]t?lte(sta a;) if j € {Jo<r<osr}
Q§12m<st,at> +BDQU) (st a0) i j € {JosRer<r)

(15)

where {J} is the set of SUs and PUs in the range of the PU observation with

the radius equal to R, {Jo<r<o.5.=r} and {Jo.s.r<r<r} are the sets of SUs and

PUs in the range of the SU observation with the radius equal to 0 < 7 < 0.5-R
and 0.5- R < 7 < R, respectively. U) are learning rate factors.

The state space in reinforcement learning can be treated as a stochastic prob-
lem. In the standard approach, we can generalise the Q-value across states using
the function approximation Q(s, a, f) for approximating Q(s,a), where f is the
set of all learned fuzzy logic mechanisms [3], [4]. To handle all the information,
we can use the data mining approach.

Fig. 4 presents the system architecture used for the data mining process of
a single SU station in the CR network. The data mining process referring to a
single SU is given by the following procedure:

Procedure 1

1) The SU by use its sensors fixes the current values of all the membership
functions. Further, it defines the actual value of state-action pair.
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Fig. 4. A block diagram for an agent system architecture in case of data mining

2) The SU computes the learning rate «, which for the j-th SU is given as
follows:

Q) — 1
Zf:le /J‘g?gte
where N is the total number of fuzzy variables. Above equation shows that by
increase of the number of fuzzy variables the learning rate becomes smaller.
3) The SU computes the Q-function for each fuzzy parameter. We applied the
selection procedure based on Kéczy-Hirot method presented a.o. by Joé [8]. This

method computes a conclusion as a weighted sum of vague consequent values
bn, which is given by

(16)

H .
. Zh:l W, * szt(yO’ bh)
- H
Zh:l Wh

where wy, is the weight inverse proportional to the vague distance of the
observation x from action a. For the h-th rule the weight is defined as

- 1
 dist(z,a)
5) After the choice of the action by the SU the reward function r(s¢, at) is

computed. Further, it upgrades the AQ; and computes Q:(st, at).
6) The computation goes to step 1.

C(by) (17)

W (18)

The function Q is computed by the Q-learning algorithm; this algorithm was
presented by Watkins and Watkins and Dayan [15]. We recall that the Q-function
is given by:

Qi(se,ar) = (1 — a)Q(st, ar) + a(ry + v max Q:(st,at)) (19)
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where A is the set of all the possible actions, & (0 < a < 1) and v (0 <y < 1)
denote the learning rate and the discount parameter, Q¢(s},a;) is the value of
the @ function after the execution of action a}. Fig. 5 shows the raw form of the

initialization t = 0, rp = (s¢, a) = 0;
begin
forVs; € Sanda; € A do
t:=t+1; access the current state s;
at < choose action(st, Qt);
perform action ag;
compute: 1¢(St, at), St41;
AQ¢ = (¢ + ymaxa, (Q¢(st+1,at)) — Qe(se, ar);
Qi(st,ar) < (1= )Qu(se, ar) + 2 AQy;
end;

Fig.5. Q-learning algorithm estimates new state obtained by performing the chosen
action at each time step

Q-learning algorithm. It can be seen that the Q-learning algorithm is an incre-
mental reinforcement learning method. The choice of the action does not show
how to obtain it. Therefore, the Q-learning algorithm can use other strategies
that it learns, irrespective of the assumed strategy. This means that it does not
need actions that would maximise the reward function.

4  Simulation Results

In this section, we highlight the performance of the learning framework presented
in the previous sections.

We simulated the cognitive framework as an extension of wireless LANs with
cognitive radio capability. We used an arrangement of 12 secondary transmitters
and receivers randomly distributed on a quadrat equal to 200 m x 200 m. The
maximum power of each of the secondary users is equal to 20 dBm. A primary
unity with a maximum power equal to 30 dBm is located at the central point of
the simulated area.

In this illustrative simulation, we assume that the highlight of the impact
on the multimedia quality of all six pairs of secondary transmitters stream the
multimedia data to their receivers. The primary user randomly disturbs their
transmission.

For each pair of secondary users, we simulated 3000 samples of Rayleigh faded
received signals. Analogously, for the primary user, we generated 3000 randomly
distributed Rayleigh faded signal samples.

For the decision system, 12 rules with various heights have been used. For
rules considering the required SNR values, we have a weight equal to 3. All four
rules associated with the primary user have weights equal to 2. The weights
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Fig. 6. Effective capacity as a function of the detection threshold value for the sec-
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Fig. 7. Effective capacity versus QoS exponent 6 for the secondary users

considering the current value of SNR have a value equal to 1. We assume that
the radio transmitting range for secondary users is equal to 50 m. The channel
bandwidth is equal to 100 kHz. The QoS exponent is equal to 0.001. The average
SNR values when the channels are correctly detected are SNR; = 0 dBm and
SNR4 = 1 dBm for busy and idle channels respectively.

The results obtained by the simulation have been compared with the com-
putational results achieved using the effective capacity method applied to the
streaming multimedia data. Fig. 6 shows the effective capacity as a function of
the detection threshold value A. As we see in Fig. 6 the effective capacity is
increasing with increasing the detection threshold value A.
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Fig. 7 plots the effective capacity as a function of the QoS exponent obtained
for both classes of the secondary users under the assumption that the probability
of false alarm is equal to 0 and the probability of detection is equal to 1.

5 Conclusion

In this paper, we presented a method for fuzzy reinforcement learning in QoS
provisioning transmission in cognitive radio networks. We have also proposed a
new algorithm for the fuzzy reinforcement learning algorithm that can be used
by secondary users in CR networks. By using the proposed method, CR networks
can offer great potential for all multimedia applications. The effectiveness of our
technique is demonstrated in the simulation study. It was shown that presented
solution provides better results than the traditional approach to QoS provi-
sioning transmission in CR networks. Moreover, the proposed method could be
viewed as a starting point in the design of other techniques such as neuro-fuzzy
or type-2 fuzzy logic controllers.
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Abstract. The discovery of characteristic time series patterns is of fun-
damental importance in financial applications. Repetitive structures and
common type of segments can provide very useful information of pat-
terns in financial time series. In this paper, we introduce a time series
segmentation and characterisation methodology combining a maximal
likelihood optimisation procedure and a clustering technique to auto-
matically segment common patterns from financial time series and ad-
dress the problem of stock market prices trends. To do so, the obtained
segments are transformed into a five-dimensional space composed of five
typical statistical measures in order to group them according to their sta-
tistical properties. The experimental results show that it is possible to
exploit the behaviour of the stock market Ibex-35 Spanish index (closing
prices) to detect homogeneous segments of the time series.

Keywords: Clustering, Ibex-35 index, segmentation, stock market, time
series.

1 Introduction

Time series are an important type of temporal data objects that are collected
chronologically. Time series analysis is a challenging topic in the machine learn-
ing community because of the intrinsic characteristics of these data (e.g. the
natural temporal ordering of the data or the potential random fluctuations of
the underlying dynamics of the time series), which hampers their analysis. In
this context, the term time series data mining [1] refers to a wide range of tech-
niques which are used with the purpose of exploratory analysis, prediction and
forecasting, hidden pattern discovery, segmentation or visualisation, among oth-
ers. This paper is framed in the context of time series segmentation and pattern
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© Springer International Publishing Switzerland 2014
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discovery. More specifically, the problem of segmenting a financial time series in
order to group the resultant segments into similar clusters is considered.

Based on the work of Cheong et al. [2], this paper introduces the concept of
maximal likelihood ratio (denoted as max-LR) for time series segmentation. This
likelihood ratio can be used for dividing the time series considered (or part of
it) until a predefined threshold is reached. As opposed to the original proposal,
we also consider the problem of characterising the segments obtained from the
previous segmentation step. To do so, firstly, five common statistical measures
are computed for each segment and a clustering technique is used thereafter
with the purpose of assigning a class label to each segment and automatically
cluster common patterns within the framework of financial time series. As said,
this two-fold technique is used for discovering stock market prices trends (see
[3], which attempts in a similar way to detect macroeconomic phases based on
the Dow Jones Industrial Average).

Concerning the analysis of stock prices, there are two main schools of thought,
two different methods of answering to the questions of what and when to buy or
sell that can be found in the financial literature: fundamental and technical anal-
ysis. Recently, a third approach, known as cyclical, has made rapid progress and
promises to contribute a great deal to our understanding of economic trends. In
this work, we move between the cyclical and the technical analysis' approaches
as our analysis is based on charts and figures but we also search for charac-
teristic cycles in a long time series. More specifically, the characteristics of the
resultant segments from the segmentation algorithm (when considering the time
period 1992-2013) are investigated following the analysis of the behaviour of
'bear’, ’bull’ and ’sluggish’ markets, as defined by Pagan and Sossounov [5].
From this analysis, several patterns are identified as time periods? of a gener-
alised upward trend (positive returns), periods of a generalised downward trend
(negative returns) and accumulative/distribution phases, respectively, based on
technical analysis. On both bases, we concentrate on aspects of the stock mar-
ket behaviour by relating the resultant segments to several well-known financial
patterns.

The research conducted in this paper corresponds to the first step of a two-
phase time series study. As said, this paper focuses on the identification of char-
acteristic temporal patterns associated to stock market time series (the Spanish
Ibex-35). The second future step would correspond to event prediction or fore-
casting using the temporal patterns identified in the previous phase (as opposed
to common prediction strategies in time series).

The rest of the paper is organized as follows. Section 2 presents a little state of
the art about segmentation, while Section 3 presents and discusses the clustering

! Technical analysis is the science of recording, usually in graphic form, the actual
history of trading (price changes, volume of transactions, etc.) in a certain stock and
then deducing from that pictured history the probable future trend [4].

2 Trend analysis studies also include the well-known Elliott Wave Principle, Dow The-
ory and related vocabulary as primary trend.
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segmentation. In Section 4, some results are presented and analysed. The last
section depicts the conclusions and future lines of research.

2 Overview of the Segmentation Problem

In general, time series segmentation consists of two interdependent steps: de-
tecting nonstationarity and localising important or characteristic events in the
time series. Most of the segmentation techniques can be subdivided into methods
based on one distribution and methods based on two distributions.

The one-distribution or one-model method bases the segmentation on the pres-
ence of significant deviations of the residuals from its assumed behaviour (which
is given by the selected distribution), i.e., these methods analyse whether the
time series values follow the predefined distribution (where the choice of this
function is an important step of these techniques). Typical one-model segmenta-
tion algorithms includes the online versions of CUSUM (Cumulative Sum) and
GLR (Generalized Likelihood Ratio) tests [6], the sliding windows Algorithm,
and its extension, the Sliding-Windows-And-Bottom-up (SWAB) algorithm [7].

In contrast, the two-distribution approach assumes that there exist a cut point
in the time series where the distributions of the time values before and after this
cut point differ. This kind of segmentation methods bases the segmentation on
some convenient measures of differences between two distributions, which we de-
note as the reference distribution (hypothetical distribution before the cut point)
and test distribution (the distribution after the cut point). Two main questions
underlying the two-distribution segmentation arise: firstly, as in the case of one-
distribution methods, how to identify the reference and test distributions; and
secondly, how to measure the differences between the two distributions. Several
statistics have been suggested to measure this difference such as the maximal
generalised likelihood ratio (max-GLR) [2,8], the Chernoff’s distance [9] or the
maximal Vald statistic (max-W) [10]. The methodology used in this paper can
be framed under the category of two-distributions methods (the assumed distri-
bution is the Normal and it makes uses of the maximal likelihood ratio in order
to measure the previously mentioned difference).

On the other hand, other time series segmentation works consider the discreti-
sation of continuous time series (or segments) into meaningful labels/symbols
[11,12] (an approach known as the “numeric-to-symbolic” conversion). This is
usually done by considering the mean of each segment, but other statistical
properties can be considered as well (such as the ones considered in this paper,
where each segment is characterised using a clustering analysis process). This is
a useful approach (which is used after segmenting the time series) when trying
to detect similar patterns in the time series or for a prediction phase.

3 Time Series Segmentation and Clustering

The problem of time-series segmentation considered is the following: Given a
time series X = {x; | i = 1,..., N}, partition the set of values z; into m consec-
utive subsets/segments within which the behaviour of x; is homogeneous. The
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segmentation algorithm should provide a partition of the time index set into sub-
sets: S1 = {x1,..., 2, },S2 = {&4,, .., Tty byo oy S = {1, _,s--., TN}, Where
t’s are the cut points and are subscripted in ascending order (t; < to < t;,—1).
Each subset S;,1 = 1,...,m is a segment. The integer m and the cut points
ti,i=1,...,m— 1, have to be determined automatically by the algorithm. Fur-
thermore, in the approach considered in this paper, the segments are grouped
into k different classes (k < m), where k is a parameter defined by the user,
in such a way that each S; segment will be associated to a class label: (S1,Cy),
(S2,C2), .-+, (Sm,Cm), where C;,1 = 1,...,m, is the class label of the I-th seg-
ment. The class label of each segment C; has k possible values.

3.1 Likelihood-Based Segmentation

To find the m — 1 unknown cut points ¢; (separating segment [ and [+ 1, where m
is the number of segments) a recursive segmentation scheme could be considered
as done in previous works [2,13,14]. This method is based on the likelihood-
ratio test under an i.i.d. Gaussian distribution (assuming that each segment is
sampled from a Gaussian distribution with different mean and variance) and a
joint distribution consisting of two different Gaussian models for the complete
time series.

Suppose a segment s, with a number of elements ng (where sy = (x4, ..., 2, )
and s = 1,...,m) following a Gaussian distribution with parameters p; and o2.
Then, let us denote a potential cut point for the observations s, as u, in such a
way that the observations on the left hand side are assumed to be sampled from
a Normal distribution N(usr,,02;) and the ones on the right hand side from a
Normal distribution N (psr, 025) with different parameters. In this case, we define
the likelihood-ratio between L; and Ls(u) to contrast the null hypothesis that the
ns observations are sampled from the same Normal distribution (the alternative
hypothesis being that the ns observations are associated with two independent
Normal distributions). L1 and Lo (u) can be defined as:

tiy1 ti+u tiy1
Ly =[] f@ispe,02) and Lo(u) = [ f@ispsr, o) [[ f@isper o2g)
1=t i=t; 1=t +u+1

The logarithmic likelihood-ratio between L; and Lo(u) (i.e., log L(u)) can be
defined in the form:

2(u)

L
log L(u) = log I
1

=log La(u) —log Ly =

ti+u tiy1 tiy1

= Zf(xi;ﬂsLaggL)Jr Z f(xi;,uzsR,UgR)*Zf(fi;ﬂs,ag),

1=t i=t;+u+1 i=t;
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where for the Normal distributions hypothesis it holds that:
log L(u) = nglogos — ulogosy, — (ns — u)logogsg,

where o, 057, and o are approximated as the maximum likelihood estimators,
based on a sufficiently large value of ny, u and (ns — u) (in order to warranty
that these estimators have good properties, such as consistency, efficiency and
asymptotic normality). For this reason, the minimum size of the segments will
be analysed in the experimental study (this parameter will be denoted as z in
the subsequent paragraphs).

To find the optimal cut point u for a segment s, the logarithmic likelihood-
ratio between Ly and La(u) that has been defined previously can be used as an
indicator to separate the observations into two segments. More specifically, an
adequate way to separate the observations is to choose u so that log L(u) takes
the maximum value. In other words, an adequate segmentation should be done
at u* = argmax, (log L(u)).

Note that, a predefined threshold p can be selected in order to restrict the
divisions to be done. That is, if max(log L(u)) is less than p, then the segment is
not divided. This is used as the stopping condition for the recursive segmentation
procedure. As the asymptotic distribution of 2log L(u) is a x3 distributed with
two degrees of freedom, then we can select p = —2log(1l — «), where « is the
level of significance. Then, the decision rule to divide a segment s; is:

IF log L(u*) > —2log(1 — «)

THEN the initial segment s; must be split at u*. Continue to divide the
resultant left subsegment ss;, provided that u > 2z and/or the resultant right
subsegment s;pg if (ns —u) > 2z.

ELSE Stop the division procedure.

The defined segmentation procedure is a Top-Down technique, since the time
series is recursively partitioned until the stopping criterion is met. Other ap-
proaches in the literature are the Bottom-Up and the Sliding Windows [7].

For the sake of understanding, the main steps of the proposed algorithm are
summarized in Fig. 1. Note that, once that the segmentation step is finished,
the next steps (which are defined in the next subsections) are the mapping to a
five-dimensionality space and the clustering process.

Input: Time series, k, z, «
Output: Time series segments and labels.

1. Divide the time series according to the likelihood-based decision rule previously
defined (recursive process).

2. Map the segments to a five-dimensional space via a predefined set of statistical
functions.

3. Apply the k-means clustering algorithm.

Fig. 1. Pseudocode for the proposed methodology
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3.2 Segment Characteristics for Clustering

As said, each segment provided by the segmentation algorithm is converted into a
five-dimensional space by the computation of five statistical metrics. The metrics
selected for the analysis are the following:

— Variance: it is a measure of variability of the values in the segment:

try1

1
2= 3 (@i

s i=t;

— Skewness: it represents the asymmetry of the segment values distribution:
1 tit1

_ ng 1=t (‘/I;Z - /’[’8)3
Yis = S::’

— Kurtosis: it measures the degree of concentration that the values present
around the mean: _—
N iz—tll (xl - N“S)4

Y2s = 54 - 3

— Slope of a linear regression over the points of the segment: A linear model is
constructed for every segment trying to obtain the best linear approximation
for the points. It is a measure of the general tendency of the segment:

a1,
_ nl i (i = te) (@i — ps)

BS Sg I

i+t
where ¢, = 1+

— Autocorrelation coefficient: it measures the degree of correlation between
the current values of the time-series and the values of the time-series in the
previous time stamp:

S (2 — ) (i1 — fus)
AC, = ! 53

3.3 Clustering Phase

In this step of the methodology, the segments (which are represented as patterns
in the five-dimensional space) are grouped according to their similarity (consid-
ering their statistical properties) via a clustering algorithm. For the sake of sim-
plicity, the well-known k-means algorithm is selected for this purpose [15]. Note
that, before the clustering, the metrics have been normalised given the distance-
based nature of the k-means clustering. In order to minimise the randomness
of the results in the experiments (due to different centroids initialisations), we
performed a deterministic process to select these values based on the metrics
variability (similar to the one in [16]).
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4 Experimental Results and Discussion

The experiments performed and the results obtained are analysed in this section.

4.1 Spanish Stock Market Index Dataset

As said, we analysed one of the official indexes of the Madrid Stock Market: the
Ibex-35, an index composed of the 35 most liquid values listed in the Computer
Assisted Trading System. For our study we considered the daily closing prices
of the Spanish Ibex-35 stock index from 15 January 1992 to 29 October 2013,
presenting thus a total of 5504 observations. The complete time series used in
the experiments can be seen in Fig. 2a where the most relevant financial phases
have been included.

4.2 Clustering Evaluation Metrics

To evaluate the segmentation (and the different parameters of the segmentation
algorithm) several metrics [15] have been selected to measure the compactness
of the clusters:

— The Davies-Bouldin index (DB): This index attempts to maximise the between-
cluster distance while minimising the distance between the cluster centroids to
the rest of points. It is obtained as:

k d; + d;
/CZ#J

d(c;, ;)

Where d; is the average distance of all elements in cluster C; to centroid c;,
and d(c;, c;) is the Euclidean distance between centroids ¢; and c;.

— The Dunn index (DU): This index attempts to identify clusters that are
compact and well-separated. In this case, the distance between two clusters
is defined as: d(C;,C;) = mind(x,y), Vx € C;, Yy € C;. Thus, the Dunn
index is constructed as:

DU = min min d(ci’cj_) ,
i=1,...k \j=i+1,...k \ max;=1, _diam(C;)
where

diam(C;) = Z d(x,y),

n _
Ci x,y€C;

being n¢, the number of patterns belonging to cluster C;.
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4.3 Experimental Results

For the experiments, several configurations of the algorithm are tested (changing
the parameters k, z and «) in order to decide the optimal parameter combination.
The obtained results can be seen in Table 1 for the two selected clustering
evaluation metrics (DB and DU). Note that DB is intended to be minimised and
DU to be maximised. The range for the parameters has been determined in the
following manner: for «, values of 0.01 and 0.05 are considered, as they are the
most common levels of significance in hypothesis tests. z is dependent on the time
series analysed. In our case, values associated with 5, 6 and 7 workweeks (z =
25, 30, 35, respectively) have been considered. k is the most difficult parameter to
obtain, for this reason, its grid is greater (k = 4,5,6,7). Analysing the results,
the best values for the DB and DU functions are achieved with the following
parameter configuration: & = 0.01, z = 30 and k£ = 5. The clustering obtained for
these parameters identifies compact and well-separated clusters that maximise
the between-cluster distances and minimise the intra-cluster distances.

Table 1. DB and DU values obtained for different parameter configurations

Davies-Bouldin index (DB) Dunn index (DU)

a =0.01 z =25 z =30 z =235 a = 0.01 z =125 z =30 z =35
k=4 0.9384 0.8886 0.9677 k=4 0.2344 0.2653 0.4342
k=5 0.8567 0.7828 0.9161 k=5 0.2267 0.4615 0.3764
k=6 1.0032 0.9142 0.9818 k=6 0.2086 0.3683 0.4133
k=7 1.0500 0.8083 0.9600 k=T 0.1534 0.2690 0.4133

a = 0.05 z =25 z =30 z =235 a = 0.05 z =25 z =30 z =235
k=4 0.9298 0.8685 0.9623 k=4 0.2755 0.2653 0.4342
k=5 0.8495 0.8139 0.9120 k=5 0.2719 0.3280 0.3764
k=6 1.0084 0.9055 0.9794 k=6 0.2465 0.3683 0.4133
k=17 1.0551 0.8034 0.9535 k=7 0.1419 0.2690 0.4133

The characteristics of the centroids obtained by the clustering algorithm for
the best segmentation can be seen in Table 2. In the following subsection, these
clusters will be analysed, comparing some of them to some previous and well-
known financial patterns.

Table 2. Characteristics of the obtained centroids

Cluster Variance Asymmetry Kurtosis Slope  Autocorrelation
Cy (red) 53141.70 0.6843 0.3547 0.0964 31.9930
C2 (green) 51103.79 -0.0112 -0.9191 6.4235 26.9927
Cs (dark blue) 312073.39 0.0950 -0.7967 -49.1215 26.6318
C4 (pink) 49860.80 0.0024 -0.6944 1.3271 51.3734

Cs (cyan) 60948.96 -0.5927 -0.0685 2.2222 29.7812
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4.4 Discussion

The best segmentation, with a total of 134 segments, can be seen in Fig. 2b. The
cut points obtained in the best segmentation are represented as vertical dashed
lines and each segment is coloured according to its assigned cluster in the cluster-
ing process. Note that, given the nature of the used statistics for the clustering
process, the shape of patterns belonging to the same cluster might differ (as
patterns presenting different shapes can present similar statistical properties),
instead, patterns in the same cluster will have similar trends and homogeneous
characteristics. According to the centroids in Table 2, each cluster can be defined
as follows:

— C1 (red colour) groups segments with high variance (values far from the
mean and with great differences between maximum and minimum values).
The distribution presents a clear asymmetry to the right; kurtosis is slightly
positive, which show that segments are little concentrated around the cen-
troid; the slope is nearly null, so the segments in this cluster do not present
a linear trend. As they have a high autocorrelation (although far from the
fourth cluster), this means that values in time ¢ are positive correlated with
values in time ¢ — 1. The shape is as deep saw tooth pattern, but with some
very low values. It corresponds to the broadening financial pattern (there
are 24 well-known financial patterns [17], and these are used to verify the
segmentation results).

— C2 (green colour) presents segments with a similar variance to the previous
cluster (values far from the mean and important differences between maxi-
mum and minimum values of the segments). The distribution is symmetric
and the kurtosis is highly negative (the segments are built with a high num-
ber of values of the time series, nor concentrated around the centroid, and
quite low). The slope is positive, which indicates the presence of an increas-
ing linear trend in the segments, with a low autocorrelation, or systematic
saw tooth patterns. This cluster is the most frequent in the time series and
mainly appears in the bullish phases of the market, being clearly identified
as the up-trend pattern.

— The segments with the greatest variance are included in C3 (dark blue colour),
where there can be appreciated the greatest differences between maximum
and minimum values of the segments, with a symmetric distribution; kur-
tosis value is slightly negative and the slope is highly negative, representing
a highly sloped decreasing linear trend, even with abrupt declines. The low
autocorrelation indicates systemic saw tooth pattern. The segments in this
cluster could easily be recognised as Downtrend financial pattern and it can
be highlighted that they are clearly found in the crash phases (see Fig. 2a
and 2b).

— C4 (pink colour) presents the lowest variance, with symmetric distribution,
and a slightly low kurtosis value. The segments in this cluster present a
moderate increasing linear trend (slightly positive slope). The autocorrela-
tion presents also increasing values for this cluster. These segments could
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represent moderate oscillations around the trend line, as a period of gener-
alised profit taking by investors.

— C5 (cyan colour) is composed of segments with very high variance (high
volatility of the market), with a clear left asymmetric distribution, that is,
there are more values lower than the centroid or mean; kurtosis is nearly
null (a number of values near to the centroid) which, considered along with
the high variance presented, indicates that there might be few patterns but
presenting very different values to the mean. As in the previous cluster, they
present a moderate increasing linear trend (slight positive slope) but also
a moderate autocorrelation (little saw tooth pattern or little oscillations as
wedges financial pattern).

To summarize, the proposed approach allows us to group segments with sim-
ilar statistical characteristics and trends. After the segments are analysed and
grouped in clusters according to their statistical characteristics, these clusters
are compared (or related) to the financial patterns defined in [17] and it can be
observed that contain at least four different financial patterns, namely Down-
trend (third cluster), Uptrend (second cluster), Broadening (first cluster) and
Wedges (fifth cluster). The segments in the fourth cluster can not be clearly
identified to a financial pattern, so one could state that belongs to some kind
of distribution phase, and it can be regarded as new for future analysis. It can
be observed that the segments obtained in each cluster generally mutate their
shape in some way since 1998 (crisis in Brazil), and from that date peaks and
troughs are more acute, being an additional obstacle for finding homogeneous
patterns in this type of time series.

As it is shown in Fig. 2a and 2b, the presence of the corresponding segments
in each phase agree well with the date of important market events, phases and
changes of primary trends.

5 Conclusions

This paper presents a likelihood-based time series segmentation methodology.
The segments obtained are used for a posterior clustering-based analysis (where
these segments are mapped to a five-dimensional space representing their statis-
tical properties and grouped according to their similarity). The characteristics
of the resultant clusters and their relation to other well-known financial patterns
is analysed in the discussion section of this paper. The segmentation obtained is
consistent with the key milestones in this Ibex-35 index and describe this time
series satisfactorily, which encourages us to further investigate in this hybrid
data mining methodology.

The next step of this work corresponds to the prediction of complete time
periods, using the temporal patterns identified in the segmentation/clustering
phase. This prediction will allow us to determine the shape of the next period,
which is especially useful in financial applications to identify future market be-
haviours (’bear’, ’bull’ and ’sluggish’ periods or any other financial patterns that
indicates a change of trend).



Time Series Segmentation and Statistical Characterisation 85

Acknowledgment. This work was supported in part by the TIN2011-22794
project of the Spanish Ministerial Commision of Science and Technology (MI-
CYT), FEDER funds and the P2011-TIC-7508 project of the “Junta de An-
dalucia” (Spain). Manuel Cruz-Ramirez’s research has been subsidized by the
FPU Predoctoral Program (Spanish Ministry of Education and Science), grant
reference AP2009-0487.

References

1.

2.

10.

11.

12.

13.

14.

15.

16.
17.

Fu, T.C.: A review on time series data mining. Eng. Appl. Artif. Intell. 24(1),
164-181 (2011)

Cheong, S.A., Fornia, R.P., Lee, G.H.T., Kok, J.L., Yim, W.S., Xu, D.Y., Zhang,
Y.: The japanese economy in crises: A time series segmentation study. Economics:
The Open-Access. Open-Assessment E-Journal 6(2012-5) (2012)

Wong, J., Lian, H., Cheong, S.: Detecting macroeconomic phases in the dow jones
industrial average time series. Physica A 388(21), 4635-4645 (2009)

Edwards, R., Magee, J.: Technical analysis of stock trends. Magee, Spring-
field/Mass (2013)

Pagan, A.R., Sossounov, K.A.: A simple framework for analysing bull and bear
markets. Journal of Applied Econometrics 18(1), 23-46 (2003)

Basseville, M., Nikiforov, I.V.: Detection of Abrupt Changes: Theory and Appli-
cation. Prentice-Hall, Inc., Upper Saddle River (1993)

Keogh, E., Chu, S., Hart, D., Pazzani, M.: An online algorithm for segmenting
time series. In: Proceedings of the IEEE International Conference on Data Mining,
ICDM 2001, pp. 289-296 (2001)

Appel, U., Brandt, A.V.: Adaptive sequential segmentation of piecewise stationary
time series. Information Sciences 29(1), 27-56 (1983)

Basseville, M., Benveniste, A.: Sequential segmentation of nonstationary digital
signals using spectral analysis. Information Sciences 29(1), 5773 (1983)
Hawkins, D.: A test for a change point in a parametric model based on a maximal
Wald-type statistic. Sankhya 49, 368-376 (1987)

Das, G., Lin, K.I., Mannila, H., Renganathan, G., Smyth, P.: Rule discovery from
time series, pp. 16-22. AAAI Press (1998)

Ou-Yang, K., Jia, W., Zhou, P., Meng, X.: A new approach to transforming
time series into symbolic sequences. In: 21st Annual Conference on Engineering
in Medicine and Biology and the 1999 Annual Fall Meetring of the Biomedical En-
gineering Society, Proceedings of the First Joint BMES/EMBS Conference, vol. 2,
p. 974 (October 1999)

Bernaola-Galvan, P., Roméan-Roldén, R., Oliver, J.L.: Compositional segmentation
and long-range fractal correlations in dna sequences. Phys. Rev. E 53, 5181-5189
(1996)

Sato, A.H.: A comprehensive analysis of time series segmentation on japanese stock
prices. Procedia Computer Science 24, 307-314 (2013); 17th Asia Pacific Sympo-
sium on Intelligent and Evolutionary Systems, IES 2013

Xu, R., Wunsch, D.: Clustering. IEEE Press Series on Computational Intelligence.
Wiley (2008)

Cohen, S., Intrator, N.: Global optimization of rbf networks (2000)

Chung, F.L., Fu, T.C., Ng, V., Luk, R.W.: An evolutionary approach to pattern-
based time series segmentation. IEEE Transactions on Evolutionary Computa-
tion 8(5), 471-489 (2004)



An Approach of Steel Plates Fault Diagnosis
in Multiple Classes Decision Making

. «r1* « v .7 . .y
Dragan Simi¢h , Vasa SVlI‘CGVICz, and Svetlana Simi¢>

!University of Novi Sad, Faculty of Technical Sciences, Trg Dositeja Obradovica 6,
21000 Novi Sad, Serbia
dsimic@eunet.rs
2Lames Ltd., Jaracki put bb., 22000 Sremska Mitrovica, Serbia
vasasv@hotmail.com
3 University of Novi Sad, Faculty of Medicine, Hajduk Veljkova 1-9, 21000 Novi Sad, Serbia
drdragansimic@gmail.com

Abstract. In the steel industry, specifically alloy steel, creating different de-
fected product can impose a high cost for steel product manufacturer. This pa-
per is focused on an intelligent multiple classes fault diagnosis in steel plates
to help operational decision makers to organise an effective and efficient manu-
facturing production. Treebagger random forest, machine learning ensemble
method, and support vector machine are proposed as multiple classifiers. The
experimental results are further on compared with results in previous
researches. Experimental results encourage further research in application intel-
ligent fault diagnosis in steel plates decision support system.

Keywords: Fault diagnosis in steel, pattern classification, treebagger, support
vector machine.

1 Introduction

A fault might be defined as non-optimal operation or an off-specification product as
reference to an omission or error of a product or its specification and requests that it
now be added or corrected. A “fault” or ”problem” does not have to be the result of a
complete failure of a piece of equipment, or even involve specific hardware. In proc-
ess plants, faults can be categorized according to their sources, i.e. sensor faults af-
fecting process measurements, actuator faults leading to errors in the operation of the
plant, faults arising from erroneous operating policies or procedures as well as system
component faults arising from changes in process equipment or human error [1].

In the alloy steel industry, creating different defected products imposes a high cost
for steel product manufacturer. Pits & Blister defect is a common fault in producing
low carbon steel grades. To remove this drawback, it is necessary to grind the surface
of the steel product which represents waste of time and causes increased production
cost.
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© Springer International Publishing Switzerland 2014
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Fault detection and diagnosis is a key component of many operations management
automation systems. A “root cause” fault is a fundamental, underlying problem that
may lead to other problems and observable symptoms. A root cause is also generally
associated with procedures for repair.

Intelligent fault diagnosis techniques can provide quick and correct systems that
help to keep away from product quality problems and facilitates precautionary main-
tenance. These intelligent systems use different artificial intelligent and data mining
models and they should be simple and efficient. Decision tree, support vector ma-
chine, fuzzy logic algorithm, neural network and statistical algorithms are alternative
approaches that are commonly employed nowadays in the industrial context to detect
the occurrence of failure or faults [2].

This research is focused on an intelligent multiple classes fault diagnosis in steel
plates. Treebagger random forest, machine learning ensemble method, and support
vector machine are proposed as multiple classifiers. The basic purpose of implemen-
tation multiple classifiers at fault diagnosis in steel plates is to help operational deci-
sion makers to organise an effective and efficient manufacturing production. The steel
plates fault dataset investigated in this research is taken from the University of Cali-
fornia at Irvine (UCI) machine learning repository [3]. The diagnosis performances of
the proposed models are presented using statistical accuracy, specificity and sensitiv-
ity. The experimental results are further on discussed and compared with results in
previous researches that use hybrid artificial intelligent techniques such as: decision
tree with boosting, multi perception neural network with pruning and logistic regres-
sion with step forward [4]. Experimental results show that the statistical measures,
classification accuracy and specificity, of proposed treebagger random forest model
had the best success of all test samples classification. On the other side, statistical
measure, sensitivity of treebagger random forest, SVM and decision tree with boost-
ing models have achieved nearly the same amount.

The rest of the paper is organized in the following way: Section 2 provides better
understanding for the relationship between hybrid intelligent systems approach and
relationship with classifier models. Section 3 provides some approaches about me-
thods for fault diagnosis in steel plates and related work. Section 4 presents general
pattern classification and implemented techniques support vector machine and tree-
bagger random forest. Section 5 introduces steel plates faults data set and examines
three statistical measures: classification accuracy, sensitivity and specificity. Experi-
mental results are presented in Section 6. Finally, Section 7 provides concluding re-
marks.

2 Hybrid Approaches and Multiple Classifier Systems

Artificial intelligence techniques have demonstrated a capability to solve real-word
problems in sciences, business, technology, and commerce. The integration of different
artificial intelligent learning techniques and their adaptation, which overcomes individ-
ual constraints and achieves synergetic effects through hybridisation or fusion, has in
recent years contributed to a large number of new intelligent system designs [5].
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Hybrid approaches seek to exploit the strengths of the individual components, ob-
taining enhanced performance by their combination. The hybridization of intelligent
techniques, draws from different areas of computational intelligence, and has become
prevalent because of the growing awareness that they outperform individual computa-
tional intelligence techniques. In a hybrid intelligence system, a synergy combination
of multiple techniques is used to build an efficient solution to deal with a particular
problem [6].

Multiple classifiers implementation in the intelligent decision process is subject to
hybridization by various forms of combination [7]. A rough representation of the
computational domains covered by the hybrid intelligent systems approach and rela-
tionship with classifier models is presented in Fig. 1 [8].

HYBRID OPTIMIZATION
METHODS

'UNCERTAINTY
MANAGEMENT

HYBRID INTELLIGENT SYSTEMS

Fig. 1. Domains of hybrid intelligent systems (Source [8], p. 4)

To better understand relationship between hybrid intelligent systems approach and
relationship with classifier models some important points will be determined [8]:

— Hybrid intelligent systems are free combinations of computational intelligence
techniques for solving a given problem, covering all computational phases from
data normalization up to final decision making. Specifically, they mix heterogene-
ous fundamental views blending them into one effective working system.

— Information fusion covers the ways to combine information sources in a view pro-
viding new properties that may allow better or more efficient solving of a proposed
problem. Information sources can be the result of additional computational proc-
esses.

— Multi-Classifier Systems (MCS) focus on the combination of classifiers form
heterogenous or homogeneous modelling backgrounds to give the final decision.
MCS are therefore a subcategory of HIS.

Intelligent data analysis deals with the visualization, pre-processing, pattern recogni-
tion and knowledge discovery tools and applications using various computational intel-
ligence techniques. Recent trends in intelligent data analysis are focused to, and engaged
in developing and applying, advanced hybrid artificial intelligence system from a theo-
retical point of view and also for solving real-world problems [9]. One of real-world
problems facing manufacturing industry is modelling classifier for fault diagnosis in
steel plates.
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3 Fault Diagnosis in Steel Plates and Related Work

Globalization and increased competition put pressure on profit margins of companies.
This has led to the development of quality control management methodologies and
other management programs to assist organizations in addressing some of these chal-
lenges. Faults diagnosis problems are representing challenging and attracting applica-
tions for experts and researchers.

The ”’Steel Plates Faults data set” which is used in this research is from the Univer-
sity of California at Irvine (UCI) machine learning repository donated in October
2010 [3]. The first used data set is in 2010 [10]. It presents the usage of artificial intel-
ligent models: (1) decision tree with boosting; (2) multi perception neural network
with pruning; (3) logistic regression with step forward; to create classifier for fault
diagnosing in steel plates. The same data set, also, used by the same authors in 2012
[11]. The experimental results of this case are in part presented and in detail discussed
in Section 6.

The application of random forest model, the identification of defects in hot rolled
steel plates on an industrial plant is considered in [12]. In this case, historic plant data
are used to construct a model that contributes to defects in the steel plate, such as
inclusions and delamination of the steel. A data set consisting of 26 operating vari-
ables and 3017 sample was used to calibrate an ensemble of boosted trees. Each sam-
ple represented a rolled steel plate that was inspected and identified as normal (i.e. no
defects) or defective (containing a defect of one type or another). The random forest
model could predict the quality of the steel plates with an overall accuracy of ap-
proximately 76.6%. Defect-free plates could be identified with an accuracy of 89.9 %,
while defective plates could be identified in 51.7 % of the cases. Although not highly
reliable, the performance of the random forest model is significant, given that 34.3 %
of the samples in the data were defective.

The application of fault diagnosis on steel structures using artificial neural net-
works in generally and particularly supervised feed-forward network with Levenberg-
Marquardt back-propagation algorithm is applied in [13]. The system is a three-layer
net which has: 42 input neurons, one hidden level with 7 neurons, and only a 1 output
neuron. The output neuron classifies the beams into damaged or not damaged. The net
is trained to learn the weights (w; = 1.2, w, = 21.7, w3 = 7.1). After applying the train-
ing on a limited number of training data, the neural network is able to identify the
damaged beams with considerable accuracy. The net converges to the final system in
less than twenty epochs in average. But, in this paper is not given any numerical result
of that research.

In the next research, data set consists of 1080 steel structures achieved from the
production line of the "Mobarake Steel Manufacturing” [14]. The data set contributes
680 defects which belong to four common defect types in steel industry: scratch, roll
imprint, edge strain, and pit. The training set for each defect type was used to train
support vector machine with different kernel type: linear, polynomial, Gaussian, and
quadratic; based on one-against-one method. Experimental results for multiclass clas-
sification of the steel surface defects for statistical measure accuracy could be shown:
Scratch: 92.94%, Roll Imprint: 96.47%, Edge Strain: 95.88%, Pit: 97.64%.
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4 Pattern Classification

In a typical statistical pattern recognition setting, a set of patterns S is given, also re-
ferred to as a training set. The labels of the patterns in S are known and the goal is to
construct an algorithm in order to label new patterns. A classification algorithm is
also known as an inducer and an instance of an inducer for a specific training set is
called a classifier.

The training set is described by a vector of feature values. Each vector belongs to a
single class and is associated with the class label. The training set is stored in a table
where each row consists of a different pattern. Let A and y denote the set of n fea-
tures: A = {al, . .., ai, ..., an} and the class label, respectively. In a similar way,
dom (y) = {cl, c2, . .., ck} constitutes the set of labels.

The dataset contains seven classes that correspond to seven types of steel plates
fault: dom (y) = {Pastry, Z_Scratch, K_Scatch, Stains, Dirtiness, Bumps,
Other_Faults). Each pattern is characterized by twenty-seven numeric features: A =
{X_Minimum, X_Maximum, Y_Minimum, ... Luminosity_Index, Sigmoid_ofAreas,
Steel_Plate_Thickness}. The instance space, the set of all possible examples is defined
as a Cartesian product of all the input attributes domains: X = dom (a;) x dom(a;) x
.. X dom(a,). The universal instance space U is defined as a Cartesian product of all
input attribute domains and the target attribute domain, i.e.: U = X x dom(y).

4.1  Support Vector Machine

The concept of support vector machine (SVM) was presented in [15] and then ex-
tended in [16] [17], and finally which are formed a complete theory in [18]. Basically,
SVMs consist of a set of related supervised learning methods for the purpose of two-
class classification tasks. The goal of SVM is to produce a model which predicts tar-
get value of data instances in the learning set. SVM works on the principle that it tries
to form the hyperplane between the data points, which separates these data points into
two sets by mapping these data points into the high-dimension space, using the fea-
ture vectors that are obtained by the attributes of the data [19].

SVM map the input space into a high-dimensional feature space through a non-
linear mapping that is chosen a priori [20]. An optimal separating hyper-plane is then
constructed in the new feature space. The method searches for a hyper-plane that is
optimal according the VC-Dimension (Vapnik—Chervonenkis) dimension theory. De-
tail SVM description is presented in [19]

4.2  TreeBagger Random Forest

Random forests are an ensemble learning method for classification or regression that
operate by constructing a multitude of decision trees at training time and outputting
the class that is the mode of the classes output by individual trees [21]. The term came
from “random decision forests” and was first proposed in [22]. Random forests are a
combination of tree predictors such that each tree depends on the values of a random
vector sampled independently and with the same distribution for all trees in the forest.
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Bagging - bootstrap aggregating, is a machine learning ensemble meta-algorithm, and
is designed to improve the stability and accuracy of random forest learning algorithm.
Bagging works by taking uniform random samples of a training set and using the
ensemble average to form the final decision. It is also reduced variance and helps to
avoid over-fitting. Although it is usually applied to decision tree methods, such as
random forest, it can be combined with any type of other machine learning method.

Treebagger random forests method implements both bagging and random forests
[23]. A treebagger random forests method presents one of random forest ensembles
models in parallel. Treebagger random forests classifier, in this research, works by
using bootstrap aggregation to form a collection of decision trees. In this research,
150 decision trees were used on a training set with the feature set as a predictors and
the actual label as the response. Bagging only leads to minor improvements in error,
in order to construct a collection of decision trees with controlled variance, as errors
in the individual models are most likely highly correlated.

5 Multiple Classes Steel Plates Fault Diagnosis

The Steel Plates Faults data set which is used in this research is from the University of
California at Irvine (UCI) machine learning repository [3], and the goal of Repository
is to train machine learning for automatic pattern recognition. ”Steel Plates Faults” is
one of the datasets in the Repository, which classifies steel plates’ faults into 7 differ-
ent types: Pastry, Z_Scratch, K_Scatch, Stains, Dirtiness, Bumps and Other_Faults.
The dataset includes 1941 instances, which have been labelled by different fault
types. Table 1 shows output class distribution and list of predictive attributes. Each
instance of the dataset owns 27 independent variables and one fault type.

The classification performance of each model is evaluated using three statistical
measures: classification accuracy, sensitivity and specificity which are described in
Eq. (1) (2) and (3). These measures are defined using the values of True Positive
(TP), True Negative (TN), False Positive (FP) and False Negative (FN). A true posi-
tive decision occurs when the positive prediction of the classifier coincided with a
positive prediction of the expert. A true negative (TN) decision occurs when both the
classifier and the expert suggested the absence of a positive prediction. False positive
(FP) occurs when the classifier labels a negative case as a positive one.

Finally, false negative (FN) occurs when the system labels a positive case as nega-
tive one. Classification accuracy is defined as the ratio of the number of correctly
classified cases and is equal to the sum of 7P and TN divided by the total number of
cases N:

Accuracy =(TP+TN)/ N (1)

Sensitivity refers to the rate of correctly classified positive and is equal to TP di-
vided by the sum of 7P and FN. Sensitivity may be referred as a True Positive Rate:

Sensitivity =TP/(TP+FN) (2
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Specificity refers to the rate of correctly classified negative and is equal to the ratio
of TN to the sum of TN and FP. False Positive Rate equals (100-specificity):

Specificity =TN /(TN + FP) 3)

Table 1. Steel plates dataset; class distribution and predictive attributes

Output # of Predictive attributes
Class Cases

Pastry 158 Attrib. 1 X_Minimum Attrib. 14 Steel_Plate_Thickness

Z Scratch 190 Attrib.2 X Maximum Attrib. 15 Edges_Index

K_Scatch 391 Attrib.3 Y_Minimum Attrib. 16 Empty_Index

Stains 72 Attrib.4 ' Y_Maximum Attrib. 17 Square_Index

Dirtiness 55 Attrib.5  Pixels_Areas Attrib. 18 Outside_X_Index

Bumps 402 Attrib. 6 X_Perimeter Attrib. 19 Edges_X_Index

Other Faults 673 Atrib.7 ~Y_Perimeter Attrib. 20 Edges_Y_Index

Attrib. 8 Sum_of_Luminosity Attrib. 21 Outside_Global_Index
Attrib. 9 Minimum_of_Luminosity Attrib.22 Log_Of_Areas
Attrib. 10 Maximum_of Luminosity agrip. 23 Log X_Index
Attrib. 11 Length_of_Conveyer Attrib. 24  Orientation_Index
Attrib. 12 TypeOfSteel_A300 Attrib. 25 Luminosity_Index
Attrib. 13 TypeOfSteel _A400 Attrib. 26 Sigmoid_Of_Areas

Attrib. 27  Steel_Plate_Thickness

Sensitivity in Eq. (2) measures the proportion of actual positives which are cor-
rectly identified as such while specificity in Eq. (3) measures the proportion of nega-
tives which are correctly identified. Finally, accuracy in Eq. (1) is the proportion of
true results, either true positive or true negative, in a population. It measures the de-
gree of veracity of a diagnostic test on a condition.

6 Experimental Results and Discussion

The steel plate’s faults dataset is partitioned for training the models and test them by
the ratio of 70:30% respectively, 1359 instances test set and 582 instances training
sub. The training set will be used to calibrate/train the model parameters. The training
set is used to estimate the model parameters, while the test set is used to assess, inde-
pendently, the individual model. The trained model is then used to make a prediction
on the test set. These models are applied again to the entire dataset and to any new
data. Cross validation is almost an inherent part of machine learning. Cross validation
is used to compare the performance of different predictive modelling techniques, and
holdout validation method is used. Predicted values will be compared with actual data
to compute the confusion matrix (Table 2).
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Table 2. Cross validation confusion matrix for training and test subset

Cross validation

Class Training Set Test Set
Value 0 1 0 1
Count 1252 107 531 51
Pastry
) 92.13 7.87 91.24 8.76
7. Scratch Count 1223 136 528 54
% 89.99 10.01 90.72 9.28
Count 1082 277 468 114
K_Seratch % 79.62 20.38 80.41 19.59
. Count 1311 48 558 24
Stains
% 96.47 3.53 95.88 4.12
L. Count 1327 32 559 23
Dirtiness
) 97.65 2.35 96.05 3.95
Count 1083 276 456 126
Bumps
) 79.69 20.31 78.35 21.65
Other_Faults Count 876 483 392 190
% 64.46 35.54 67.35 32.65

Table 3. Confusion matrix of individual models and their ensemble for training and test subset
(582 testing data samples)

Class Support vector machine Treebagger
Count % Count %o
46 5 90.19  9.80 51 0 100.0 0
Pastry

1 530 018 99.81 4 527 0.75 99.24
49 5 90.74  9.25 54 0 100.0 0

Z_Scratch
0 528 0 100.0 2 526 0.37 99.62
K Scratch 90 24 7894 21.05 114 0 100.0 0
- 0 468 0 100.0 0 468 0 100.0
. 16 8 66.66 33.33 22 2 91.66 8.33
Stains
0 558 0 100.0 9 549 1.61 98.38
.. 18 5 7826 21.73 23 0 100.0 0
Dirtiness
1 558  0.17 99.82 1 558 0.17 99.82
103 23 81.74 1825 456 0 100.0 0
Bumps
9 447 197  98.02 0 126 0 100.0
Other_ 135 55 71.05 289 190 0 100.0 0
Faults 31 361 7.90  92.09 0 392 0 100.0

The predictions of all models, support vector machine and treebager random forest,
are compared to the original classes to identify the values of true positives, true nega-
tives, false positives and false negative. These values have been computed to con-
struct the confusion matrix as shown in Table 3.
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The values of the statistical measures, sensitivity, specificity and total classifica-
tion accuracy, of the both models were computed and presented in Table 4. Sensi-
tivity and specificity approximate the probability of the positive and negative labels
being true. They assess the usefulness of the algorithm on a single model. Using the
results shown in Table 4, it can be seen that the sensitivity, specificity and classifi-
cation accuracy of treebagger model has achieved the best success of test samples
classification.

Table 4. Values of the statistical measures for test subset

Class Statistical measures
Classifier Accuracy Specificity Sensitivity
Pastry 98.96 90.19 99.81
Z_Scratch 99.14 90.74 100.0
K_Scratch 95.87 78.94 100.0
SVM §t§1ns 98.62 66.66 100.0
Dirtiness 98.96 78.26 99.82
Bumps 94.50 81.74 98.02
Other_Faults 85.22 71.05 92.09
Average 95.89 79.65 98.53
Pastry 99,31 100.0 99.24
Z_Scratch 99.65 100.0 99.62
K_Scratch 100.0 100.0 100.0
Stains 98.10 91.66 98.38
Treebagger  pyirtiness 99.82 100.0 99.82
Bumps 100.0 100.0 100.0
Other_Faults 100.0 100.0 100.0
Average 99.55 98.80 99.58

The time required to build each model with the dataset is variable; ranging from
few seconds, four seconds (elapsed time is 3.72 sec.) for support vector machine, up
to four min (elapsed time is 222.00 sec.) for the treebagger random forest.

The experimental results are further on compared with results in previous re-
searches that use hybrid artificial intelligent techniques: logistic regression with step
forward (LR), multi perception neural network with pruning (MLPNN), decision tree
with boosting (C5.0) [4]. The compared results for five systems are presented in Table
5. The shown results, demonstrate that the classification accuracy and specificity of
treebagger model has achieved the best success of test samples classification. On the
other hand, statistical measure, sensitivity of SVM, treebagger random forest and
decision tree with boosting models, have achieved nearly the same.
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Table 5. Values of the statistical measures for test subset

Class Classifier
SVM Treebagger LR MLPNN C5.0
Pastry 98.96 99.31 91.78 93.68 99.50
Z._Scratch 99.14 99.65 91.27 96.79 99.50
Z K_Scratch 95.87 100.0 97.29 98.60 99.90
% Stains 98.62 98.10 97.29 99.60 99.90
E Dirtiness 98.96 99.82 95.79 98.50 99.80
Bumps 94.50 100.0 83.05 87.56 99.20
Other_Faults 85.22 100.0 73.42 60.18 98.40
Pastry 90.19 100.0 94.21 98.36 96.34
Z_Scratch 90.74 100.0 91.36 97.56 94.68
%} K_Scratch 78.94 100.0 99.01 99.63 99.48
% Stains 66.66 91.66 93.16 100.00 100.00
% Dirtiness 78.26 100.0 96.10 99.18 95.65
Bumps 81.74 100.0 90.98 91.11 96.67
Other_Faults 71.05 100.0 91.36 86.11 99.43
Pastry 99.81 99.24 64.63 41.46 99.78
Z_Scratch 100.0 99.62 90.43 89.36 100.00
€ K. Scratch 100.0 100.0 90.10 94.27 100.00
E{ Stains 100.0 98.38 97.87 91.49 99.89
E*' Dirtiness 99.82 99.82 82.61 69.57 99.90
Bumps 98.02 100.0 53.33 74.29 99.87
Other_Faults 92.09 100.0 40.11 12.03 97.84

The time required to build each model with the dataset is variable; ranging from
few seconds for LR and SVM (four seconds) up to two minutes for the neural network
with pruning. In C5.0 decision tree model with boosting can significantly improve the
classification accuracy and specificity compare with previous models, but it requires
longer training, more then two minutes. Also, the time required for building the tree-
bagger random forest model which can significantly improve the classification accu-
racy, specificity and to have same sensitivity as previous discussed models is up to
four minutes which is the model that is the most time consuming.

7 Conclusion and Future Work

This paper presents an approach to steel plates fault diagnosis in multiple classes, two
models for decision making, pattern classification models in general and particularly
support vector machine and treebagger random forest. The values of the statistical
measures, sensitivity, specificity and total classification accuracy, of the both models
were computed and presented. Treebagger classification model has been proven to



96 D. Simi¢, V. Svircevié, and S. Simi¢

have significantly better statistical measures. On the other hand, there are significantly
better results in computation and time cost with 4 sec. (support vector machine) as
opposed to 222 sec (treebagger) model.

The compared experimental results for five models: treebager random forest, sup-
port vector machine, logistic regression with step forward, multi perception neural
network with pruning, decision tree with boosting have been shown, that the classifi-
cation accuracy and specificity of the proposed treebagger random forest model had
the best success of all test sample classifications. On the other hand statistical meas-
ure, sensitivity of SVM, treebagger random forest, and decision tree with boosting
models, have achieved nearly the same. But, the time required to build each model
with the dataset is variable; ranging from few seconds for LR and SVM (four sec-
onds) up to two minutes for the neural network with pruning, decision tree model with
boosting more than two minutes and treebagger random forest model up to four min-
utes which is a model that is the most time consuming. Although, the time required to
build the proposed treebagger random forest is the model that is the most time con-
suming, the best experimental results encourage further research in application intelli-
gent fault diagnosis in steel plates decision support system.
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Abstract. This paper presents a framework specially designed for the ex-
ecution and adaptation of Intelligent Virtual Environments. This frame-
work, called JACALIVE, facilitates the development of this kind of
environments managing in an efficient and realistic way the evolution of
parameters for the adaptation of the physical world. The framework in-
cludes a design method and a physical simulator which is in charge of giving
the Intelligent Virtual Environment the look of the real or physical world,
allowing to simulate physical phenomena such as gravity or collision detec-
tion. The paper also includes a case study which illustrates the use of the
proposed framework.

1 Introduction

Nowadays, having software solutions at one’s disposal that enforce autonomy,
robustness, flexibility and adaptability of the system to develop is completely
necessary. The dynamic agents organizations that auto-adjust themselves to ob-
tain advantages from their environment seems a more than suitable technology
to cope with the development of this type of systems. These organizations could
appear in emergent or dynamic agent societies, such as grid domains, peer-to-
peer networks or other contexts where agents dynamically group together to
offer compound services as in Intelligent Virtual Environments (IVE). An IVE
is a virtual environment simulating a physical (or real) world, inhabited by au-
tonomous intelligent entities[1].

Today, this kind of applications are between the most demanded ones, not
only as being the key for multi-user games such as World Of Warcraft! (with
more than 7 million of users in 2013)? but also for immersive social networks such
as Second Life? (with 36 million accounts created in its 10 years of history)*. It is

! http://eu.battle.net/wow

2 http://www.statista.com/statistics/276601/
number-of-world-of-warcraft-subscribers-by-quarter/

3 http://www.secondlife.com

4 http://massively.joystiq.com/2013/06/20/
second-life-readies-for-10th-anniversary-celebrates-a-million-a/
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in the development of these huge IVEs where the need of a quick and easy-to-use
modelling toolkit arises.

These kinds of IVEs are addressed to a huge number of simultaneous entities,
so they must be supported by highly scalable software. This software has also
to be able to adapt to changes, not only of the amount of entities but also of
their users needs. Technology currently used to develop this kind of products
lacks of elements facilitating the adaptation and management of the system.
Traditionally, this kind of applications use the client/server paradigm, but due to
their features, a distributed approach such as multi-agent systems (MAS) seems
to fit in the development of components that will evolve in an autonomous way
and coordinated with the own environment’s evolution.

This paper presents the JaCallVE® (Jason Cartago implemented Intelligent
Virtual Environment) framework. It provides a method to develop this kind of
IVEs along with a supporting platform to execute them. JaCallIVE is based on
the MAMS5 meta-model [2] which describes a method to design IVEs.

MAMS5 is based in the A & A meta-model [3] that describes environments
for MAS as populated not only by agents, but also for other entities that are
called artifacts. According to this, an IVE is composed of three important parts:
artifacts, agents and physical simulation. Artifacts are the elements in which
the environment is modelled. Agents are the IVE intelligent part. The physical
simulation is in charge of giving the IVE the look of the real or physical world,
allowing to simulate physical fenomenal such as gravity or collision detection.

The rest of the paper is organized as follows: Section 2 summarizes the most
important related work. Section 3 describes the JaCallVE framework. Section
4 summarizes the development process of an IVE based on modular robotics
developed using JaCallVE. Finally, Section 5 summarizes the main conclusions
of this work.

2 Related work

This section summarizes the most relevant techniques and technology that the
JACALIVE framework integrates in order to design and simulate IVEs. These
techniques allow JACALIVE to develop IVEs that are realistic, complex, adapt-
able, and with autonomous and rational entities. First, some concepts about
IVEs are presented, to continue commenting about Multi-Agent Systems con-
cepts, as platforms and methodologies relevant to the present work. Finally, this
section presents the MAMS5 meta-model, as it is the starting point for the present
work to model IVEs in MAS terms.

2.1 IVE

Currently, there is an increasing interest in the application of IVEs in a wide
variety of domains. IVEs have been used to create advanced simulated environ-
ments [4,5,6] in so different domains as education [7], entertainment [8,9,10,11],
e-commerce[12], health [13,14] and use to VR-based simulations[15].

® http://jacalive.gti-ia.dsic.upv.es/
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One of the key features of any IVE is to offer a high level of user immer-
sion. In order to achieve that, it is necessary that the IVE has the ability of
simulating physical conditions of the real world such as gravity, friction and
collisions. Besides, in order to increase the graphical realism, the physical sim-
ulators should include dynamic and static objects that inhabitate the IVE in a
three-dimensional environment. Some of the most important developed physical
simulation tools are JBullet® and Open Dynamic Engine (ODE)".

Another important feature of any IVE is to offer a high level of graphical
realism. Currenly there are in the market some well-developed graphical simu-
lators like Unity 3D%, Unrealengine UDK® y Cryengine'®. Although they were
initially designed for videogames, they can be applied to simulate IVEs.

2.2 Multi-Agent Systems

Until now, we have highlighted the importance of giving realism to IVEs, which
would enable the user to have the desired level of immersion. This realism is
provided by the physical simulation and 3D visualization, but this is only one
part of a virtual environment. To be an IVE, a virtual environment needs to give
entities with the intelligence to enhance the user’s immersion.

MAS is one of the most employed artificial intelligence technique for modeling
IVEs. This is mainly due to the characteristics that agents have, such as auton-
omy, proactivity, reactivity and sociability. But this does not mean that no other
AT techniques can be used within MAS for IVE development. An agent can in-
clude as a decision-making mechanism other algorithms that improve the deliber-
ative process such as reinforcement learning [16], genetic algorithms [17], markov
models [18], classification[19,20], neuronal networks [21] or use any method to
hybrid artificial intelligence systems[22] etc.

However, when modeling an environment it is necessary to take into account
that not all the entities are agents. The A&A meta-model [23,24] describes a
methodology for modeling environments using artifacts. Artifacts represent the
first level of abstraction when modeling environments. This is mainly due to
the clear differentiation of the entities which are in systems of this kind. This
differentiation can determine which items are objects (Artifacts) and which are
intelligent entities (Agents).

The BDI model (Belief - Desire - Intention)[25,26,27] is the most well-known
and used agent model when designing intelligent agents. This model is based on
logic and psychology, which creates symbolic representations of beliefs, desires
and intentions of the agents. The beliefs are the information the agent has about
the environment. This information can be updated at each time step or not. This
obsolescence of the used information forces the agent to perform deliberative

5 http://jbullet.advel.cz/

" http://www.ode.org/

8 http://unity3d.com/unity

9 http://www.unrealengine.com/udk/
10 nttp://www. crytek.com/cryengine
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processes. Desires are the possible actions that the agent could make. This does
not mean that every desire of an agent has to be performed. Finally, intentions
represent the actions that the agent has decided to perform. These actions may
be goals that have been delegated to the agent or may be the result of previous
deliberation processes.

Different approaches have been devised in order to develop MAS. One of the
first tools used for implementing agents is the JADE platform. JADE has been
used for the development of JGOMAS (Game Oriented Multi -Agent System
based on Jade ) [28,29,30]. JADE does not directly provide a BDI model but there
exist an extension called JADEX allowing developers to design BDI-oriented
MAs incorporating the representation of beliefs, desires and intentions. JADEX
has been used for modeling environments like the presented in [31]. Jason is
another development tool used for MAS programming which also integrates the
BDI model.

In our proposal we employ Jason as the programming toolkit for our BDI agents
[32]. The main reason to employ JASON is its full integration with CArt AgO (Com-
mon ARTifact infrastructure for AGents Open environments)[33]. CArtAgO is a
framework /infrastructure for modeling artifacts which can run virtual environ-
ments. This framework allows the implementation of open work-spaces, which fa-
cilitates the creation of distributed environments.

2.3 MAMS5

MAMS5([2] is a model to design IVEs based in the A&A meta-model. It is ad-
dressed to be used by an IVE designer, that wants to design an IVE based on a
multi-agent system. As it is intended to be distributed, the human interface part
of the system is decoupled from the intelligent part, being only this last one the
part designed by means of MAMS5. To have this two parts distributed facilitates
the developing, gives more flexibility to the final applications (allowing different
interfaces to be connected and at the same time) and allows to scale the final
system (thinking on massive applications with a huge number of users and/or
agents).

This model classifies the entities in the design into two different sets (as seen
in Figure 1). The first one is related to all the entities that do not have any
physical representation in the IVE (Non Virtually Physical Situated), whilst the
second one is formed by all the entities having a representation inside the IVE
(Virtually Physical Situated). Inside the former set there are Agents, Artifacts,
and Workspaces following the A&A definition. In a similar way, inside the last
set there are IVE Artifacts and Inhabitant Agents that are situated in the virtual
environment (in fact, the Inhabitant Agent will have an IVE Artifact represent-
ing its body in the IVE), and IVE Workspaces, representing the virtual place,
and the laws defining and governing such places.

MAMS5 meta-model not only allows to diferenciate between virtual represented
entities and not virtual represented, but it also incorporates the definition of the
physical restrictions and properties in the modelling of the environment and
of their inhabiting entities, respectively. That is, the designer may define the
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different IVE Laws governing the different IVE Workspaces in the IVE (repre-
senting the physical laws of the real world) and, he may also define the different
physical properties of the entities populating such virtual environment (mass,
length, ...).

3 JaCalIVE (Jason Cartago Implemented Intelligent
Virtual Environment)

In the last years, there have been different approaches for using MAS as a
paradigm for modelling and engineering IVEs, but they have some open issues:
low generality and then reusability; weak support for handling full open and
dynamic environments where objects are dynamically created and destroyed.

As a way to tackle these open issues, and based on the MAMS5 meta-model, we
have developed the JaCallVE framework. It provides a method to develop this
kind of applications along with a supporting platform to execute them. Figure
2 shows the steps that should be followed in order to develop an IVE according
to the JaCallVE framework.

1. Model: The first step is to design the IVE. JaCallVE provides an XSD based
on MAMS5 meta-model. According to it, an IVE can be composed of two
different types of workspaces depending on whether they specify the location
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of its entities (IVE_Workspaces) or not (Workspaces). It also includes the
specification of agents, artifacts and the norms that regulate the physical
laws of the IVE Workspaces.

2. Translate: The second step is to automatically generate code templates from
design. One file template is generated for each agent and artifact. JaCallVE
agents are rational agents based on JASON. The artifacts representing the
virtual environment are based on CArtAgO. The developer must complete
these templates and then the IVE is ready to be executed.

3. Simulate: Finally the IVE is simulated. As is shown in Figure 2, JaCallVE
platform uses JASON, CArtAgO and JBullet. JASON offers support for BDI
agents that can reason about their beliefs, desires and intentions. CArtAgO
offers support for the creation and management of artifacts. JBullet offers
support for physical simulation. JaCallVE platform also includes internal
agents (JASON based) to manage the virtual environment.

4 Case Study

In this section a case study based on modular robots is described to show the
versatility of JaCallVE framework. Modular robots [34,35,36] are robots mainly
characterized by their ability to reconfigure their modules and changing its shape
[37,38]. Each module of a robot is an independent entity that can be joined to
other modules. This feature allows each robot to adapt its shape dynamically to
changes in the environment. Currently, a wide range of domains of application are
using modular robotics. For example, they are being used to search for missing
persons in earthquakes [39] and to space exploration [40]. These domains need
advanced virtual simulation environments like the ones MAMS5 and JaCallVE
allow to test their implementations. Moreover, simulations as the one presented
in this paper can be used as test beds for new adaptive algorithms, cooperative
algorithms, Swarm Robotics, and so on.

Our case study implements a modular robot simulation that is composed of
seven 3D modular robots models and one 3D camera model that that behave
autonomously and interact with the environment. The environment is composed
of a simple map without any wall. The map length and width is configured on
the modeling process, in our case is 500X500. Robots can interact among them
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in order to change its shape by joining other modules or environment objects. In
that sense, one simple modular robot can change its shape and create a complex
robot depending on the environment requirements. The case study also represent
some environment entities that cannot be attached with the robots and they only
represent a simple object that occupies a place in the IVE. Objects of this type
are represented by fuel bladders in the 3D render.

The main steps of the development process of this case study are summarized
below:

1. Model: The design of the IVE is described in terms of IVE Artifacts, In-
habitant Agents and IVE Workspaces using an XML as based on the Ja-
CalIVE XSD. The main parts of this XML are: (i) An IVE_Workspace called
apodoRobot_Workspaces as show in Figure 3.

<VIRTUAL>

<IVE_WORKSPACE NAME="apodRobot_workspace'>
<IVE_ARTIFACTS>

! <ITEM-NAME="BodyLeft"l>
ITEM-NAME="BodyRight"}>
ITEM-NAME="linkedArtifact"f>

! <ITEM-NAME="unlinkedArtifact"f>
<JIVE_ARTIFACTS>
<INHABITANT_AGENTS>

! <ITEM-NAME="Robot'f>
{JINHABITANT_AGENTS>
<IVE_LAWS>

! <ITEM-NAME="Gravity"}>
{JIVE_LAWS>
<IVE_WORKSPACE>

Fig. 3. XML that configures the IVE Workspace

(ii) Nine IVE_Artifacts. One of the attributes of these artifacts is whether
they are linkable or not, that is, if they can be joined to other artifacts or
not. Three of these artifacts are linkable; two are unlinkable and the other
ten form the bodies of the inhabitant agents as show in Figure 4.

(iii) Five Inhabitant_Agent. Each one of them models one modular robot,
that initially is associated to two of the previously defined IVE artifacts as
show in Figure 5.

2. Translate: From the XML file that represents the design of the system, the
JaCallVE framework automatically generates the following files: (i) Fifteen
java files representing the IVE artifacts (Ten files representing the agent
bodies, three files corresponding to linkable artifacts and two files corre-
spond to unlinkable artifacts). (ii) Six JASON files that correspond to the
agents. (iii) A file called jacalive.asl, where the developer programs the
communication between agents and artifacts.
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<ATTRIBUTESPH
<PHYSICAL_PROPERTIES>
<PERCEIVABLE>

{{ <YECTOR3D NAME -="'position'>

<DOUBLE -NAME = "'2">-0.0-</DOUBLE>
</VECTOR3D>
<VECTOR3D -NAME = "velocity'>
<DOUBLE-NAME-="5%">1.0-<JDOUBLE>
<DOUBLE-NAME-="%">-1.0-<JDOUBLE>
<DOUBLE NAME = "'2">1.0-<JDOUBLE>
</VECTOR3D>
<VECTOR3D NAME = “orientation">
<DOUBLE -NAME-="%">1.0-<JDOUBLE>
<DOUBLE -NAME = "%">-0.0-</DOUBLE>
<DOUBLE -NAME-="'2">-0.0-</DOUBLE>
<VECTOR3D>

[{ <VECTOR3D-NAME -="joint"™>
<DOUBLE-NAME-="%">-0.0-</DOUBLE>
<DOUBLE -NAME = "%">-0.0-</DOUBLE>
<DOUBLE-NAME-="'2">-0.0-</DOUBLE>

Fig. 4. XML that configures the IVE Artifacts

<ATTRIBUTESS>
<BODY_ARTIFACT>
{ ITEM-ID="0">
 ITEM-ID="1">
</BODY_ARTIFACT>

{/INHABITANT_AGENT> -

<IVE_LAW NAME="Gravity"">
{VECTOR3D NAME="gravity'">

<IVE_ARTIFACT NAME="linkedArtifact"-LINKEABLE="true'>

<DOUBLE -NAME ="%">-100.0-</DOUBLE >
<DOUBLE-MAME-="%">-80.0 <{DOUBLE>

{INHABITANT_AGENT -NAME="Robot™">

<FILE NAME="apodRobotJason.asl'f>

: <DOUBLE-NAME="x">0.0-{/{DOUBLE>
: <DOUBLE-NAME="y">-9.8 <{DOUBLE>
i <DOUBLE -NAME="2">0.0-<{DOUBLE>- -

<MNECTOR3D>
<ACTIONS>

| ITEM-NAME="move"}>
<JACTIONS>

{JIVE LAW>

Fig. 5. XML that configures the Inhabitant Agents
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3. Simulate: Entities that have been modeled and programmed in the previous
steps are simulated. Since JaCallIVE physical engine handles the IVE physics
simulation, any visualization engine can be used to view the simulation. In
this case study the render used is implemented with Unity 3D. Figure 6

shows an snapshot excerpt of the simulation.

Figure 7 shows an example of a construction sequence to show the adaptability
feature of such robots. In the sequence 1, the robot (the inhabitant agent) is
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Fig. 6. Excerpt of the case study simulation using Unity 3D

Fig. 7. Modular robotic sequence

displayed as a single module. This fact reduces its mobility, i.e., the robot will
advance slowly. In sequence 2, an IVE Artifact has been adhered to its body
changing its shape helping to improve its movement. During sequences 3, 4,
5, 6, and 7 the inhabitant agent adheres more IVE Artifacts in order to build
a complex body. The final shape of the final robot allows it to improve its
performance when its moving through the environment.

5 Conclusions

In this paper we present a framework for the design and simulation of IVEs. This
framework differs from other works in the sense that it integrates the concepts
of agents, artifacts and physical simulation. Besides, IVEs developed using the
JaCallVE framework can be easily modified thanks to the XML modellation and
the automatic code generation.

Following the MAMS5 perspective, the modules used to interact with the devel-
oped IVEs are uncoupled from the rest of the system. It allows to easily integrate
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different kinds of modules as needed. For example, it allows to adapt the visu-
alization render to the requirements of the specific IVE we want to simulate.

To show the possibilities of such approach, a case study based on modular
robotics is presented. These robots can adapt its shape to changing environment
conditions. In the developed scenario, there are different modules in the envi-
ronment that the agents can incorporate to their body, changing the way they
move.
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Abstract. In the context of multilabel classification, the learning from
imbalanced data is getting considerable attention recently. Several algo-
rithms to face this problem have been proposed in the late five years, as
well as various measures to assess the imbalance level. Some of the pro-
posed methods are based on resampling techniques, a very well-known
approach whose utility in traditional classification has been proven.

This paper aims to describe how a specific characteristic of multil-
abel datasets (MLDs), the level of concurrence among imbalanced labels,
could have a great impact in resampling algorithms behavior. Towards
this goal, a measure named SCUMBLE, designed to evaluate this con-
currence level, is proposed and its usefulness is experimentally tested.
As a result, a straightforward guideline on the effectiveness of multil-
abel resampling algorithms depending on MLDs characteristics can be
inferred.

Keywords: Multilabel Classification, Imbalanced Learning, Resampling,
Measures.

1 Introduction

Multilabel classification (MLC) [1] models are designed to predict the subset
of labels associated to each instance in an MLD, instead of only one class as
traditional classifiers do. It is a task useful in fields such as automated tag
suggestion [2], protein classification [3], and object recognition in images [4],
among others. Many different methods have been proposed lately to accomplish
this problem.

The number of instances in which each label appears is not homogeneous. In
fact, most MLDs show big differences in label frequencies. This peculiarity is
known as imbalance [5], and it has been profoundly studied in traditional classi-
fication. In the context of MLC, several proposals to deal with imbalanced MLDs
[6-12] have been made lately. Despite these efforts, there are still some aspects
regarding imbalanced learning in MLC that would need additional analysis.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAT 8480, pp. 110-121, 2014.
© Springer International Publishing Switzerland 2014


http://simidat.ujaen.es
http://sci2s.ugr.es

Concurrence among Imbalanced Labels and Influence on Resampling 111

Resampling techniques are commonly used in non-MLDs [13], hence they are
an obvious choice to face the same problem with MLDs. Notwithstanding, the
nature of MLDs can be a challenge for resampling algorithms. In this paper we
will show how a specific characteristic of these datasets, the joint presence of
labels with different frequencies in the same instance, could prevent the goal of
these algorithms. We hypothesized that this symptom, the concurrence among
imbalanced labels, would influence the resampling algorithms behavior. A new
measure, named SCUMBLE (Score of ConcUrrence among iMBalanced LabEls)
and designed explicitly to assess this causality, will be proposed. Its effectiveness
will be experimentally demonstrated.

The SCUMBLE measure was conceived aiming to know how difficult would
be to work with a certain MLD for resampling algorithms. Its goal is to ap-
praise the concurrence among imbalanced labels, giving as result a score easily
interpretable. This score will be in the range [0,1]. A low score would denote an
MLD with not much concurrence among imbalanced labels, whereas a high one
would evidence the opposite case. Our hypothesis was that the lower the score
obtained, the better the resampling algorithms would work. In the future, some
recently published ideas, such as the modularity-based label grouping introduced
in [14], could be included in our framework as additional means to obtain label
concurrence data.

The rest of this paper is structured as follows. Section 2 offers a brief intro-
duction to MLC, as well as a description on how the learning from imbalanced
MLDs has been faced. In Section 3 the problem of concurrence among imbal-
anced level in MLDs will be defined, and how to assess this concurrence using
the proposed measured will be explained. Section 4 describes the experimental
framework used, as well as the obtained results from experimentation. Finally,
Section 5 will offer the conclusions.

2 Preliminaries

In this section a concise introduction to multilabel classification is offered, along
with a description on how the learning from imbalanced MLDs has been faced
until now.

2.1 Multilabel Classification

Currently, there are many domains [3, 4, 15-18] in which each instance is not
associated to an exclusive class, but to a group of them. In this context the
classes are named labels, and the set of labels that belongs to a data sample is
called labelset. Let D be an MLD, D; the i-th instance, and L the full set on
labels on D. The goal of a multilabel classifier is to predict a set Z; C L with
the labelset for D;.

Multilabel classification has been traditionally faced through two different ap-
proaches [1]. The first one, called data transformation, aims to produce binary or
multiclass datasets from an MLD, allowing the use of non-MLC algorithms. The
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second, known as algorithm adaptation, has the goal of adapting established
algorithms to work natively with MLDs. The two most common transforma-
tion methods are Binary Relevance (BR) [19] and Label Powerset (LP) [20].
The former produces several binary datasets from an MLD, one for each label.
The latter transforms the MLD in a multiclass dataset, taking each labelset as
class identifier. Regarding adapted algorithms, the number of proposals is quite
high. There are multilabel KNN classifiers such as ML-kNN [21], multilabel trees
based on C4.5 [22], and multilabel SVMs such as [17], as well as a profusion of
algorithms based on ensembles of BR and LP classifiers. A recent review on
multilabel classification algorithms can be found in [23].

Thus far, most proposed multilabel measures are focused in assessing the
number of labels and labelsets. The most common are the total number of labels
|L|, label cardinality (Card), which is the average number of labels per instance,
and label density, obtained as Card/|L|.

2.2 Learning from Imbalanced Data

Imbalanced learning is a well-known problem in traditional classification [5],
having been faced through three main approaches [24]. First, through algorithmic
adaptations [25] of existent classifiers, the imbalance is taken into account in the
classification process. Second, the preprocessing approach aims to balance class
distributions by way of data resampling, creating [26] (oversampling) or removing
[27] (undersampling) data samples. Third, cost sensitive classification [28] is a
combination of the two previous approaches. The data resampling approach
has the advantage of being classifier independent, and its effectiveness has been
proven in many scenarios.

In the MLC field, both the algorithmic adaptation and the data resampling
approaches have been applied. The former is present in [6-8], while the latter
appears in [10-12]. There are also proposals based on the use of ensemble of
classifiers, such as [9].

When it comes to assess the imbalance level in MLDs, the measures in Equa-
tion 1 and Equation 2 are proposed in [11]. Let D be an MLD, Y the full set of
labels in it, y the label being analyzed, and Y; the labelset of i-th instance in D.
IRLbl is a measure calculated individually for each label. The higher is the TRLbl
the larger would be the imbalance, allowing to know what labels are in minority
or majority. MeanIR is the average IRLbl for an MLD, useful to estimate the
global imbalance level.

Yiy;  |D
argmax(z h(y',Y:)) ) y
IRLbI(y) = "7 T , h(y,m—{o gzy (1)
> h(y, i)
i=1
Yy
MeanIR = ¥ > " (IRLbl(y)). (2)

y=Y1



Concurrence among Imbalanced Labels and Influence on Resampling 113

Even though the previously cited proposals for facing imbalanced learning in
MLC achieve some good results, their behavior is heavily influenced by MLDs
characteristics. In the following we will focus in this topic, specifically in regard
to data resampling solutions.

3 MLDs and Resampling Algorithms Behavior

Most traditional resampling methods do their job by removing instances with
the most frequent class, or creating new samples from instances associated to
the least frequent one. Since each instance can belong to one class only, these
actions would effectively balance the classes frequencies. However, this is not
necessarily the case when working with MLDs.

3.1 Concurrence among Imbalanced Labels in MLDs

The instances in a MLD are usually associated simultaneously to two or more
labels. It is entirely possible that one of those labels is the minority label, while
other is the majority one. In the most extreme situation, all the appearances of
the minority label could be jointly with the majority one, into the same instances.
In practice the scenario would be more complicated, as commonly there are more
than one minority/majority label in an MLD. Therefore, the potential existence
of instances associated to minority and majority labels at once is very high. This
fact is what we called concurrence among imbalanced labels.

A multilabel oversampling algorithm that clones minority instances, such as
the proposed in [11], or that generates new samples from existing ones preserving
the labelsets, as is the case in [12], could be also increasing the number of in-
stances associated to majority labels. Thus, the imbalance level would be hardly
reduced if there is a high level of concurrence among imbalanced labels. In the
same way, a multilabel undersampling algorithm designed to remove instances
from the majority labels, such as the proposed in [11], could inadvertently cause
also a loss of samples associated to the minority ones.

The ineffectiveness of these resampling methods, when they are used with
certain MLDs, would be noticed once the preprocessing is applied and the clas-
sification results are evaluated. This process will need computing power and
time. For that reason, it would be desirable to know in advance the level of con-
currence among imbalanced labels that each MLD suffers, saving these valuable
resources.

3.2 The SCUMBLE Measure

The concurrence of labels in an MLD can be visually explored in some cases, as
shown in Figure 1. Each arc represents a label, being the arc’s length proportional
to the number of instances in which this label is present. The top diagram
corresponds to the genbase dataset. At the position of twelve o’clock appears a
label called P750 which is clearly a minority label. All the samples associated to
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Fig. 1. Label concurrence in genbase (top) and yeast MLDs
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this label also contains P271, another minority label. The same situation can be
seen with label P154. By contrast, in the yeast MLD (bottom diagram) is easy to
see that the samples associated to minority labels, such as Class14 and Class9,
appear always together with one or more majority labels. At first sight, that
the concurrence between imbalanced labels is higher in yeast than in genbase
could be concluded. However, this visual exploratory technique is not useful with
MLDs having more than a few dozens labels.

The SCUMBLE measure aims to quantify the imbalance variance among
the labels present in each data sample. This measure (Equation 3) is based
on the Atkinson index [29] and the IRLb! measure (Equation 1) proposed in
[11]. The former is an econometric measure directed to assess social inequali-
ties among individuals in a population. The latter is the measure that lets us
know the imbalance ratio of each label in an MLD. The Atkinson index is used
to know the diversity among people’s earnings, while our objective is to assess
the extend to which labels with different imbalance levels appear jointly. Our
hypothesis is that the higher is the concurrence level the harder would be the
work for resampling algorithms, and therefore the worse they would perform.

The Atkinson index is calculated using incomes, we used the imbalance level
of each label instead, taking each instance D; in the MLD D as a population, and
the active labels in D; as the individuals. If the label [ is present in the instance
¢ then TRLbl;; = TRLbI(l). On the contrary, IRLbl;; = 0. IRLbI; stands for
the average imbalance level of the labels appearing in instance . The scores for
every sample are averaged, obtaining the final SCUMBLE value.

| D] | L]

1 1
SCUMBLE(D) = 1— ITRLbl;) /1D 3

Whether our initial hypothesis was correct or wrong, and therefore this mea-

sure is able to predict the difficulty that an MLD implies for resampling algo-
rithms or not, is something to be proven experimentally.

4 Experimentation and Analysis

This section starts describing the experimental framework used to assess the
usefulness of the SCUMBLE measure, and follows giving all the details about
the obtained results and their analysis.

4.1 Experimental Framework

To determine the usefulness of the SCUMBLE measure the six MLDs shown in
Table 1 were used. The rightmost column indicates each dataset’s origin. All of
them are imbalanced, so theoretically they could benefit from the application
of a resampling algorithm. Aside from the SCUMBLE measure, the MazIR and
MeanIR values are also shown. These will be taken as reference point to the
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Table 1. Measures about imbalance on datasets before preprocessing

Dataset SCUMBLE MaxIR MeanIR Ref.
corelbk 0.3932 896.0000 168.7806 [4]

cal500 0.3369 133.1917 21.2736 [15]
enron 0.3023 657.0500 72.7730 [16]
yeast 0.1044 53.6894 7.2180 [17]
medical 0.0465 212.8000 72.1674 [18]
genbase 0.0283 136.8000 32.4130 [3]

posterior analysis. All the measures are average values from training partitions’
using a 2x5 folds scheme. The datasets appear in Table 1 sorted by SCUMBLE
value, from higher to lower. According to this measure, corel5k and cal500 would
be the most difficult MLDs, since they have a high level of concurrence among
labels with different imbalance levels. On the other hand, medical and genbase
would be the most benefited from resampling.

Regarding the resampling algorithms, the two proposed in [11] were applied.
Both are based on the LP transformation. LP-ROS does oversampling by cloning
instances with minority labelsets, whereas LP-RUS performs undersampling re-
moving samples associated to majority labelsets. All the dataset partitions were
preprocessed, and the imbalance measures were calculated for each algorithm.

4.2 Results and Analysis

Once the LP-ROS and LP-RUS resampling algorithm were applied, the imbal-
ance levels on the preprocessed MLDs were reevaluated. Table 2 shows the new
MazIR and MeanIR values for each dataset. Comparing these values with the
ones shown in Table 1, it can be verified that a general improvement in the imbal-
ance levels has been achieved. Although there are some exceptions, in most cases
both MazIR and MeanIR are lower after applying the resampling algorithms.

Table 2. Imbalance levels after applying resampling algorithms

LP-ROS LP-RUS
Dataset MaxIR MeanIR MaxIR MeanIR
corelbk 969.4000 140.7429 817.1000 155.0324
cal500 179.35838 25.4685 620.0500 68.6716
enron 710.9667 53.2547 133.1917 21.2736
yeast 15.4180 2.6116 83.8000 19.8844
medical 39.9633 10.5558 46.5698 6.3706
genbase 13.7030 4.5004 150.8000 51.1567

! The dataset partitions used in this experimentation, as well as color version of all
figures, are available to download at http://simidat.ujaen.es/SCUMBLE.


http://simidat.ujaen.es/SCUMBLE

Concurrence among Imbalanced Labels and Influence on Resampling 117

— SCUMBLE - A MaxIR A MeanlR

0,3932

B ea0%

R— o

[ 54 60%
19,72%

o

B s21%

I 01000

Bl o.0s65

1 00283

-63,82%

16,61%
-26,82%
71,20 AN

-81,22%
85,37%
89,98%
86,12%

CORELSK CAL500 ENRON YEAST MEDICAL GENBASE

Fig. 2. SCUMBLE vs changes in imbalance level after applying LP-ROS

It would be interesting to know if the imbalance reduction is proportionally
coherent with the values obtained from the SCUMBLE measure. The graphs in
Figure 2 and Figure 3 are aimed to visually illustrate the connection between
SCUMBLE values and the relative variations in imbalance levels. For each MLD,
the SCUMBLE value from Table 1 is represented along with the percentage
change in MazIR and MeanlIR after applying the LP-ROS/LP-RUS resampling
methods. The tendency for the three values among all the MLDs is depicted by
three logarithmic lines. As can be seen, a clear parallelism exists between the
continuous line, which corresponds to SCUMBLE, and the dashed lines. This
affinity is specially remarkable with the LP-RUS algorithm (Figure 3).

Although the previous figures allow to infer that an important correlation
between the SCUMBLE measure and the success of the resampling algorithms
exists, this relationship must be formally analyzed. To this end, a Pearson cor-
relation test was applied over the SCUMBLE values and the relative changes in
imbalance levels for each resampling algorithm. The resulting correlation coeffi-
cients and p-values are shown in Table 3. It can be seen that all the coefficients
are above 80%, and all the p-values are under 0.05. Therefore, a statistical cor-
relation between the SCUMBLE measure and the behavior of the tested resam-
pling algorithms can be concluded.

Following this analysis, it seems reasonable to avoid resampling algorithms
when the SCUMBLE measure for an MLD is well above 0.1, such as is the
case with corel5k, cal500 and enron. In this situation the benefits obtained from
resampling, if any, are very small. The result can even be a worsening of the
imbalance level. In average, the MeanIR for the three MLDs with SCUMBLE
> 0.3 has been reduced only a 6%, while the MazIR is actually increasing in the
same percentage. By contrast, the average MeanIR reduction for the other three
MLDs, with SCUMBLE < 0.1, reaches 52% and the MazIR reduction 54%.
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Table 3. Results from the Pearson correlation tests

SCUMBLE vs AMaxIR SCUMBLE vs AMeanIR

Algorithm Cor p-value Cor p-value
LP-ROS 0.8120 0.0497 0.9189 0.0096
LP-RUS 0.8607 0.0278 0.8517 0.0314

Aiming to know how these changes in the imbalance levels would influence
classification results, and if a correlation with SCUMBLE values exists, the
HOMER [30] algorithm was used, following a 2x5 folds cross-validation scheme.
It must be highlighted that the interest here is not in the raw performance values,
but in how they change after a resampling algorithm has been applied and how
this change correlates with SCUMBLE values. Therefore, the HOMER algorithm
is used only as a tool to obtain classification results before and after applying the
resampling. Any other MLC algorithm could be used for this task. Additionally,
the proposed SCUMBLE measure is not used in the experimentation to influence
the behavior of LP-ROS, LP-RUS or HOMER by any means. The goal is to
theoretically explore the correlation between changes in classification results and
SCUMBLE values.

Table 4 shows these results assessed with the F-measure, the harmonic mean
of precision and recall measures. It can be seen that with the three MLDs which
show high SCUMBLE values, the preprocessing has produced a remarkable de-
terioration in classification results. Among the other three MLDs the resampling
has improved them in some cases, while producing a slight worsening (less than
1%) in others. Therefore, even though the MLC algorithm behavior would be also
affected by other dataset characteristics, that the SCUMBLE measure would of-
fer valuable information to determine the convenience of applying a resampling
method can be concluded.
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Table 4. F-Measure values obtained by HOMER MLC algorithm

Dataset Base LP-RUS LP-ROS ARUS AROS
corelbk 0.3857 0.2828 0.2920 -26.6788 -24.2935
cal500 0.3944 0.3127 0.3134 -20.7150 -20.5375
enron 0.5992 0.5761 0.5874 -3.8551 -1.9693
yeast 0.6071 0.6950 0.6966 14.4787 14.7422
medical 0.9238 0.9158 0.9162 -0.8660 -0.8227
genbase 0.9896 0.9818 0.9912 -0.7882 0.1617

5 Conclusions

Multilabel classification has many applications nowadays, but usually MLDs
are imbalanced. This is a fact that challenges most MLC algorithms, and several
approaches to face it have been proposed lately. Some of them rely on resampling
techniques, through adaptations of algorithms that have proven their usefulness
in traditional classification. However, the specific nature of MLDs has to be taken
into account, since some of their characteristics could influence these algorithms
behavior.

In this paper the concurrence among imbalanced labels has been explained
and SCUMBLE, a new measure designed to assess this characteristic, has been
proposed. The suitability of this measure has been experimentally demonstrated
against six MLDs and two resampling algorithms. The conducted correlation
analysis, summarized in Table 3, has shown that the SCUMBLE measure can
be used to know in advance if resampling would be positive for a certain MLD or
not. This assumption has been corroborated by classification results, shown in
Table 4, which experiment a remarkable worsening when used with MLDs with
the highest SCUMBLE values.

Given this reality, a further and deeper analysis should be directed, involving
additional MLDs and other resampling algorithms. Notwithstanding it could be
concluded that basic resampling algorithms, which clone the labelsets in new
instances or remove samples, are not a general solution in the multilabel field.
More sophisticated approaches, which take into account the concurrence among
imbalanced labels, would be needed.
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Abstract. Nowadays society confronts to a huge volume of information which
has to be transformed into knowledge. One of the most relevant aspect of the
knowledge extraction is the detection of outliers. Numerous algorithms have been
proposed with this purpose. However, not all of them are suitable to deal with very
large data sets. In this work, a new approach aimed to detect outliers in very large
data sets with a limited execution time is presented. This algorithm visualizes
the tuples as N-dimensional particles able to create a potential well around them.
Later, the potential created by all the particles is used to discriminate the outliers
from the objects composing clusters. Besides, the capacity to be parallelized has
been a key point in the design of this algorithm. In this proof-of-concept, the
algorithm is tested by using sequential and parallel implementations. The results
demonstrate that the algorithm is able to process large data sets with an affordable
execution time, so that it overcomes the curse of dimensionality.

Keywords: Outlier Detection, Parallel and Distributed Data Mining, Big Data,
Large-Scale Learning, Scalability.

1 Introduction

The modern society is tackling with a deluge of information. The challenge is to con-
vert this huge and increasing volume of information into useful knowledge. In order
to achieve this purpose, numerous techniques have been developed to extract pieces of
knowledge from large data sets. In the past, this area has been termed as knowledge
discover or data mining, and nowadays it is moving toward a blurry set of techniques
[1,2] which are termed big data.

One of the typical problems in data mining is to identify in a data set, the tuples
or objects that can be considered as special or anomalous elements. Usually these ele-
ments are labelled as outliers. Outlier detection is an important task in fraud detection,
intrusion detection or simply for cleaning noisy data.

Many techniques have been proposed to detect the tuples or objects which do not
belong to groups or clusters in a given data set. For example, there are techniques based
on the distance or the angle between the objects. However, these techniques suffer from
the curse of dimensionality. This means that for high-dimensional spaces, the objects
are by almost equally distant from other object. If the techniques are based on the angles
between the objects, then the angle between any two objects is close to 90 degree [3].

Therefore, the curse of dimensionality degrades the performance of certain algorithms
for outlier detection. For this reason, alternative strategies are mandatory to process large
data sets.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 122-132, 2014.
(© Springer International Publishing Switzerland 2014
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For other algorithms, the difficulty arises from the computational complexity of the
method. Any method with computational complexity larger than linear one results into
infeasible for large data sets. In these cases, when incrementing the data size, very large
increments in the execution time are produced.

A second source of difficulties arises from the algorithms that analyse the informa-
tion monolithically. In these cases, the appearance of new tuples forces to perform a
new analysis of the complete volume of information. When a large volume of informa-
tion is involved, this severely impacts over the efficiency of the algorithm. In order to
overcome these difficulties, the proposed algorithm performs outlier detection based on
a well potential created by each particle in the feature space.

In this algorithm, each tuple is visualized as a particle in a space of N dimensions,
being N the number of attributes. Each particle is able to create a squared-well around its
position in this N-dimensional space. The well created by each particle is characterized
by two parameters: the radius and the depth. All the particles additively contribute to
create in the N-dimensional space a potential map. In the positions where more particles
concentrate, the potential map has a larger depth.

This model is inspired in the nuclear potential created by nucleons (protons and
neutrons) in the nucleus of the atoms. The nucleons in the nucleus create a well potential
which bound them together.

The parameters which govern the behaviour of the algorithm are briefly described in
the followings:

Radius of the well. This parameter indicates the distance of influence of the presence
of the particle. By increasing the radius, distant particles will belong to the same
cluster. On the contrary, if the radius is shortened, then more particles will be con-
sidered as outliers instead of forming a cluster. The radius gives an notion about the
neighbourhood size of a particle.

Depth of the well. This parameter marks the sensitiveness level of the algorithm. If
the well formed by a single particle is very depth, then few particles in the neigh-
bourhood of a position will be necessary to form a cluster. Oppositely, if the well
is shallow, then more particles in the neighbourhood will be necessary to form a
cluster.

Threshold outlier level. This parameter gives to the practitioners the capacity to se-
lect the threshold level for outlier-cluster discrimination. The threshold value is
subtracted to the final potential in all the feature space to determine which parti-
cles form clusters and which are outliers. By defining a low value for the threshold,
with the appropriate values for the two former parameters, few particles will be
necessary to form a cluster. On the contrary, if the threshold level has a high value,
many particles grouped in the neighbourhood of a position will be mandatory to be
considered as a cluster.

Although the depth of the well and the threshold outlier level seem to have a similar
function, they have been proposed for different purposes. The depth of the well is con-
ceived for the creation of the potential map in the feature space. By varying the radius
and the depth, different potential maps are generated. However, this task is considered
as computationally intensive. Therefore, for big data, the generation of the potential
map is a task which should be performed once.
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On the other hand, the threshold outlier level is a parameter that ought to be handled
by the practitioner for discriminating clusters and outliers. This task can be performed
many times, with different threshold outlier levels, over a previously generated potential
map; so that, it provides different sensitiveness in the outlier detection.

This approach provides diverse advantages and potential capacities to process the in-
formation in distributed computing infrastructures (grid and cloud computing), by pro-
cessing the information by parts and later by gathering the partial information pieces; or
to process in parallel platform such as clusters or accelerator cards (GPU or Xeon Phi).
Besides, this can be executed with horizontal data fragmentation, in subsets of tuples;
or with vertical data fragmentation, in subsets of attributes [4]. These advantages are
developed in the following points.

— Series of data sets can be compared against a potential map conceived as standard
or correct. This allows distinguishing changes in data.

— The potential maps can be compared among them. This comparison allows distin-
guishing if the clusters or the outliers locations evolve.

— In most of the problems, the data set is composed by a large number of objects
with multiple attributes. The approach allows processing the data set by taking
into consideration only a sub-set of the attributes, and when finishing the task to
continue with the remaining attributes. If some attributes are considered as more
important than others, the approach supports to tackle the analysis as a "feature
selection" mode. Firstly, the more important attributes are analysed, and the objects
marked as outliers based on this initial consideration. Thus, the practitioners can
start to extract conclusions from the subset of data analysed. In parallel, the second
order of importance attributes can generate their potential maps, and the remaining
outliers analysed against these new maps.

— Taking into account that the objective is to process large data sets, the practitioners
aim to execute the analysis in high-performance computing platforms (clusters or
accelerator cards) or in distributed computing infrastructures (grid or cloud com-
puting). The modularity of the approach allows easily adapting the algorithm to dis-
tributed computing infrastructures. Subsets divided by attributes can be processed
in different nodes. The execution of the work can be performed in an asynchronous
and elastic way (cloud or grid platforms). As far as the partial units are processed,
information about the outliers found in this partial processing can be presented as
partial conclusions. Moreover, the variation of the number of computational re-
sources available does not impede to process the data set, but it will accelerate or
slow down.

— If the main bulk of data but not the complete set is accessible by the practitioners
at determined time, the data can be analysed, and the remaining part be incorpo-
rated later when possible. This kind of disaggregate analysis is supported by the
approach. The potential maps are additive, so that when a set of data are available
its potential map can be created, and later be incorporated. The work done with the
initial part of the data is not wasted since the potential map does not need to be
completely regenerated, only the contribution of the new objects are processed.

The final aim for designing this algorithm is to process the log-files of the cluster Tier-
2 at CIEMAT. This infrastructure is devoted to analyse the data of the CMS detector.
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This cluster is composed of 1300 cores (roughly 8 cores per node) with 1 PB storage
capacity on disk. The analysis of these logs-files might provide clues about fails in the
systems, types of job rejected, errors in connections, etc, which currently are concealed
in the huge volume of data generated.

The rest of the paper is organized as follows: Section 2 summarizes the Related
Work and previous efforts done. An in-depth description of the implementation of the
algorithm is presented at Section 3. The Analysis is presented in Section 4, including
the asymptotic analysis of the algorithm proposed (Section 4.1) and the study of an
MPI implementation (Section 4.2). And finally, the Conclusions and Future Work are
presented in Section 5.

2 Related Work

In [3] a brief sub-section describing "depth-based methods" for outlier detection is pre-
sented. In this book, the authors express as follows for presenting this type of methods:
"The idea is that the points in the outer boundaries of the data lie at the corners of the
convex hull". These points in the outer boundaries are identified as likely to be out-
liers. Although the word "depth-based" is employed in this description of the convex
hull algorithm, it is not related at all with the approach presented in the present article.
Different meanings to the concept "depth" are given in both works.

Some other studies [5,6] underline that the main drawback of this convex hull-based
approach is the large execution time. So that, it makes impractical for processing large
data set, and therefore, in big data. Furthermore, by studying the pseudo-code of the al-
gorithm, it is not intuitive how it can be parallelized in order to accelerate the execution.

In [7] an excellent recap of the clustering strategies as well as a discussion about the
curse of dimensionality can be found. This is relevant because one of the main draw-
backs of outlier detection is the degradation of the performance when incrementing the
data size. Other classification of the clustering methods can be found in [8]. Further
comparison with the categories presented in these books will be done when describ-
ing in-depth the proposed algorithm. In the clustering algorithms, the outlier detection
depends on the efficiency of the clustering method, in such way that the outliers are
considered as a sub-product of the cluster structure.

Finally, the classifications presented in [4] have been used along this work to cate-
gorize both the algorithm and the data fragmentation.

3 Implementation

The schema of the algorithm (Algorithm 1) is as follows: from a zero-level potential
map, iteratively for each particle the depth is subtracted in the points inner to the radius
of influence of the particle. This process is executed for all feature-space and all parti-
cles. The visual result of this process for an one-dimensional example is presented at
Fig. 1(a) (continuous line).

At Fig. 1(a), a set of objects (points at horizontal axis) is drawn. Each object gen-
erates a squared-well potential of radius 10 and depth 0.1. The dotted horizontal line
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Algorithm 1. The outlier detection algorithm pseudocode
for Each object in the data set do
while The distance to the object is lower than the radius do
Subtract to the potential map, the value of the depth of the well;
end
end
Once the potential map has been created, add in all the feature space the threshold
outlier level;
for Each object in the data set do
if The object is below the zero level then
This object is member of a cluster;
end
else
This object is an outlier;
end
end

marks the threshold outlier level. This level discriminates the objects which are member
of a cluster from the outliers (marked with stripped vertical lines at Fig. 1(a)).

Visually it can be identified the effect over the analysis of the variation of the al-
gorithm parameters. If the absolute value of the threshold outlier level is incremented,
then the horizontal line will go down, and as a consequence more objects will be clas-
sified as outlier (Fig. 1(b)). As an example, the two points around the position 400 will
be classified as outliers if this threshold goes slightly down. In essence, the threshold
outlier level marks how many objects in a close area are necessary to be classified as
members of a cluster, or on the contrary, as outlier.

Both the threshold outlier level and the depth of the well are connected. If both pa-
rameters are modified in the same direction (both are incremented or both are reduced),
then no net effect will be produced. For this reason, it is useful to define the threshold
outlier level as a multiple of the depth of the well. Then, it can be visualized as the
minimum number of objects in a reduced neighbourhood area to conform a cluster. At
Fig. 1(c), the reduction of the radius produces an increment of the objects labelled as
outlier. This effect is specially significant in the outer border of the clusters.

Finally, the radius of the well created by an object can visually understood as the
size of the area to be considered as the neighbourhood of an object. By enlarging this
parameter, scatter objects might be considered as being member of a cluster. Oppositely,
by reducing the radius, the objects should be really close to be considered as a cluster.

If the problem is computationally intensive (large number of tuples and large number
of attributes), then the process can be performed iteratively for each feature. In this case,
for one feature and all particles, the one-dimensional potential map is created. Next,
all objects are checked against this one-dimensional potential map while retaining the
outliers list after the attribute analysed. Once again, iteratively for each feature and the
remaining list of outliers, coming from the previous steps, the mentioned procedure is
followed, so that, at the end of the process all the features have been checked.
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(a) The configuration is: radius = 20; depth =0.1; and threshold outlier level = -0.1.
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The configuration is: radius = 20; depth =0.1; and threshold outlier level = -0.3.
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(c) The configuration is: radius = 10; depth =0.1; and threshold outlier level = -0.3.
Fig. 1. In this plot, the potential map for a set of points (points in x-axis), the threshold outlier

level (dotted horizontal line), and the outlier positions (dashed vertical lines) for one-dimensional
problem are presented
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The algorithm proposed for outlier detection can be roughly categorized as a density-
based method. The potential map can be assimilated to a density map in the feature
space. Besides, as the proposed algorithm allows searching in subsets of attributes, it
can be labelled as subspace clustering method [8]. This type of algorithm is suitable for
outlier detection independently of the shape of the cluster.
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(a) Raw data. (b) Outliers detected.

Fig. 2. Example of application of the outliers detection algorithm to a two-dimensional data set
(600 objects). The configuration employed is: radius = 15; depth =0.2; and threshold outlier level
=0.4.

At Fig. 2, an example of data processing for a two-dimensional data set is presented.
On the left figure (Fig. 2(a)), the original data set is plotted, whereas the tuples labelled
as outliers are plotted at Fig. 2(b). As be can appreciated, both compact and scatter
clusters, large and small clusters, spherical and linear are well detected. By varying the
configuration of the algorithm, a different number of objects will be marked as outlier.

4 Analysis

In this section, the proposed implementation is scrutinized in order to in-depth char-
acterize. The numerical experiments of this section have been performed in a cluster
composed by 144 nodes with two Quad-Core Xeon processors at 3.0 GHz with 8 GB.

4.1 Asymptotic Analysis

One of the main objectives of this approach is to propose the fastest possible algorithm.
This premise was considered in the initial design phase. For this reason, the implemen-
tation is tested against an incremental number of tuples (Fig. 3(a) for 2 attributes) and
an incremental number of attributes (Fig. 3(b) for 1 million objects, and Fig. 3(c) for
10 million objects). For each configuration, 20 executions are performed and the worst
execution time divided by the varying parameter (tuples or attributes) is plotted.
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(c) Asymptotic behaviour (worst execution time divided by the number of attributes) of
the algorithm when incrementing the number of attributes (10M objects).
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Fig. 3. Asymptotic analyses of the proposed algorithm for outlier detection. The worst execu-
tion time of 20 runs is employed. The plots demonstrate that the computational complexity is

O(tuples x attributes).
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As can be appreciated at Fig. 3, the algorithm behaves linearly with the number of
the tuples and attributes in the range analysed. Therefore, it can be concluded that the
most adequate computational complexity for the proposed algorithm is O(tuples x
attributes). This behaviour is very suitable for processing big data in an affordable
execution time.

Additionally to the plot presented at Fig. 3, the execution time of other large in-
put sizes was checked. From tiny data set with 1,000 objects and 2 attributes, to data
sets with 100 million of objects and 16 attributes (23 GB), the same number of objects
with 8 attributes (12 GB) or 4 attributes (5.6 GB); or 10 million of objects with 32
attributes (4.5 GB), the execution time is measured and divided by the number of ob-
jects and attributes. The aim of this calculation is to check the variations in the unitary
execution time per information piece (objects and attributes). The proposed algorithm
for outlier detection maintains a ratio Ob?;”cet‘;“xtffﬁﬁ?gfm in the range [0.15-0.18] for
the inputs processed. This stability in the unitary execution time is an excellent feature
when intending to process large data sets. As a consequence, the execution times' keeps
affordable even for large input sizes: 74 hours for the 23 GB input size, 36.8 hours for
the 12 GB, 17.7 hours for the 5.6 GB, and 14.5 hours for the 4.5 GB input size.

4.2 Parallel Implementation

The two data fragmentation models produce two different parallel model. Firstly, the
objects can be distributed among all the nodes. Iteratively the nodes process the at-
tributes of the objects assigned. This model has been followed in the implementation
described in this section. A second implementation stems from the fragmentation of the
attributes. Each node processes one single attribute of all the objects.

In order to test the behaviour of the proposed algorithm when producing a parallel
implementation, an MPI implementation is coded, and the execution time tested for
diverse number of objects and attributes, and number of cores (Table 1). As can be
appreciated in this survey, the algorithm behaves differently in function of the problem
size, and number of nodes used to process it.

In general, the speedup obtained is close to the theoretical maximum speedup (num-
ber of nodes) provided that a large volume of data is supplied to each node. When
distributing the data among too much nodes or the input size is not large, the time of
the data transference becomes relevant compared with the processing time in the node,
and, as a consequence, the performance degrades. This degradation is clearly observed
when using 16 or more than 16 nodes for analysing the input with one million of objects
and up to 8 attributes.

Without considering the cases where the speedup degrades appreciably, the algo-
rithm is able to process efficiently files in the order of GB with a limited execution time
budget and by using a humble number of nodes. For example, the sample of 107 objects
and 16 attributes has a size of 2.3 GB, and it can be analysed in less than one hour in 8
cores.

! The worst execution time after 20 runs is employed.
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Table 1. Mean execution times in seconds (20 executions) and speedup of the MPI implementa-
tion of the outlier detection algorithm for diverse input sizes: number of tuples from 10° to 107
and number of attributes from 2 to 16

Number ; Number of Objects .
of Nodes 10 10
Execution Time Speed-up Execution Time Speed-up
2A
1 319.17 3099.46
2 167.09 1.91 1560.92 1.99
4 90.56 3.52 791.85 3.91
8 53.13 6.01 408.75 7.58
16 34.76 9.18 218.66 14.17
32 25.96 12.30 136.20 22.76
64 23.55 13.55 88.42 35.05
4A
1 631.32 6220.18
2 326.40 1.93 3138.17 1.98
4 173.02 3.65 1598.82 3.89
8 94.82 6.660 805.38 7.72
16 57.03 11.07 421.27 14.77
32 37.57 16.81 234.24 26.56
64 30.46 20.73 142.44 43.67
8A
1 1285.33 12368.90
2 648.60 1.98 6206.87 1.99
4 333.40 3.86 3130.69 3.95
8 175.36 7.33 1592.99 7.76
16 99.15 12.96 830.10 14.90
32 50.81 25.30 457.38 27.04
64 42.29 30.39 274.92 44.99
16A
1 2530.92 25961.52
2 1313.64 3.71 12532.01 2.07
4 682.46 3.71 6500.17 3.99
8 342.07 7.40 3208.67 8.09
16 180.78 14.00 1602.08 16.20
32 108.00 23.44 895.33 29.00
64 71.29 35.50 522.27 49.71

5 Conclusions and Future Work

In this paper, a new approach to detect outliers based on squared-well has been pro-
posed. This approach has been designed to be able to deal with large data sets, at the
same time that it keeps an affordable execution time. Besides, in the design phase, it
has been taken into account to be suitable for diverse computational infrastructures.
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The proposed approach is fully additive. This allows disaggregating the calculation
by objects and by attributes. This property eases the adaptation of the algorithm to
distributed computational infrastructures, such as: cloud and grid; as well as to parallel
platforms, such as: cluster and GPU.

Furthermore, the approach has demonstrated that the sequential implementation be-
haves linearly with the number of objects and the number of attributes, O(objects x
attributes), which is an excellent feature when intending to process large data sets. For
testing the approach, artificial very large data sets (in the order of GB input size) have
been successfully processed while maintaining a limited execution time budget.

Additionally to the sequential version, a parallel implementation (MPI) has been
created and tested. The speedup achieved for large data sets is close to theoretical max-
imum speedup. This demonstrates that the approach is able to deal with these large data
sets.

As future work, more comparative works are proposed. On the one hand, the ap-
proach will be tested for other computational platforms, preferentially cloud and GPU.
On the other hand, other data sets are considered for comparing with other algorithms
devoted to outlier detection. Finally, the aim of this approach is to process the log-files
of the cluster Tier-2 at CIEMAT for processing the data of CMS detector. So that, once
the approach has been successfully tested against artificial data sets, to analyse the data
sets generated by the CMS Tier-2 infrastructure.
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Abstract. New advanced safety systems like accident-adaptive restraint
systems have the potential to improve vehicle safety. However, these sys-
tems may require a function predicting the crash severity prior to a
collision. This means that only with accident parameters gathered by
precrash car sensors the severity of the upcoming collision has to be
predicted. In this work, we present the first known approach based on
symbolic regression that finds a solution for this challenging problem
automatically. For that, we process crash simulation data and apply Pri-
oritized Grammar Enumeration (PGE) for the first time in a real-world
application. In the evaluation, we show that the found model is fast,
compact and interpretable yet achieving a good prediction performance.
We conclude this paper with a discussion and research questions, which
may lead to an application of this approach for future, safer vehicles.

1 Introduction

Improving vehicle safety is a major challenge in the development of new cars.
New safety assessments as they are continuously established by governments and
customer organizations, e.g. Euro NCAP, should be fulfilled [17]. Additionally,
automobile manufacturers and suppliers develop more advanced safety systems
to address long-term ambitions like Vision Zero, which aims at having no killed
or seriously injured people on the road anymore [24]. Furthermore, also customer
demands influence the development of new and improved safety systems.
Future advanced safety systems like accident-adaptive restraint systems may
help to fulfill some of these upcoming requirements [20,21]. These systems adapt
their behavior on crash severity which, in some cases, must be predicted within a
few hundred milliseconds at maximum prior to a collision for a timely adaption.
This means that only with accident parameters gathered by precrash car sensors,
e.g. cameras, radar, etc., the severity of the upcoming collision has to be predicted.
In this work, we present a new algorithm, which finds a crash severity predic-
tion function that takes estimated accident parameters as inputs and predicts
the crash severity prior to a collision. We use Prioritized Grammar Enumeration
(PGE) for performing symbolic regression to find a fast, universal and inter-
pretable model achieving a good prediction performance. The major advantage

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 133-144, 2014.
© Springer International Publishing Switzerland 2014
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of this data-driven approach is that the algorithm can find prediction models au-
tomatically without direct inclusion of expert knowledge, e.g. physical formulae
or a regression model. This is beneficial, because the physical modeling of vehi-
cle collisions with different angles, hit locations, velocities, etc. is very difficult
and we do not know any work that solves this problem at this complexity with
expert knowledge. To our knowledge, this is also the first real-world application
of PGE and also the first work on solving this problem with symbolic regression.

The paper is structured as follows. After explaining necessary background in
vehicle safety and symbolic regression, we describe our approach about finding
crash severity prediction models. Then, we evaluate PGE-based models in com-
parison with models obtained by another symbolic regression algorithm, discuss
the results and finish with a conclusion and future research questions.

2 Background

In this section, we give an overview of vehicle safety and symbolic regression that
helps to understand this work. Furthermore, we describe relevant literature.

2.1 Vehicle Safety

In vehicle safety, the ultimate goal is to protect persons in case of a car accident.
There are different types of crash severity, but we focus on the effect of the
collision on the vehicle [14].

300 N 1
Acceleration

—Velocity

Acceleration in m/s2
Velocity in m/s

-400 - 6
Timeins

Fig. 1. Acceleration and velocity sensor signals of a car crash

We want to output a universal crash severity measure which allows the adap-
tation of many different safety systems that protect persons within a vehicle.
In today’s vehicles, an electronic control unit (ECU) detects crashes with sensi-
tive accelerometers measuring accelerations of vehicle structures. In figure 1, we



Symbolic Regression for Precrash Accident Severity Prediction 135

show such an acceleration signal for a 20 km/h head-on collision and its integral
called wvelocity curve, which describes the change in velocity of the vehicle. The
acceleration signal is very noisy and chaotic which is caused by the deceleration
of the vehicle superimposed by vibrations and tensions in the vehicle structure.
Instead, velocity curves are robust so that they can be used as universal indica-
tors for crash severity, because multiple crash severity measures can be extracted
[7,10]. Meier et al. describe the extraction of several crash severity measures in
more detail [12]. For instance, Avy,q, describes the maximum change in velocity
and is calculated by identifying the largest difference between the initial collision
velocity and one velocity value. Also various acceleration-based measures like de-
celerations over sliding windows may be extracted by calculating the differential
of the curve. According to our knowledge, there is no ultimate severity measure,
which describes crash severity and can be used for all safety systems. Therefore,
we want to predict velocity curves prior to collisions as they should enable us to
extract the recommended crash severity measure for every safety systems.

In literature, there is only little work about predicting crash severity. Pawlus,
Robbersmyr and Karimi do not predict crash severities, but use a feedforward
neural network for reproducing acceleration, velocity and displacement signals
of a vehicle-pole crash test [16]. Sala and Wang as well as Cho, Choi and Lee
use accelerometers to predict a crash severity after the collision has started in
order to adapt the airbag [18,3]. Wallner, Eichberger and Hirschberg perform a
multi-body simulation with masses, dampers and non-linear springs to predict
acceleration signals prior to a collision [25]. However, the used springs are not
suitable for large angles or low overlaps, so that this approach is not able to han-
dle the accident severity prediction problem at our desired complexity. Overall,
most previous work addresses a specific safety system instead of providing a
universal prediction model for multiple safety systems. Furthermore, complex
regression models or artificial neural networks are difficult to interpret. In con-
trast, we present the first work on finding a universal crash severity prediction
model with symbolic regression.

2.2 Symbolic Regression

Symbolic regression seeks to find interpretable equations describing the rela-
tionship between input and output data. In contrast to parametrical regression,
there is no need to specify an underlying regression model. Instead, symbolic
regression algorithms combine input variables and functions (4 - * / log sin tan,
etc.) to more complex formulae. Schmidt and Lipson used symbolic regression
to determine the natural laws of different oscillators based on experimental data
[19]. Another more vehicle-related work was published by Otte who designed an
airbag control algorithm with symbolic regression [15].

Due to Koza’s work, symbolic regression is often connected with genetic pro-
gramming (GP) [8]. GP is a generalization of symbolic regression as it allows the
automatic creation of programs [9]. Programs are often modelled with parse trees,
but there are also other representations like stacks or a Cartesian grid [13,11]. In-
dependently of the chosen program representation, most GP algorithms rely on
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evolutionary algorithms with different genetic operators and fitness functions.
There also exist a lot of modifications and extensions to improve the expressive
power of GP like self-modifying code [6] or integrating memory [23]. In this work,
we use the new PGE algorithm proposed by Worm and Chiu [26] because it is
able to find the best solution deterministically yet avoiding a complete search in
the solution space.

3 System Approach

In this section, we describe our system approach shown in figure 2 including the
database, an approximation method for compressing velocity curves, the chosen
symbolic regression algorithm and the final building of the prediction model.

Database
with
simulation
data

Approximation Symbolic f1(%)=x4 +3*x2+x32

: Combinations
N regression on . "
for velocity :> e ation :: > of functions to :> f0)x4-1.5%

curve final model
parameters

Fig. 2. System approach for developing the crash severity prediction model

3.1 Database

Our approach uses symbolic regression to find a crash severity prediction model
which can be integrated into an ECU inside a vehicle later. In order to perform
this data-driven process, we use a database consisting of Finite element method
(FEM) simulation data.

The simulations cover head-on collisions of two vehicles, which can be a small
car, a compact car or an SUV each. Besides the vehicle pair, we varied collision
angles, impact points at the vehicle front as well as velocities. We choose these
accident parameters because they affect crash severity significantly [2,22]. For
each vehicle, we store the measured velocity curves in the database.

3.2 Similarity Function

For finding a prediction function, we need to determine how similar a predicted
velocity curve is compared to the original velocity curve which was obtained by
FEM simulation. Thus, a similarity function for velocity curves is required.

At first, we used the Minkowski metric, e.g. Manhattan and Euclidean dis-
tance, which did not perform well. Using the Minkowski metric, the learning
system tends to favor prediction models that estimate the long constant parts
at the end of a velocity curve well by losing much accuracy for the other parts.
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Fig. 3. Similarity function with its different ratings based on [12]

We use the similarity function presented in figure 3, which was proposed
by Meier et al. [12]. This function calculates the weighted average of multiple
ratings leading to a value C' between 0 (no similarity) and 1 (perfect match).
At first, the function limits all calculations to relevant beginnings of velocity
curves thus ignoring long constant parts at the end. Then, it spans an inner
and outer corridor around the defined reference curve for the Corridor rating
and calculates, how well the test curve is located inside each corridor. The more
often the test curve is close to the inner corridor, the higher the Corridor rating
is. As for the Phase shift rating, the reference curve is shifted to the test curve
relatively to the position where the cross-correlation value of these two curves is
maximal. The smaller the shift is, the higher the Phase shift rating. Afterwards,
the Correlation rating is calculated from the maximal cross-correlation value,
which is at the phase shift position. The higher the cross-correlation value, the
higher the Correlation rating. As the last rating, the Area rating calculates the
integral of both curves and it scores a high value, if the ratio between the two
integrals is close to 1. In order to get the final similarity rating C, the Correlation
rating is weighted at Cy,, the Area rating at Cyp, and the Phase shift at Co. which
leads to the Cross-correlation rating. The final Similarity rating C' is obtained
by weighting the Corridor rating at C7 and the Cross-correlation rating at Cl.
Since some ratings depend on the definition of a reference curve, we average the
similarity values of two similarity calculations in which the reference and test
curves have been interchanged. In that way, we guarantee the compliance with
the symmetry property of similarity functions. All in all, the major benefit of
this similarity function is that it also considers macroscopic curve properties.

3.3 B-Spline Curve as Approximation Method

Each velocity curve covers a crash duration of 300 ms sampled at 10 KHz so that
it consists of 3,000 data points. Since we need to process hundreds of curves,
performing a regression on this amount of data is computationally demanding.
However, velocity curves for head-on collisions always have a similar shape so
that we can utilize this property by using approximations, which describe each
curve with very few parameters. This helps to accelerate learning and to filter
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Fig. 4. Velocity curve and its B-Spline approximation

noisy data, so that we use B-Spline curves as approximations for velocity curves
as it was proposed by Meier et al. [12]. They also showed that despite this strong
compression of the curve, the B-Spline approximation still maintains nearly all
relevant crash severity measures derivable from a velocity curve.

In figure 4, we show a velocity curve and its B-Spline curve approximation.
The given curves express the change in velocity due to the head-on collision of
the vehicle, which always results in a deceleration and thus negative velocity
change. Fach B-Spline curve is constructed by the control points Py, P, P
and Ps3, which define the shape of the curve. The curve segment after P; is a
linear extrapolation over P, and Ps. Py is always located at (0,0) so that the
three remaining points with two parameters each describe the approximated
curve. We determine the control points P;, P, and Ps for each velocity curve by
fitting the corresponding B-Spline curve with the help of the described similarity
function and Covariance Matrix Adaption Evolution Strategy (CMA-ES) [5,12].
Afterwards, the algorithm stores these parameters in the database so that this
fitting only needs to be performed once. The main advantage is the simplification
of the regression problem because we only need to find a model which outputs
the six B-Spline parameters instead of 3,000 data points per curve. Although the
additional CMA-ES calculation takes three to four minutes per curve, we speed
up the training process in comparison to training a model which predicts 3,000
data points per curve. The reason is that by reducing the number of points, we
reduce the number of time-consuming evaluations of the prediction model in the
same way. Subsampling the curve may also be an option, but even reducing the
number to 300 does not offer the same speed improvement and leads to a loss
in prediction performance. Therefore, we use such a hybrid artificial intelligence
system, which is often a suitable approach for solving difficult problems [1,4].



Symbolic Regression for Precrash Accident Severity Prediction 139

3.4 Symbolic Regression

We want to find a fast and interpretable model which estimates the six B-
spline parameters from accident parameters for curve construction. Symbolic
regression is a suitable approach because it outputs an equation for each B-
Spline parameter. Equations are fast to execute, do not require much memory
and analyzing them helps us to identify limitations of a prediction model.
Symbolic regression requires us to define operands and functions working on
them. Besides self-determined constants, the algorithm can use the following
accident parameters of each of the two vehicles taking part in the collision:

— Vehicle mass m

— Velocity v at the beginning of the collision

— Normalized point of impact p at the vehicle front
— Sine, cosine and tangent of collision angle a

Since basic physical laws underline the importance of closing velocity vyeiative,
we provide it directly as an operand to accelerate learning. This decision as well
as the usage of B-Spline curves can be regarded as some kind of expert knowl-
edge integrated into our prediction system. We do not provide any predefined
constants, because we have no knowledge about which constants might be bene-
ficial. Furthermore, the symbolic regression algorithm is able to determine useful
constants on its own. Besides the given operands, the symbolic regression may
use the following functions to connect these operands with each other:

— Basic operators: addition, negation, absolute value, multiplication, division
— Additional functions: exponential function exp, square root

As already mentioned, we use PGE as symbolic regression algorithm that was
proposed by Worm and Chiu [26]. This algorithm represents equations with n-
ary program trees in which operands and constants are stored in leafs whereas
inner nodes encode functions to perform on their child nodes. Due to space
limitations, we only describe it very brief, but focus on its special properties.

In contrast to classic, probabilistic GP-based symbolic regression, PGE ex-
plores the solution space deterministically. Grammar production rules create
program trees of increasing complexity iteratively instead of mutating or re-
combining trees. After evaluating the trees using a L1-norm, PGE modifies and
evaluates the trees again so that the solution space is explored.

In order to avoid evaluating all possible trees, PGE uses dynamic program-
ming with a Pareto priority queue storing the best tree for any possible tree size.
In that way, search is guided by performance and parsimony simultaneously. It
also uses a memory so that every tree is evaluated only once. Furthermore, it
transforms trees to a standard form so that isomorphic trees are eliminated. Last,
PGE determines values of constants with a Levenberg-Marquardt optimizer be-
fore a formula gets evaluated which separates the optimization of form from
the optimization of constants. Therefore, PGE will not perform an exhaustive
search because equivalent solutions are never evaluated. Furthermore, the depth
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of trees may be restricted so that the length of formulae is limited. However, if
the tree depth is set to infinity, PGE will find the best possible solution.

PGE offers significant advantages over classic, probabilistic GP-based sym-
bolic regression. Although PGE might seem slower due to its determinism, it
avoids multiple runs with different random seeds because there is no pseudo-
random number generator. It is also able to cover solution spaces fully to find
exact solutions. Last, PGE is simple to use since it is almost parameter-free.

3.5 Generating Final Prediction Model

The last step is to generate the final prediction model. As explained, PGE seeks
to find six formulae each connecting accident parameters with one B-Spline pa-
rameter. After learning, PGE outputs the best 32 formulae for each of the B-
Spline parameters ranked by Ll-norm. Now, the final model can be built by
taking the best six formulae with the smallest error on L1-norm. However, this
combination does not necessarily maximize our similarity function. Thus, an-
other way may be to find the combination of six formulae that achieves the
highest value on the similarity function compared with original velocity curves.

4 FEvaluation

In this section, we describe our evaluation methodology and compare two sym-
bolic regression algorithms for finding a crash severity prediction model.

4.1 Methodology

In order to evaluate symbolic regression algorithms, we use 190 FEM simula-
tions of our database comprising a compact car colliding with other vehicles and
varying accident parameters. As training set, we use 75% of these simulations
whereas the remaining 25% form the evaluation set. Each symbolic regression
algorithm learns a crash severity prediction model on the training set. After
learning, we evaluate each prediction model on the training and evaluation set
separately. We measure the performance by comparing predicted B-Spline ap-
proximation curves with original velocity curves using our similarity function of
section 3.2. The average similarity describes the performance of each model.
We compare four models obtained with PGE and Cartesian Genetic Pro-
gramming (CGP) [13]. CGP uses no trees but a Cartesian grid instead, which
represents programs as a graph in which every node can be connected with every
preceding node. We choose CGP for comparison because it can learn a model
that outputs all six B-Spline parameters simultaneously. Thus, CGP may be
able to find relationships between the B-Spline parameters as well, which may
lead to a higher performance. Additionally, we use CGP to learn an equation
for each B-Spline parameter. We create two models with PGE, but use different
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strategies to create the final prediction model. One model comprises the best
six equations for the B-Spline parameters output by PGE. The other model is
the combination of six equations achieving the best training performance on our
similarity function. For CGP, we use an own Java implementation whereas we
use the reference implementation of Worm and Chiu for PGE [26].

We configure the algorithms as follows. As for CGP, we found the configura-
tion with multiple test runs. We set the population size to 100 and the number
of generations to 500. Each individual has 500 nodes for program representa-
tion. We use a uniform crossover (probability = 0.5), a mutation operator which
resets arbitrary genes (probability = 0.2) and a tournament selection (size =
5). Furthermore, we use elitism of size 1 to achieve monotony. As for PGE, we
use the default configuration, which performs 400 iterations, allows a maximum
program size of 100 operands and operators and has a maximum depth of 8.

4.2 Results

In table 1, we show average performances and standard deviations for the train-
ing and evaluation set. The best CGP-based symbolic regression model achieves
an average evaluation performance of 0.606 and the best PGE-based symbolic re-
gression model scores 0.805. With the exception of the CGP solution comprising
six equations, the standard deviations do not differ notably.

Table 1. Average performance and standard deviations of learned prediction models

Algorithm Training performance Evaluation performance
CGP (six equations) 0.469 £ 0.219 0.487 £ 0.253
CGP (one equation) 0.607 £ 0.117 0.606 £ 0.118
PGE (best equation) 0.794 £ 0.126 0.788 £ 0.126
PGE (best combination) 0.800 £+ 0.118 0.805 £+ 0.123
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In equation 1, we show the best crash severity prediction model for the com-
pact car found by PGE. Each equation outputs a component for the B-Spline
control point Py, P, or P3 for the approximation. Accident parameters with
index 1 belong to the compact car, parameters with index 2 to the other vehicle.

4.3 Discussion

The evaluation results indicate that symbolic regression is able to solve this
prediction problem. Models found by PGE outperform CGP-based models with
a good, average training and evaluation performance of 0.800 or 80 %. In or-
der to explain this difference in performance, we have some assumptions. First,
our CGP implementation should be correct, because it finds solutions for many
standard symbolic regression problems. Maybe the parameterization of genetic
operators was not optimal although we performed multiple runs to find the best
parameter set. We believe that this difference is caused by a rugged fitness land-
scape with many local optima spanned by our similarity function. Probabilistic
approaches like CGP are sensitive to initialization and may not overcome these
optima. Instead, PGE seems to overcome these issues due to its determinism.
Our approach to find a prediction model takes very long. Calculating approxi-
mations to obtain B-Spline parameters for all 190 velocity curves takes about 11
hours on a 12-core workstation. Finding prediction models with PGE takes about
6 hours. However, better parallelization may accelerate training significantly.
The model in equation 1 is simple, compact and achieves a good prediction
performance so that it could be integrated into an ECU in a vehicle. It is also
very fast as it takes less than 2 ms on average to predict crash severity on
a single core. The model also seems to follow basic physical laws because the
closing velocity, which influences crash severity significantly, is often represented
in the formulae. Although the model does not use typical physical expressions
due to its constants which look like “magic numbers”, we believe that it encodes
physical relationships. We assume that these constants average other accident
parameters which are not given as inputs. However, we think that due to its
simplicity, the model should be interpretable so that limitations can be found
easily. For instance, we are able to identify discontinuities for each parameter
mathematically which allows us to limit the usage of this model to the safe parts
of accident parameter domains. We are also able to analyze how sensitive the
precrash sensors must be for estimating the accident parameters at the required
accuracy. This interpretation of the formulae will be a future research question.
Although the presented evaluation sounds rather theoretical like the usual
symbolic regression benchmark problems [8], it is indeed a real-world application.
The simulation data was obtained with sophisticated FEM models, which are
also used for the development of vehicle safety systems. Furthermore, the usage
of simulations is possibly the only realistic way to create the necessary amount of
detailed crash data for finding and evaluating a crash severity prediction model.
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5 Conclusion

Accident-adaptive safety systems could improve road safety, but may require
models which predict crash severity up to a few hundred milliseconds prior to a
collision. In this work, we present the first known approach for this problem that
builds on symbolic regression to find a fast, interpretable and universal model. It
is also the first real-world application of PGE for performing symbolic regression.
In our experiments, PGE outperforms CGP-based symbolic regression notably
by achieving a prediction performance of 80 % on average. Additionally, the
model is simple, compact and able to predict crash severity in less than 2 ms
on average undercutting the time limitation by orders of magnitude. As future
research questions, we want to improve prediction performance. We also plan to
interpret prediction models comprehensively and evaluate them in conjunction
with accident-adaptive safety systems. In case of successful evaluation, we may
have found a new technology for safer vehicles with artificial intelligence.
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Abstract. Decision making support is one of the main objectives of
geographical information systems. So far mainly boolean queries and
boolean logic are used for spatial decision making problems. The study
presents utilization of Possibility theory for modelling constraints and
preferences for spatial data. The importance of aggregation operators in
decision making is discussed as well. The case study involving a simple
decision making problem is presented: selection of a waste disposal site
based on three parameters - slope, distance from water and landuse. The
results are presented and discussed. The main aim is focused on providing
more information to the decision maker that will allow him to select the
most suitable alternative.

Keywords: Possibility theory, decision making, spatial query.

1 Introduction

The decision support for problems that involve spatial data is among the most
important aims of geographical information systems (GIS). When users think
about these spatial decision problems, they commonly think in rather vague
and imprecise language terms instead of precise numerical values [17,18]. For
example if the user is reasoning about distance he/she will most likely think
in terms “far”, “near” and “very close” instead of numerical thresholds that
specify such terms. However for representations in GIS the language terms must
be translated into precise mathematical expressions [17] in order to allow the
data query that will return results that fulfil the criterion. This approach can
theoretically lead to very rigid queries that can negatively affect the query result
[5]. For example some problems may have so many constraints that the solution
does not even exist. In such cases some constraints need to be either removed or
relaxed to obtain solutions, but this process can be quite time consuming [11]. In
other cases several solutions may exist without a clear preference for any of those
solutions. This state is a result of using Boolean logic in a traditional querying
tools. To overcome this undesired property several alternative querying tools
that utilize instruments of the fuzzy set theory [8,17] and the possibility theory
[6,7] were introduced. The main aim of all these tools is to enrich the modelling
of constraints and preferences and thus data queries with new possibilities that
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would allow the decision maker to obtain more informative results [4] that will
help him/her to adopt better solution to the problem. These new techniques are
products of combination of soft and hard computing, that allow modelling of
decision maker’s uncertainty and vagueness, when expressing his/her knowledge
about constraints and preferences for the decision making problem.

The presented research utilizes the possibility theory to expand possibilities
of the spatial queries and the decision making based on them. The structure
of the article is as follows: Section 2 provides brief introduction to the decision
making, section 3 summarizes necessary details about possibilistic queries. The
case study is presented in section 4 and a conclusion is done in section 5.

2 Decision Making

The decision making process is a procedure where a set of alternatives A;, i =
1,...,mis evaluated with respect to a set of criteria C}, j = 1,...,n. Each alter-
native can be described by a set of criterion values a;;, so that A; = [a;1, . .., Gin]
and a;; € [0,1] [3]. In such decision making the utility or value functions assign
values to each a;; according to the relevant criterion C;. These criteria evalua-
tions are further used in an aggregation process that determines overall ranking
of the alternative A;. The selection of the aggregation function is an important
part of the process, because the function can significantly affect the outcome of
the aggregation process [2].

When a decision maker is specifying the criteria for the decision making prob-
lem he/she often do so in terms of constraints. Constraints represent require-
ments that an alternative can not violate in order to be acceptable. However
besides specifying the constraints the decision maker can also express prefer-
ences. The former can be viewed as strong conditions that has to be satisfied
and the latter can be seen as weak (optional) conditions [2]. Constraints and
preferences are often modelled jointly. Such approach leads to what is called
bipolar scales in [12]. However as noted in [7] if there are negative and posi-
tive parts of the information (constraints and preferences), then they should be
processed in parallel and not as one piece of information. Otherwise undesirable
shuffle of the constraints and preferences may occur. Ideally the decision maker
should obtain a set of solutions that meet the constraints and a set of solutions
that satisfy even the preferences. Naturally it should apply that the solutions
with preference are a subset of the solutions that satisfy the constraints.

Usually the utility /value functions are used to evaluate the alternatives on
the interval [0, 1], or some other interval that can be scaled to this range. Such
scale is usually bipolar, because 1 denotes completely acceptable alternative, 0
denotes absolutely unacceptable alternative and the midpoint m marks neutral
(indefinite) solutions. The midpoint plays an important role of a boundary be-
tween the positive and negative values [12]. This approach can be viewed as a
classic example of processing constraints and preferences as one piece of infor-
mation. An alternative approach to this problem is to create two scales, one
that is negative unipolar, where 0 means unacceptable and 1 denotes neutral
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ranking of the alternative, and positive unipolar scale, where 0 denotes neutral
and 1 means absolutely acceptable solution [12]. In this case each scale is mod-
elled and processed separately [7], which leads to the ranking of alternatives
in terms of acceptability and desirability. As examples of these dual scales the
measures of possibility or loss functions and necessity or gain functions can be
mentioned [12].

2.1 Aggregation of Criteria Fulfilment

To obtain overall ranking of the alternative A;, an operator that summarizes
values of a;; into one value providing overall evaluation of A; is needed. Such
aggregation operators can be t-norms, averaging operators, OWA operator [19]
or even t-conorm, depending on the behaviour the operator should model [7].
Generally the aggregation function has a form:

Ai :f(ail,...,am). (1)

The most commonly used t-norm and t-conorm are the min and max operators,
that also form limits for Yager’s OWA operators [19]. The overview of the t-
norms, t-conorms and averaging operators is provided in [21].

Criteria for selecting an aggregation operator were summarized by Zimmer-
mann [21] as following: axiomatic strength, empirical fit, adaptability, numerical
efficiency, compensation, range of compensation, aggregation behavior, required
scale level of membership functions. For a practical use especially empirical fit,
adaptability and compensation are the most important. Often the use of ag-
gregation operator is not discussed and the min, max operators are used when
working with fuzzy sets. But as noted in [12] there are problems of a negligibility
effect and a drowning effect. The first describes situation when many high val-
ues cannot compensate for one small - so min(0.8,0.6,0.1) < min(0.2,0.2,0.2)
and the other describes situation min(0.5,0.7,0.1) = min(0.1,0.1,0.1). Obvi-
ously neither one of those is correct nor does it model human thinking about
ranking of alternatives, as humans would be able to distinguish between such
alternatives and decide which one is better.

2.2 Ranking of the Alternatives

As mentioned above if constraints and preferences are present in the decision
making process, each of them should be processed separately. This means that
for each A; the constraint and preference raking have to be established indepen-
dently, so that we have ag- denoting ranking of the alternative i according to the
criterion j of constraints and in the same sense af; that denotes ranking accord-
ing to the preference. Aggregated ranking of the alternatives is than denoted as
AY and AL respectively.

Since each alternative has two rankings A and AP the ranking process is
slightly more complex. Let A, and Ap be the alternatives from A;. A, is better
than A, only if AY > AY and at the same time AL > AP the alternatives are
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equal if AY = Az? and at the same time A = Af , otherwise Ay is better than
Aq. Verbally expressed it means that one alternative is better than the other
if and only if it has higher values of ranking in terms of both constraints and
preferences. Since the constraints are viewed as a stronger criterion they are used

as the main ranking criterion. So the alternatives are first ranked by A$ and
then AF.

3 Possibilistic Queries

In this section the elementary definitions of Possibility Theory that are needed
for possibilistic queries will be given. The complete overview of Possibility theory
is provided in [10,20]. Possibility theory provides new approaches and tools for
handling fuzzy sets. Among those the comparison of a crisp number and a fuzzy
number is of special interest for our research.

In geography vague specifications of queries are often encountered, because
binary queries are usually too restrictive for geographical data [5]. In such cases
an expert provides information about what are unacceptable solutions, which
solutions might be used, what are rather suitable solutions and finally what
solutions would be the best. Lets take an example of selecting a construction
site for new houses with respect to slope of the terrain. The expert specifies that
values of slope higher than 20° are off limits because of the costs associated with
preparation of the terrain. He also specifies that it would be good if slope higher
than 10° could be avoided. He also mentions that anything below 5° is perfect as
there are almost no costs associated with the preparation of the construction site.
What the expert actually provided is a description of so called possibilistic query
[6]. Possibilistic queries are modelled as fuzzy numbers and utilizes Possibility
theory for comparison with crisp data values.

0.5 2 Z

Fig. 1. Measures of possibility (dashed) and necessity (dotted) of v > T

Fuzzy number is a special case of a normal convex fuzzy set that is defined
on R (real numbers) and represents vague, ill-known or imprecise value. For
more details about fuzzy numbers please see [13]. In the framework of Possi-
bility theory the fuzzy number can be viewed as a possibility distribution [10],
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that specifies values the number can possibly take. Uncertain parameters/values
are often modelled as fuzzy numbers [1,9,16]. The possibility distribution is an
appropriate tool for the modelling of soft constraints, that form soft queries [20].
These soft (or possibilistic) queries offer the decision maker much more flexible
way of querying the data [5,6].

Let T be a triangular fuzzy number that represents a vague threshold. Tri-
angular fuzzy numbers are defined by three values - minimum, modal value and
maximum. The membership function pp of a triangular fuzzy number is a simple
linear function [13]. Crisp value v can be compared to this soft threshold. The
outcome of such comparison are measures of possibility II and necessity N. For
use in queries the possibility measure can be viewed as a measure of fulfilment
of constraint, while necessity is a measurement of preference [12].

The comparison v > T is done according to equations (Fig. 1):

T 400) (V) = I ((—00,v]) = sup pr(u), (2)
T +00)(v) = Nr((~00,0]) = inf (1 — pir(u)). (3)

And the counterpart v < T':

(=o0,1](v) = Ir([v, +00)) = sup pr (u), (4)
[(=o0,7((v) = N (Jv, +00)) = ﬁfv (1 = pr(u)). (5)

In both cases the growth of possibility represents the rising fulfilment of con-
straints while the growth of necessity represents the rising fulfilment of prefer-
ence.

0.5 e

Fig. 2. Measures of possibility (dashed) and necessity (dotted) specified as functions
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3.1 Alternative Specifications of the Possibility and Necessity
Measures

Previously it was shown how possibility and necessity measures can be obtained
from so called soft thresholds, that were modelled as fuzzy numbers. There are
situations in which alternative approaches to defining these measures might be
a good idea.

The expert may be able to specify the definitions of possibility and necessity
measures directly as functions (Fig. 2). Reasons for such definition can be vari-
ous, it is only necessary that always N < IT. This direct definition of the measures
allows expert to freely express his opinions and knowledge of the problem.

Another specific case are categorical (ordinal) data. In such case the expert
should provide values of possibility and necessity for each category (Fig. 3).

1
0.5 | |
0 I

CATy CAT, CAT; CAT,

Fig. 3. Measures of possibility (black) and necessity (grey) for categorical data

The described approaches provide necessary methods for querying all types
of data with possibilistic queries. Obviously possibility value is than ranking of
the alternative in the sense of constraint Aic while necessity is ranking in the
sense of preference AF. Further in the article these rankings will be referred as
a possibility and necessity.

4 Case Study

The case study presents a simple decision problem. An area suitable for a place-
ment of a waste disposal site should be find within the area of interest according
to three characteristics. Slope, distance from water and landuse were chosen as
the most important characteristics. While slope and distance are provided as
rational data, the landuse is provided as ordinal data.
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All the datasets are so called field models [14]. That means that they are stored
as grids with M rows and N columns (alternatives). So for each data layer there
are M x N cells. This representation of data is rather common in GIS.

The queries on distance from water and slope were specified as triangular fuzzy
numbers, which allows possibility and necessity to be calculated directly from
those soft thresholds. In case of the distance we are searching for values beyond
specific threshold (v > T Egs. (2, 3)) because the waste disposal site cannot be
close to water. In case of slope we are searching for values smaller than certain
threshold, because the site cannot be even on medium slope (v < T Egs. (4, 5)).
Definitions of the fuzzy numbers are provided in Table 1 the visualizations of
the possibility and necessity are in Figures 4 and 5.

Table 1. Definition of triangular fuzzy numbers for possibilistic thresholds

characteristic minimum core maximum
distance from water 150 m 500 m 750 m
slope 0° 1° 3°

As a comparison the same task was done using classic boolean approach.
With values 1° and 500 m used as thresholds for slope and distance from water.
Landuse categories grassland, cropland and forest land with bushed were selected
as suitable in the query. The result was obtained as spatial intersection of these
three queries. The data outcomes from the classic query are shown in Figs.
(4,5,6,7) as shaded area.

As is visible from the Figure 4 quite a big part of the area of interest fulfils
the constraint with some specific membership value IT > 0. However the area
that has N > 0 is much smaller and also more broken into smaller clusters.

Fig. 4. Possibility (right) and necessity (left) of slope being smaller than specified
threshold. White color represents value 0 and black value 1. The shaded area was
selected by respective crisp query.
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The distance from the water is a linear variable that forms a buffer zone
around the water. The possibility and necessity of distance being bigger than
the soft threshold also reflects this fact (Fig. 5). Obviously the area that would
fulfil the preference measure on the distance is rather small.

Fig. 5. Possibility (right) and necessity (left) of distance being higher than specified
threshold. White color represents value 0 and black value 1. The shaded area was
selected by respective crisp query.

Table 2. Definition of possibility and necessity for landuse types

landuse type possibility necessity
water 0 0
grassland 1 1
cropland 0.75 0.25
forest land with bushes 0.85 0.5
forest land with trees 0.4 0.1

Landuse data need a different treatment as they are specified as classes. Here
expert opinion is used to specify possibility (feasibility) and necessity (attrac-
tiveness) of suitability of the class. The values assigned to the classes are sum-
marized in Table 2 and visualized in Figure 6. According to expert opinion the
grassland and bushes are the best places for the purpose as the costs of their use
will be smallest. This is reflected by both categories having high possibility and
necessity values. On the other hand the cropland has relatively high possibility
value but low necessity value, indicating conflict. The land would be fine for the
purpose but it is not appropriate to turn a cropland to a waste disposal site.

Hamacher product [21] was used as aggregation operator:

Ha,b) = 0 ifa=b=0 (6)
e a+’g’iab otherwise
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Fig. 6. Possibility (right) and necessity (left) values specified for landuse. White color
represents value 0 and black value 1. The shaded area was selected by respective crisp
query.

The operator selection was based on expert’s opinion as being the most suitable
in terms of compensation and aggregation behaviour.

The results are visualized in Figure 7. The highest possibility value was 0.85
which means that there is no solution that would fit all the constraints com-
pletely, however some solutions are rather close to it. The highest necessity
value was only 0.1 which means that there are none attractive solutions. This is
rather common outcome in geographical analysis, as usually the data does quite
fit together.

Fig. 7. Possibility (right) and necessity (left) of the result. White color represents value
0 and black value 1. The shaded area is result of combination of crisp data queries.

Visual comparison of the results obtained by possiblistic and classic query in
Fig. 7 shows that classic query selected only small area, where high values of
possibility occur for the possibilistic query. It is visible from the example that
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the possibilistic query provided decision maker with much more information.
Such outcome should allow him/her to adopt better solution.

In the case of this case study it might be reasonable to the expand area
of interest to find out if there are some more attractive solutions nearby, or
completely switch the area for another one since there are no solutions that
would completely fit all the constraints.

5 Conclusion

The topic of decision support is rather undervalued in existing geoinformatic
literature. Even less is mentioned about alternative approaches and methods for
modelling constraints and preferences, for example [15] does not mention them
at all. Geoinformatics is a part of Information Sciences and as such exploration of
new trends and methods of decision support should be one of the crucial topics.
The presented method can be used to for all types of spatial queries in order
to enrich the results and provide users with more information. It also handles
uncertainty of the user’s point of view on threshold selection.

In this research we present approach for modelling constraints and preferences
for spatial data that would allow the decision maker to obtain more complex eval-
uation of the data and easily integrate even vague definitions provided by field
experts. The paper presents utilization of Possibility theory for spatial decision
making, which was not presented so far. This approach enriches the results of
classic data queries that are based on boolean expressions. Modelling vague defi-
nitions provided by experts also addresses the issue of expert’s uncertainty when
specifying values used as a thresholds. The topic of aggregation of the results
is also mentioned, which can be crucial for the whole decision making problem.
The implementation of new soft computing methods for decision making support
is one of the recent trends not only in geoiformatics [8] but also in other fields
[4].

The further research should focus on selection of aggregation operators and
their impact on obtained results as well as their ability to model specific ways
of human reasoning.
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Abstract. In this paper we present novel experimental results on com-
paring two interpretations of missing attribute values: attribute-concept
values and “do not care” conditions. Experiments were conducted on
176 data sets, with preprocessing using three kinds of probabilistic ap-
proximations (lower, middle and upper) and the MLEM?2 rule induction
system. The performance was evaluated using the error rate computed
by ten-fold cross validation. At 5% statistical significance level, in four
cases attribute-concept values and in two cases “do not care” conditions
performed better (out of 24 cases). At 10% statistical significance level,
in five cases attribute-concept values and in three cases “do not care”
conditions performed better. In the remaining cases the differences were
not statistically significant.

1 Introduction

Hybrid intelligent systems are an area of research that seeks to combine many
single classifier approaches to pattern recognition such that the resulting collec-
tive performance improves on the performance of any single part [21]. The idea
that no single computational view solves all problems was presented in [19]. In
our work we combine two areas of intelligent systems, rule learner classification
systems and uncertainty management in the form of rough set methodology.
Lower and upper approximations are the basic ideas of rough set theory.
A probabilistic approximation, defined using a probability «, is an extension of
standard lower and upper approximations. If « is equal to 1, the probabilistic ap-
proximation is reduced to the lower approximation; if « is slightly larger than 0,
the probabilistic approximation becomes the upper approximation. Probabilistic
approximations have been investigated in Bayesian rough sets, decision-theoretic
rough sets, variable precision rough sets, etc., see, e.g., [12, 15-17, 20, 22-25].
Until recently, research on probabilistic approximations focused on theoretical
properties of such approximations. Additionally, it was restricted to complete
data sets (with no missing attribute values). For incomplete data sets standard
approximations were extended to probabilistic approximations in [11]. The first
papers reporting experimental results on probabilistic approximations were [1, 4].

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 156-167, 2014.
© Springer International Publishing Switzerland 2014
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In this paper we study two interpretations of missing attribute values:
attribute-concept values and “do not care” conditions. Our research is a con-
tinuation of [5]. In [5] three interpretations of missing attribute values: lost
values, attribute-concept values and “do not care” conditions were discussed;
however, data sets used for experiments in [5] were very restricted: only eight
data sets were considered, all with 35% of missing attribute values. In this paper
we consider a spectrum of data sets with various percentages of missing attribute
values, starting from 0 (complete data sets), and ending with saturated incom-
plete data sets, with 5% as an increment of missing attribute values, for details
see Section 4.

Our main objective was to check which interpretation of missing attribute
values: attribute-concept values and “do not care” conditions is better in terms
of the error rate. Our secondary objective was to compare three types of approxi-
mations, lower, middle and upper, where middle approximations are probabilistic
approximation associated with the parameter a = 0.5 [2, 3|. In this paper we
study usefulness of all three types of probabilistic approximations applied for
rule induction from incomplete data.

There exist many definitions of approximations [9] for data sets with missing
attribute values, we use one of the most successful options (from the view point
of rule induction) called concept approximations [9]. Concept approximations
were generalized to concept probabilistic approximations in [11].

Our experiments on rule induction on 176 data sets (with two types of missing
attribute values) and with three probabilistic approximations (lower, middle and
upper) show that an error rate, evaluated by ten-fold cross validation, depends
on a choice of the data set. Our main conclusion is that for a specific data
set both choices, for an interpretation of missing attribute values and for an
approximation type, should be taken into account in order to find the best
combination used for data mining.

2 Incomplete Data

We assume that the input data sets are presented in the form of a decision table.
An example of a decision table is shown in Table 1. Rows of the decision table
represent cases, while columns are labeled by wvariables. The set of all cases will
be denoted by U. In Table 1, U = {1, 2, 3, 4, 5, 6, 7, 8}. Independent variables
are called attributes and a dependent variable is called a decision and is denoted
by d. The set of all attributes will be denoted by A. In Table 1, A = { Education,
Skills, Experience}. The value for a case x and an attribute a will be denoted by
a(z).

In this paper we distinguish between two interpretations of missing attribute
values: attribute-concept values and “do not care” conditions. Attribute-concept
values, denoted by “—”, mean that the original attribute value is unknown;
however, because we know the concept to which a case belongs, we know all
possible attribute values. For example, if we know that a patient is sick with
flu and if typical temperature values for such patients is high or very high,
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then we will use these values for rule induction, for details see [10]. “Do not
care” conditions , denoted by “*”, mean that the original attribute values are
irrelevant, so we may replace them by any attribute value, for details see [6, 13,
18]. Table 1 presents an incomplete data set affected by both lost values and
attribute-concept values.

Table 1. A decision table

Attributes Decision
Case Education Skills Experience Productivity
1 higher high - high
2 * high low high
3 secondary — high high
4 higher * high high
5 elementary high low low
6 secondary — high low
7 - low high low
8 elementary * — low

One of the most important ideas of rough set theory [14] is an indiscernibility
relation, defined for complete data sets. Let B be a nonempty subset of A. The
indiscernibility relation R(B) is a relation on U defined for x,y € U as follows:

(x,y) € R(B) if and only if Va € B (a(z) = a(y)).

The indiscernibility relation R(B) is an equivalence relation. Equivalence classes
of R(B) are called elementary sets of B and are denoted by [z]p. A subset of U
is called B-definable if it is a union of elementary sets of B.

The set X of all cases defined by the same value of the decision d is called
a concept. For example, a concept associated with the value low of the decision
Productivity is the set {1, 2, 3, 4}. The largest B-definable set contained in X
is called the B-lower approzimation of X, denoted by appr B (X), and defined as
follows

U{lel | [e]s € X,

while the smallest B-definable set containing X, denoted by appr g (X) is called
the B-upper approrimation of X, and is defined as follows

Uilzls | [z]p N X # 0}

For a variable a and its value v, (a,v) is called a variable-value pair. A block
of (a,v), denoted by [(a,v)], is the set {z € U | a(z) = v} [7].
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For incomplete decision tables the definition of a block of an attribute-value
pair is modified in the following way.

— If for an attribute a there exists a case x such that a(z) = —, then the
corresponding case x should be included in blocks [(a,v)] for all specified
values v € V(z,a) of attribute a, where

Vi(z,a) =A{a(y) | aly) is specified, y € U, d(y) = d(x)},

— If for an attribute a there exists a case x such that a(x) = *, then the case x
should be included in blocks [(a, v)] for all specified values v of the attribute
a.

For the data set from Table 1, V(1, Experience) = {low, high}, V (3, Skills) =
{high}, V (6, Skills)={low, high}, V (7, Education) ={elementary, secondary},
and V (8, Experience) = {low, high}.

For the data set from Table 1 the blocks of attribute-value pairs are:

[(Education, elementary)] = {2, 5, 7, 8},
[(Education, secondary)] = {2, 3, 6, 7},
[(Education, higher)] = {1, 2, 4},
[(Skills, low)] = {4, 6, 7, 8},

[(Skills, high)] = {1, 2, 3, 4, 5, 6, 8},
[(Experience, low)] = {1, 2, 5, 8},
[(Experience, high)] = {1, 3, 4, 6, 7, 8}.

For a case x € U and B C A, the characteristic set Kp(zx) is defined as the
intersection of the sets K (x,a), for all a € B, where the set K(z,a) is defined in
the following way:

— If a(z) is specified, then K (z,a) is the block [(a,a(x))] of attribute a and its
value a(x),

— If a(x) = —, then the corresponding set K(z,a) is equal to the union of
all blocks of attribute-value pairs (a,v), where v € V(z,a) if V(x,a) is
nonempty. If V(z,a) is empty, K(z,a) = U,

— If a(x) = * then the set K(x,a) = U, where U is the set of all cases.

For Table 1 and B = A,

KA(]-) = {1a234}>
Ka(2)={1,2,5,8},
KA(3) = {3,6},
Ka(4) ={1,4},
KA(5) = {2a538}>
KA(G) = {3a63 7}a
Ka(7)={6,7,8},

Note that for incomplete data there are a few possible ways to define approxi-
mations [9], we used concept approximations [11] since our previous experiments
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indicated that such approximations are most efficient [11]. A B-concept lower
approximation of the concept X is defined as follows:

BX = U{Kp(z) | z € X, Kp(z) C X},
while a B-concept upper approzimation of the concept X is defined by:
BX =U{Kp(z) |z € X,Kp(z)NX #0} = U{Kp(z) |z € X}.

For Table 1, A-concept lower and A-concept upper approximations of the
concept {5, 6, 7, 8} are:

A{5,6,7,8} = {6,7,8},
A{5,6,7,8} = {2,3,5,6,7,8}.

3 Probabilistic Approximations

For completely specified data sets a probabilistic approximation is defined as
follows

appra(X) = U{[z] | 2 € U, P(X | [z]) = o},

a is a parameter, 0 < a < 1, see [11, 12, 16, 20, 22, 24]. Additionally, for
simplicity, the elementary sets [z]4 are denoted by [z]. For discussion on how
this definition is related to the value precision asymmetric rough sets see [1, 11].

Note that if a = 1, the probabilistic approximation becomes the standard
lower approximation and if « is small, close to 0, in our experiments it was
0.001, the same definition describes the standard upper approximation.

For incomplete data sets, a B-concept probabilistic approximation is defined
by the following formula [11]

U{Kp(z) | z € X, Pr(X|Kp(x)) > a}.

For simplicity, we will denote K 4(z) by K(x) and the A-concept probabilistic
approximation will be called a probabilistic approximation.

For Table 1 and the concept X = [(Productivity, low)] = {5, 6, 7, 8}, there
exist three distinct three distinct probabilistic approximations:

apprl‘o({& 6,7, 8}) = {Ga 7, 8}’

appro.75({5,6,7,8}) = {2,5,6,7,8},
and

appr0_001({5, 6, 7, 8}) = {2, 3, 5, 6, 7, 8}

The special probabilistic approximations with the parameter a = 0.5 will be
called a middle approximation.
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4 Experiments

For our experiments we used eight types of data sets from the University of
California at Irvine Machine Learning Repository.

Our main objective was to check which interpretation of missing attribute
values: attribute-concept values or “do not care” conditions is better in terms
of the error rate. Our secondary objective was to test which of the three proba-
bilistic approximations: lower, middle or upper provides the best results, again
in terms of the error rate.

In our experiments two parameters were used: the percentage of missing at-
tribute values and the probability « used in the definition of probabilistic ap-
proximations. Both parameters have many possible values.

For practical reasons, we restricted both parameters, for the percentage of
missing attribute values we considered numbers 0, 5%, 10% and so on. We have
replaced randomly and incrementally existing attribute values by symbols of
missing attribute values, first using — and then we replaced all symbols of
attribute-concept values by *, with the increment 5% until replacing another
5% of existing attribute values by symbols of missing attribute values caused
in the incomplete data set the entire row full of missing attribute values (i.e.,
there was a case = such that a(z), for all a € A, was a symbol of the missing
attribute value). If so, we retracted the last replacement and tried another ran-
dom replacement. If this attempt was unsuccessful, we tried yet another random
replacement. If this third attempt was unsuccessful, we ended the process of
creating incomplete data sets.

For example, for the bankruptcy data set, the maximum number of missing
attribute values is 35%, since with three random tries of replacing yet another
5% of attribute values, all three data sets with 40% of missing attribute values
had a row labeled by some x € U with a(z) being a symbol of missing attribute
values for all a € A.

For the bankruptcy data set, replacing existing attribute values by symbols
of attribute-concept values, resulted in seven new data sets (with 5%, 10%,...,
35%) of attribute-concept values. Then we created another seven data sets by
replacing all symbols of attribute-concept values by symbols of “do not care”
conditions. Thus for bankruptcy data sets, 15 data sets were used in experiments.
Since we used eight types of data sets, the total number of all data sets used in
experiments was 176.

We restricted our attention to three probabilistic approximations: lower (a =
1), upper (o = 0.001) and the most typical probabilistic approximation, for
a = 0.5, called the middle approximation. Therefore the total number of ten-
fold cross validation experiments was 176 x 3 = 528.

Results of our experiments are presented on Figures 1-8. First, for all eight
types of data sets we computed error rate associated with two interpretations of
missing attribute values: attribute-concept values and “do not care” conditions.
Then we evaluated the statistical significance of the results using the Wilcoxon
matched-pairs signed rank test, with the 5% level of significance for two-tailed test,
separately for lower, middle and upper approximations. For the echocardiogram,
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for middle and upper approximations, the “do not care” condition interpretation
of missing attribute values was better than the attribute-concept interpretation
of missing attribute values.

On the other hand, for the image segmentation data set, for all three types of
approximations and for the wine recognition data set with lower approximation,
the attribute-concept value interpretation of missing attribute values was bet-
ter than the “do not care” condition interpretation of missing attribute values.
Thus, for two combinations of data set and type of approximation, the “do not
care” condition interpretation of missing attribute values was better than the
attribute-concept value interpretation of missing attribute values. For other four
combinations of data set and type of approximation, the attribute-concept value
interpretation of missing attribute values was better than the “do not care” con-
dition interpretation of missing attribute values. For remaining 18 combinations
of data set and type of approximation, the difference in performance between
attribute-concept values and “do not care” condition interpretation of missing
attribute was not statistically significant (5% significance level).

When we changed the level of significance in the Wilcoxon test to 10%, we
observed additionally that for the echocardiogram, for lower approximations, the
“do not care” condition interpretation of missing attribute values was better than
the attribute-concept value interpretation of missing attribute values. However,
for the iris data set and lower approximations, the attribute-concept value inter-
pretation of missing attribute values was better than the “do not care” condition
interpretation of missing attribute values.

Thus, for three combinations of data set and type of approximation, the “do
not care” condition interpretation of missing attribute values was better than
the attribute-concept value interpretation of missing attribute values. For other
five combinations of data set and type of approximation, the attribute-concept
value interpretation of missing attribute values was better than the “do not care”
condition interpretation of missing attribute values. For the remaining 16 com-
binations of data set and type of approximation, the difference in performance
between attribute-concept values and “do not care” condition interpretation of
missing attribute was not statistically significant (10% significance level).

Then we compared the three kinds of approximations, separately for attribute-
concept values and for “do not care” conditions, using the Friedman Rank Sums
test, again, with 5% of significance level. The total number of tests was 16
(eight types of data sets with two interpretations of missing attribute values).
For image segmentation data set with attribute-concept values and with “do
not care” conditions, for the iris data set with “do not care” conditions and
for the wine recognition data set with “do not care” conditions there was a
strong evidence to reject the null hypothesis that all three approximations are
equivalent.

Using the test for ordered alternatives based on the Friedman rank sums test
we conclude that, with 5% of significance level, the middle and upper approxima-
tions are better than the lower approximations both image segmentation data
sets, while for remaining two data sets: iris and wine recognition, both with
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“do not care” conditions, upper approximations are better than lower approxi-
mations. The difference in performance between the middle and upper approxi-
mations is not statistically significant. For the remaining 10 combinations of data
set and type of missing attribute value, the difference in performance between
approximations was not significant.

Again, when we changed the level of significance in the Friedman test to 10%,
we may observe additionally that for the bankruptcy and lymphography data
sets, both with “do not care” conditions, upper approximations are better than
lower, while for the iris and wine recognition data sets, both with “do not care”
conditions, middle approximations are better than lower. Thus, upper approxi-
mations were better than lower approximations for six combinations of data set
and type of missing attribute values, and middle approximations were better
than lower approximations for other two such combinations. For the remaining
six combinations of data set and type of missing attribute value, the difference
in performance between approximations was not significant.

A summary of the results of the experiments indicate that for the majority
of the experiments performed, the results did not show a statistically significant
difference in performance between the interpretation of missing attribute values
and approximation types. However, there is strong evidence that there are sit-
uations where varying these values would yield better results with certain data
sets.

For rule induction we used the MLEM2 (Modified Learning from Examples
Module version 2) rule induction algorithm, a component of the LERS (Learning
from Examples based on Rough Sets) data mining system [7, 8].

5 Conclusions

Our primary objective was to compare the quality of rule sets induced from in-
complete data sets with attribute-concept values and “do not care” conditions us-
ing three types of probabilistic approximations: lower, middle and upper. There
is some evidence that attribute-concept values are better than “do not care”
conditions in terms of the error rate measured by ten-fold cross validation.

This work is a continuation of the experiments in [5]. The primary focus of
[5] was to identify the best interpretation of missing attribute values with a
secondary objective of testing the usefulness of concept probabilistic approxi-
mations in mining incomplete data. In this work we expanded our investigation
to 176 data sets while in [5] only 24 data sets were considered. However, be-
cause of the experiment size, we restricted the number of interpretations from
three to two. In addition, while a primary objective was an investigation of two
interpretations of missing attribute values, this work also compared three ap-
proximations in an effort to identify the most effective between lower, middle
and upper.

Our experiments on rule induction on 176 data sets (with two types of missing
attribute values) and with three probabilistic approximations (lower, middle and
upper) show that an error rate, evaluated by ten-fold cross validation, depends on
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a choice of the data set. In the majority of the data experimented with resulted
in insignificant differences between the methods.

Our main conclusion is that for a specific data set both choices, for an inter-
pretation of missing attribute values and for an approximation type, should be
taken into account in order to find the best combination used for data mining.

Data sets with large percentage of “do not care” conditions may cause the
error rate for lower approximation to increase up to 100% due to large charac-
teristic sets, and, consequently, empty corresponding lower approximations and
empty rule sets.

Our secondary objective was to compare three approximations: lower, middle,
and upper. In six combinations, out of 16, lower approximations were worse than
middle or upper (5% significance level). In addition, in ten combinations, out
of 16, lower approximations were worse than middle or upper approximations.
Hence lower approximations should be avoided for mining incomplete data with
attribute-concept values or “do not care” conditions.
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Abstract. The paper examines two approaches to sentiment analysis: lexicon-
based vs. supervised learning in the domain of movie reviews. In evaluation, the
methods were compared using a standard movie review test collection. The re-
sults show that lexicon-based approach is easily outperformed by classification
approach.

Keywords: Sentiment Analysis, Opinion Mining, Sentiment Lexicon.

1 Introduction

Sentiment analysis is usually described as a classyfyeing problem, where text units
(such as documents, paragraphs, sentences) are classified into one of three groups (e.g.,
’positive”, neutral”, or "negative”). Nowadays, it is becoming more and more popular
mainly because of the popularity of social media. Individuals and organizations want
to know what is said about them on the Web, companies want to know the attitudes
towards their products, services and brands expressed in social media like Facebook,
Twitter, blogs, and other Web 2.0 content. Sentiment analysis is used in various do-
mains such as banking, finances, travels, news, etc. It can be applied to all kinds of
services and product reviews, including sentiment analysis of internal situation of com-
pany and risk evaluation. Although, it is still evolving area, vast volume of research
was conducted on the basis of similar approaches such as multi-agent systems, e.g. [1].
Tools and methods supporting sentiment analysis, are becoming increasingly complex
and achieve better results. However, still one of the most popular methods to assign
sentiment to documents are lexicon-based approaches. They use specific types of lexi-
cons with sentiment orientation assigned to each word. The major goal of this paper is
to present the comparison of the sentiment analysis results of two distinct approaches:
lexicon-based and based on classification.

What needs to be emphasized is that sentiment lexicons are mostly available for
English, which is mainly caused by the availability of resources for analysis, such as
manually labelled corpora, e.g., OpinionFinder [2]. Additionally, even if lexicons ex-
ist for other languages, they are partial, incomplete and usually developed for specific
purposes (particular domain or problem). Moreover, it should be noted that results of

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 168-178, 2014.
(© Springer International Publishing Switzerland 2014
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lexicon-based approaches may be affected by errors which occur in lexicons creation
process. For instance one of the most recognizable lexicon - SentiWordNet!, named
as general (or global) lexicon, where scores are deemed to be of general application
regardless of the specific domain [3] contains some errors. Due to the fact that Senti-
WordNet is an automatically generated resource, it contains incorrect triplets of values
(positive, negative or neutral). Hence, the correctness of this sentiment lexicon is doubt-
ful, despite the fact that authors added to SentiWordNet possibility to submit feedback
of polarity entries.

To summarize, it is impossible to build universal sentiment lexicon for all purposes,
because sentiment expressions often behave with strong domain-specific nature. Rem-
edy for this problem could be domain-specific sentiment lexicons, which have played
an important role in most real sentiment analysis systems. Due to the omnipresent do-
main diversity and absence of domain-specific prior knowledge, automatic construction
of domain-specific sentiment lexicon has become a challenging research topic in recent
years [4, 5]. Domain-depended sentiment lexicons are needed and they should contain
semantic orientations of opinion expressions specific to particular domain, i.e., the word
“predictable” has opposite polarity, in context of car driving experience and in movie
context.

As outlined above, lexicons are still very important for sentiment analysis purposes.
However, is it possible to build usefull lexicons based on any dataset? Is movie reviews
corpus good for building such lexicon? Up to now, movie reviews have been analysed
for opinion mining in numerous papers [6, 7, 8, 9, 10]. This paper is focused on the
issue of sentiment lexicon construction from a corpus of movie reviews. The dataset
used in this paper is from Amazon?. Furthermore, the results obtained by lexicon-based
sentiment annotation method are compared to classification-based one.

This paper is organized by follows: Section 2 provides concise presentation of re-
lated work in the field of sentiment lexicons creations and methods based on supervised
learning. Section 3.1 presents a description of examined approach of lexicon-based sen-
timent analysis and the one based on supervised learning. The experimental scenarios as
well as the results of their execution are described in Section 4. The paper is concluded
in Section 5.

2 Related Work

The issues related to building sentiment lexicons appeared in many publications so far.

Hatzivassiloglou and McKeown [11] constructed lexical network and determined
polarity of adjectives, by using pairs of adjectives conjoined by and, but, either-or,
or neither-nor for research, such as fair and legitimate or simplistic but well-received
to separate similarly and oppositely connoted words. Hatzivassiloglou and McKeown
have used the 1987 Wall Street Journal corpus, consisted of 21 million words, which
were automatically annotated with part-of-speech tags. Another classic approach was
presented by Turney [12]. He determined polarity values of words based on the number

'http://sentiwordnet.isti.cnr.it/
2 http://snap.stanford.edu/data/web-Movies.html
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of documents with their co-occurrence with seed words found in internet (with the Al-
taVista search engine). Seven positive words (good, nice, excellent, positive, fortunate,
correct, and superior) and seven negative words (bad, nasty, poor, negative, unfortunate,
wrong, and inferior) as representatives for positive and negative orientation were used.
Extended Turneys approach presented Gamon and Aue [13]. They added assumption,
that sentiment words with opposite orientation should not co-occur at the level of single
sentence.

Recently, automatic construction strategy of domain-specific sentiment lexicon based
on constrained label propagation were presented in [4]. Earlier, technique to build
domain-specific, feature-level opinion lexicons in a semi-supervised manner for three
different domains (headphones, hotels and cars) were described in [5].

Other approach to building sentiment lexicons involves automatic machine transla-
tion of existing sentiment lexicons (English and Spanish lexicons for [14]) into other
languages. The new language lexicon is formed by the overlap of the mentioned transla-
tions (triangulation). Mihalcea et al. [15] proposed similar method to learn multilingual
subjective language via cross-language projections. They used The Subjectivity Lexi-
con from OpinionFinder [2] and two bilingual English-Romanian dictionaries to trans-
late the words in the lexicon. They have developed it using method that automatically
builds text classifiers in a new language by training on already labeled data in another
language [16].

Another approach to lexicon construction is based on thesaurus. This method uti-
lizes synonyms or glosses of a thesaurus to determine polarities of words. One of the
approach [17] was based on the synonym and antonym lists obtained from Wordnet to
compute the probability of a word given a sentiment class. Kamps et al. [18] made a hy-
pothesis that synonyms have the same polarity. They linked synonyms from thesaurus to
build network. Word polarities were determined by the distance from seed words (good
and bad) in the network. Extended approach was described by Hu and Liu [19]. They
used synonyms and also antonyms to build sentiment lexicon. Esuli and Sebastiani [20]
presented method for determining the polarity of terms based on the quantitative analy-
sis of the glosses of such terms, i.e. the definitions that these terms are given in on-line
dictionaries.

In general, co-occurrence of words along documents implies their similar polarity
as a whole. Similar polarity might stand for distinct meaning but within this paper,
in movie reviews domain, it means that reviews with similar text units should have
similar polarity, which was expressed in similar star assignment for movie review (see
Section 4.2 for dataset description). This is associated with rating-inference problem
[10], where rather than simply decide whether a review is “thumbs up” or “thumbs
down” [6] it should be determined an author’s evaluation score. This makes the problem
a multi-class text classification problem. Pang and Lee examined human accuracy at
estimating number of stars ”stars” assigned to reviews in different subjects. As it is
depicted in Table 1, humans are able to correctly classify reviews with accuracy from
47% to 80% (0 rating difference). Thus, it can easily noticed that humans recognize
small differences in evaluation scores.

Sentiment analysis can be treated as a classification problem, hence it is possible to
use machine learning methods such as classification. Sentiment analysis by classification,
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Table 1. Human accuracy at determining stars” score [10]. Rating differences are given in
“notches”. Parentheses enclose the number of pairs attempted.

Rating diff. Pooled Subject 1 Subject 2

3 or more 100% 100% (35) 100% (15)

2 (e.g., I star) 83% 77% (30) 100% (11)
1 (e.g., 1/2star) 69% 65% (57) 90% (10)
0 55% 47% (15) 80% (5)

a supervised learning task, is an approach that is using a classifier (such as Nave Bayes,
SVM or any other) and extracted features of text to classify it as of positive, negative or
neutral sentiment orientation [21]. In this approach no sentiment lexicon is needed, so
it can be treated as an alternative to lexicon-based sentiment analysis. Pang et al. [22]
were among the first to explore the sentiment analysis of reviews based on machine-
learning approaches. They experimented with three different algorithms: Support Vec-
tor Machines (SVMs), Nave Bayes, and Maximum Entropy classifiers. They used, e.g.,
unigrams and bigrams, POS (part-of-speech) tags and term frequency weight features.
The best accuracy attained with a movie reviews dataset was obtained with SVM classi-
fier, although all three classifiers had very similar accuracy. They used three-fold cross-
validation. In [23] there were proposed features extracted from text, e.g., terms and their
frequency in text, parts of speech, opinion phrases, negation, syntactic dependencies.
Pang and Lee [8] described another approach based on detecting and removing the ob-
jective parts of documents. Turney and Littman [12] presented similar an approach which
resulted with a slight improvement over the baseline using only unigrams. Some other
authors tried to combine machine-learning techniques with lexical-based methods. One
of that work presented Ortigosa et al. [24] for data from Facebook. They reached the best
result while combining methods.

3 Sentiment Analysis Methods

Two distinct approaches to sentiment analysis: lexicon-based and the one based on clas-
sification are compared in the domain of movie reviews. Following Section introduces
the concept of both of approaches.

3.1 Lexicon-Based Approach to Sentiment Analysis

The goal of the method is to enable the assignment of sentiment orientation to the
textual units from test set T, that have unknown sentiment. It is obtained by creation
and application of lexicon L using information extracted from dataset D with priory
known sentiment. The lexicon contains the mean sentiment orientation of words that
occur in that dataset. The dataset D, T and lexicon L are sets of tuples defined as below:

D={<t,s(t)>: tisatext unit Ns(t) €S} (1)

L={<w35w),c>: wisaword stem N5(w) € [min(S),max(S)]A c eNL} (2)
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T ={<t,5(t) > : tisatest text unit A§(t) € [min(S),max(S)|} 3)

where S is an ordered set of sentiment orientations expressed by numbers (e.g. 1- neg-
ative, 2- neutral, 3-positive), s(¢) is a number from S that represents a single sentiment
orientation of text unit ¢ in the original dataset D, §(w) denotes mean sentiment orien-
tation of text units ¢ from the entire dataset D that correspond to a given stem w and ¢
is their count. Mean sentiment orientation of word stem §(w) is denoted by the range
of S limits, i.e. § € [min(S),max(S)]. A text unit is a textual statement that contains
subjective opinion with sentiment orientation, e.g. a sentence, review, paragraph.
The main steps of the method used in this research are:

1. Text preprocessing,
2. Lexicon creation,
3. Application of the aggregated sentiment from lexicon to a test dataset 7'.

In the first step the textual content is processed according to the following rules in
order: punctuations are removed, all characters are converted into lower case, text is
tokenized into words, all words of length less than three are removed, also stop words
are eliminated and as the last step stemming is performed on each word.

In the second step a lexicon is built by splitting all reviews into single and unique
stems with assigned count of occurrence of that stem in whole dataset. Optional task
is to select only these stems that have count of appearance greater or equal to a given
threshold. To each stem a number § is computed and assigned, which represents the
mean value of sentiment orientations of all reviews in the whole dataset D in which
words of that stem are present.

In the third step all text units in dataset T are preprocessed in the same way as in step
one. As an output each text unit from 7 has the sentiment orientations computed. For
particular text unit it is calculated as a mean of sentiment orientations of all stems in
that text unit, that were present in the lexicon L. All stems from text units in 7' that were
absent in lexicon L are not taken into consideration while calculating sentiment orien-
tation. All, above mentioned steps in the lexicon-based method have been presented in
the Figure 1.

3.2 Sentiment Classification Using Classification

In this section the method for sentiment analysis based on classification, a task of super-
vised learning techniques, is presented. The goal of this method is similar to lexicon-
based approach but obtained in different way: based on collection of features derived
from analysed text and using classification algorithm classify sentiment polarity of doc-
ument. The method allows practically every characteristic of the document to be taken
as classification feature, e.g., terms and their frequency, POS (part-of-speech), senti-
ment words and phrases, sentiment shifters such as negations, syntactic features. All
these features can be utilized with any of supervised learning methods. Three most
commonly used in the field are: SVM, nave Bayes and Maximum Entropy. In order to
train the classifiers it is required a dataset with assigned sentiment orientation to the
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Fig. 1. Method description
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text. Fortunately, a lot of reviews have rating scores assigned by their creators, e.g., ex-
pressed in “stars”, in words such as “’positive” and “negative” etc. Such “’stars” scores
can be then mapped to sentiment polarity, for instance like in Table 2.

Table 2. Exemplary mapping stars score to sentiment class

Stars score  Sentiment polarity class
Negative
Negative
Neutral
Positive
Positive

4 Experimental Study

4.1 Experimental Scenarios

In order to compare two distinct approaches to sentiment analysis: lexicon-based (im-
plemented in Python according to description contained in Section 3.1) and super-
vised learning (implemented in KNIME http://www.knime.org as in Section
3.2) movie reviews dataset was processed. Implementation details are similar to these
presented by Turney [6], Ortigosa-Hernandez et al. [24] and Pang et al. [22].

The dataset was preprocessed according to description depicted in Figure 1. It con-
tains BoW (Bag of Words) creation, punctuation erasure, filtering out all terms con-
sisting of words less than 3 characters long, converting to lower case, and stemming
process. Then sentiment lexicon was build. In parallel, the supervised learning approach
used keygraph keyword extractor [25] for extraction of relevant keywords (15 keyword
per review) using the graph-based approach. In order to build a document vector, a
space consisting of all stem keywords has been established and values of the feature
vectors were specified as numeric values, ”’1” when word existed in a review and ”0” in
opposite case.

In order to evaluate both approaches 10-folds cross validation was executed. In case
of lexicon-based approach 9 of 10 randomly established parts of dataset were used for
lexicon creation and the 1/10 rest for evaluation. The classification was performed using
C4.5 decision tree.

The general outcome of the experiments in the comparison on MAE (Mean Absolute
Error) as well as classification accuracy obtained by both approaches. Additionally, the
sensitivity of lexicon-based method was tested for distinct thresholds of word count
used to construct the lexicon.

4.2 Dataset

The experiments have been conducted using large set of movie reviews from Ama-
zon.com. The dataset contains 34,686,770. Reviews of 2,441,053 movies issued by
6,643,669 users of which 16,341 have issued more then 50 reviews. The data comes
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from a time period between June 1995 and March 2013. Each review contains 8 fields
- productld, userld, profileName, helpfulness, score, time, summary, text. In the experi-
ment there were used only score and text, where text is a text unit of review and score is
overall sentiment orientation of the movie expressed in stars - 1 to 5. The median num-
ber of words per review is 82. The dataset is unbalanced in terms of score distribution,
see Figure 2. The majority of scores are highly positive (5 stars). Due to the fact that it
would be beneficial to build a balanced lexicon, the dataset has been randomly sampled
to have balanced distribution of scores. Three examples of the reviews taken from the
dataset are presented in Table 3.

8%

6%

-

55%

21%

E5 14 3 m2m1

Fig. 2. Review score distribution in the original dataset

Table 3. Exemplary reviews (text units) with assigned score, which represents sentiment orienta-
tion
Movie review Score
Don’t waste your money and time for this garbage
This movie was not what expect but was still cute show
Excellent movie and can’t wait until it comes out on dvd

4.3 Results

Due to the fact that the sentiment orientation had 5-values scale the Mean Absolute
Error (MAE) as well as classification accuracy was calculated. As it can been seen
in Figure 4 the lexicon-based sentiment annotation method was outperformed by clas-
sification one both in terms of classification accuracy and MAE. Supervised learning
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Fig. 4. The results of lexicon-based sentiment analysis approach for distinct word count thresh-
olds in lexicon construction

technique resulted with 0.47 accuracy, whereas lexicon-based with 0.10. Additionally,
MAE for classification is bellow 1, which means it rarely happen that the classification
error is greater than one class in the 5 classes target. The lexicon-based approach has
much higher MAE equal to 1.56. According to findings presented in Figure 3, lexicon-
based approach with the settings as described in Section 3 and 4.1 hardly depends on the
threshold of minimal word count used in lexicon creation. Both, MAE and classification
accuracy change only imperceptibly with distinct threshold value.

5 Conclusions and Future Works

The main goal of the paper was to compare two distinct approaches to sentiment anal-
ysis: lexicon-based vs. supervised learning in the domain of movie reviews. As it was
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observed in the experimental results the approach based on lexicon creation is easily
outperformed by classification approach. This makes the latter algorithm more appli-
cable for accurate sentiment annotation. Generally, better results can be obtained with
more sophisticated method, which is able to capture the nature of sentiment. Summa-
rizing, the usage of supervised learning algorithms as well as underlying feature space
representation of text and sentiment is a powerful modelling tool that should be exten-
sively address in sentiment analysis.

The future work will focus on further analysis of supervised learning schemes in
sentiment analysis as well as on the analysis of computation efficiency of considered
algorithms.
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Abstract. Business rules are of key importance for maintaining the cor-
rectness of business data. They also can help to contain the amount of
uncertainty associated to business data and decisions based on them.
However, business rule enforcement does not scale up easily to concurrent
systems. That is due to two common exigencies: the postulates of total
and of isolated business rule satisfaction. In order to limit the accumula-
tion of uncertainty, we outline how measure-based uncertainty-tolerant
business rules maintenance scales up to concurrent transactions, by re-
fraining from the postulates of total and isolated rule satisfaction.

1 Introduction

For fully automating the reasoning and processing of business workflows, ar-
guably the best choice is to invest in business rules and represent them as in-
tegrity constraints. That point of view has been convincingly argued for in [9].

Another important application domain of integrity constraints is data quality
[30]. In [12] we have argued that, to a large extent, conditions deemed neces-
sary by the database designer for the data to have quality can be represented
by integrity constraints. Consequently, data quality can be equated to the de-
gree by which the data satisfy the constraints that capture quality. Hence, such
constraints can be conveniently called quality constraints [14].

Uncertainty in databases can be understood as a lack of data quality, and
quality conditions can conveniently be represented as integrity constraints. It
has been pointed out in [8] that the violation of constraints corresponds to the
uncertainty of the data items. On the other hand, it is well-known that many
database applications may involve considerable amounts of uncertain data.

Business rules can be used to avoid uncertainty. Nevertheless, they need to
be able to tolerate it, i.e., to perform reasonably well in the presence of uncer-
tain data. The specific problem addressed in this paper is to make uncertainty-
tolerant business rules work not only with regard to isolated updates of the
database, but also when arbitrarily many database transactions are executed
concurrently. Concurrency of transactions is typical for most OLTP applications,
for distributed systems and for transactions in the cloud. In [8], the scale-up of
uncertainty tolerance to concurrent transactions was addressed as a side issue.
In this paper, it receives unabridged attention.
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There is a large amount of methods for evaluating declarative integrity con-
straints [26]. Also the use of business rules for data quality management has
been documented, e.g., in [27] [31]. Moreover, the management of concurrent
transactions has been broadly covered in the literature [18] [5] [38].

This paper addresses two characteristic difficulties that impede a combination
of approaches to control data uncertainty by checking quality constraints, on one
hand, and uncertainty-containing processing of concurrent transactions, on the
other. One of the two difficulties corresponds to a particular requirement that is
traditionally imposed on all methods of integrity checking. The other corresponds
to a particular requirement traditionally imposed on the design, implementation
and use of concurrent transactions. It will turn out that both requirements are
unrealistic and indeed not necessary to their full extent in practice.

The first requirement is that an update can be efficiently checked for integrity
only if the state before the update totally satisfies all constraints, without excep-
tion. We call this requirement the total integrity postulate. The second is that,
for guaranteeing integrity preservation by serializable concurrent transactions,
each transaction is supposed to preserve integrity when executed in isolation.
We call this requirement the isolated integrity postulate.

We point out that the isolated integrity postulate must not be confused with
the well-known requirement of an isolated execution of transactions for avoiding
update anomalies. That requirement usually is complied with by ensuring the
serializability of schedules, or some relaxation thereof [38,35]. However, serializ-
ability is independent of the isolated integrity postulate, requiring that integrity
be preserved in isolation: while serializability can be guaranteed automatically
by the scheduler of the DBMS, the isolated integrity postulate is usually expected
to be complied with by the designers, programmers and users of transactions.

The dispensability of the total integrity postulate has been unveiled in [15],
and the isolated integrity requirement has been relaxed in [16], both by a con-
cept of inconsistency-tolerant integrity checking. That concept was based ‘cases’,
i.e., instances of integrity constraints. Their violation can be tolerated as long
as integrity checking can guarantee that the amount of violated cases does not
increase. In [12], a generalization of inconsistency-tolerant integrity checking,
based on inconsistency measures, has been presented. It tolerantes integrity vio-
lation as long as the amount of measured inconsistency is not increased by given
updates. In this paper, we show that measure-based uncertainty checking also
enables a significant weakening of the isolated integrity postulate.

In section 2, we characterize the postulates of total and isolated integrity.
In section 3, we recapitulate measure-based uncertainty checking, which serves
to get rid of total integrity as well as to relax isolated integrity. In section 4,
we address related work, with an emphasis on integrity checking for concurrent
transactions. If not specified otherwise, we use conventional terminology and
notations for logic databases [1] and transaction concurrency [5].
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2 Bad Postulates

The total integrity postulate is explained in Subsection 2.1, the isolated integrity
postulate in Subsection 2.2.

2.1 Integrity Checking with Totality

Integrity checking can be exceedingly costly, unless some simplification method
is used [29]. That can be illustrated as follows. (As usual, lower-case letters z,
y, z denote variables, in the example below.)

Example 2.1. Let emp be a relation about employees, whose first column is a
unique name and the second a project assigned to the employee. The formula I =
+ proj(z,y), proj(z, z), y # z is a primary key constraint on the first column
of proj, a relation about projects, with unique identifiers in the first column.
The foreign key constraint I' = Vx,y 3z (emp(x,y) — proj(y,z)) on the second
column of emp references the primary key of proj. Now, assume a transaction
T that inserts emp(Jack,p). Most integrity checking methods M ignore I for
checking T, since I does not constrain emp. Rather, they only evaluate the case
3z (emp(Jack,p) — proj(p,z)) of I', or its simplification 3z proj(p, z), since
emp(Jack,p) becomes true by the transaction. If, e.g., (p,e) is a row in proj,
M accepts the insertion. If there is no tuple matching (p,z) in proj, then M
signals a violation of integrity. O

Proofs of the correctness of methods for simplified constraints checking in
the literature all rely on the total integrity postulate, i.e., that integrity always
be totally satisfied, before updates are checked for preserving consistency. In
practice, however, it is rather the exception than the rule that this postulate is
complied with. In particular for applications such as business intelligence, dis-
tributed and replicated databases, legacy data maintenance, data warehousing,
data federation, etc, a certain amount of uncertain data that violate constraints
in committed states has to be lived with, at least temporarily.

Suppose that, for instance, the constraint I’ in Example 2.1 is violated due
to emp(Jack, OO) € D and a previous deletion of the OO project. Thus, by def-
inition, no method that requires total integrity is equipped to check T, since
not all constraints are satisfied. In practice however, if the project that Jack is
assigned to is stored in the proj relation, T is rightfully sanctioned by all com-
mon implementations of integrity checking, as already indicated in Example 2.1.
Example 3.1 in Subsection 3.1 will illustrate essentially the same point.

Hence, the total integrity postulate, which conventionally has always been im-
posed, does not approve the correctness of integrity checking in practice, since
the latter often is performed in the presence of consistency violations. Fortu-
nately, however, that postulate can be abolished without incurring any cost and
without losing its essential guarantees, as shown in 3.1.
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2.2 Integrity Checking with Isolation

We cite from [18]: “it is assumed that each transaction, when executed alone,
transforms a consistent state into a consistent state; that is, transactions pre-
serve consistency”. This is what we have called the isolated integrity postulate.
Clearly, it presupposes the total integrity postulate. From the isolated integrity
postulate, [18] [5] and many others have inferred that then, also all serializable
schedules of concurrent transactions preserve ‘consistency’, i.e., integrity.

The requirements of total and isolated integrity often are illusionary, partic-
ularly for distributed databases, let alone for transactions in the cloud, where
‘eventual consistency’ [36] may compromise both integrity and isolation. Actu-
ally, it is hard to imagine than any agent who issues a transaction 7" would blindly
believe in a consistency-preserving outcome of T' by naively assuming that all
concurrent transactions had been programmed with sufficient care to preserve
integrity in isolation. Hitherto, there has been no theory to justify such optimism
in the presence of uncertainty. Now, such a justification is given in Section 3. In
particular, we show in 3.4 that the consistency guarantees of uncertainty-tolerant
integrity checking scale up to concurrent transactions.

3 Uncertainty Tolerance

The purpose of business rules (i.e., integrity constraints) is to state and enforce
quality properties of business data. However, uncertainty (i.e., violations of qual-
ity constraints that take the form of logical inconsistencies) are unavoidable in
practice. Rather than insisting that all business rules must be totally satisfied
at all times, it is necessary to tolerate unavoidable constraint violations.

Whenever time permits, attempts of reducing or repairing such manifestations
of uncertainty can be made, while such attempts often are not affordable at up-
date time. Thus, updates should be checkable for quality preservation, even if
there are extant constraint violations, which can be dealt with later. That is the
philosophy behind uncertainty-tolerant constraint checking, as revisited in 3.1.
Technically speaking, constraint preservation means that the amount of mea-
sured uncertainty that manifests itself in constraint violations is not increased
by a checked and approved transaction. In 3.4, we outline a generalization of the
results in 3.1 to concurrent transactions.

Throughout the remainder, let D, I, ZC, T, M stand for a database, an
integrity constraint, a set of constraints, a transaction and, resp., an integrity
checking method. By D(ZC) =TRUE and D(ZC)=FALSE, we denote that ZC
is satisfied or, resp., violated in D. Moreover, we suppose that all constraints are
represented in prenex form, i.e., all quantifiers of variables appear leftmost.

In general, each method M can be conceived as a mapping which takes triples
(D,ZIC,T) as input, and returns either OK, which means that M sanctions T
as integrity-preserving, or KO, which indicates that executing 7" would violate
some constraint. Further, let DT denote the database state obtained by applying
the write set of T' to D.
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3.1 Removing the Total Integrity Constraint

In [15], it is shown that, contrary to common belief, one may get rid of the total
integrity postulate for most approaches to integrity checking without any trade-
off. Methods which continue to function well when this postulate is renounced
are called inconsistency-tolerant. The basic idea is illustrated below.

Example 3.1. Let I and I' be as in Erample 2.1. Most integrity checking
methods M accept the update insert (Jack,p) if, e.g., (p,e) is a row in proj.
Now, the positive outcome of this integrity check is not disturbed if, e.g., also the
tuple (p, f) is a row in proj. At first sight, that may be somewhat irritating, since
I then is violated by two tuples about project p in the relation proj. In fact, the
case « proj(p,e), proj(p, ), e # f indicates an integrity violation. However,
this violation has not been caused by the insertion just checked. It has been there
before, and the assignment of Jack to p should not be rejected just because the
data about p are not consistent. After all, it may be part of Jack’s new job to
cleanse potentially inconsistent project data. In general, a transaction T that
preserves the integrity of all consistent data without increasing the amount of
extant inconsistency should not be rejected. And that is exactly what M’s output
indicates: no instance of any constraint that is satisfied in the state before T is
committed is violated after T has been committed. O

3.2 Uncertainty Measures

Example 3.1 conveys that each update which does not increase the amount of
inconsistency (i.e., integrity violation) can and should be accepted. For making
precise what it means to have an increase of inconsistency or not, inconsistency
needs to be measured. That can be formalized as follows.

Definition 3.1. We say that (u, <) is an uncertainty measure (in short, a
measure) if p maps tuples (D,ZC) to a metric space that is partially ordered by
<. If <X is understood, we simply identify a measure (u, <) with p. |

Example 3.2. A binary border-case measure f3 is given by 5(D,ZC)= D(ZC),
with the natural ordering TRUE < FALSE of the range of 3, i.e., quality con-
straint satisfaction (D(ZC)=TRUE) means lower uncertainty than quality con-
straint violation (D(ZC) = FALSE). In fact, B is used by all conventional integrity
checking methods, for deciding whether a given transaction T on a database D that
satisfies its constraints ZC should be accepted (if DT (ZC) =TRUE ) or rejected (if
DT(IC) = FALSE). O

More, less trivial uncertainty measures are defined and discussed in [8]. For
instance, the function that maps pairs (D,ZC) to the cardinality of the set of
cases (instances) of violated constraints is a convenient uncertainty measure.
Inconsistency can also be measured by taking such sets themselves, as elements
of the powerset of all cases of ZC, together with the subset ordering.
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3.3 Integrity Checking with Uncertainty: Generalizing the Process

In accordance with [8], uncertainty-tolerant integrity checking can now be defined
as follows, for databases D, integrity theories ZC and transactions 7.

Definition 3.2. Let M be a mapping from triples (D,ZC,T) to {OK, KO}, so
that T is either accepted or, resp. rejected, and (u, <) an uncertainty measure.
M s called a sound, resp., complete method for integrity checking if, for each
triple (D,ZC,T), (1) or, resp., (2) holds.

M(D,IC,T) = OK = u(DT,IC) < u(D,IC). (1)
w(DT,IC) = (D, IC) = M(D,IC,T) = OK. (2)
If (1) holds, then M is also called measure-based, or u-based. O

Definition 3.2 generalizes the traditional definition of sound and complete
integrity checking significantly, in two ways. The first essential upgrade is that,
traditionally, the measure used for sizing constraint violations in a database with
regard to its associated integrity theory is binary, and thus very coarse: ZC is
either violated or satisfiedin D, i.e., there is no distinction with regard to different
amounts of uncertainty. As opposed to that, the range of an uncertainty measure
@ may be arbitrarily fine-grained. The second upgrade is equally significant:
traditionally, the total integrity postulate is imposed, i.e., D(ZC)=TRUEF is
required. As opposed to that, this postulate is absent in Definition 3.2, i.e., M
does not need to worry about extant constraint violations.

Definition 3.2 formalizes that a method M is uncertainty-tolerant if its output
OK for a given transaction T guarantees that the amount of uncertainty in
(D,ZIC) as measured by p is not increased by executing 7' on D. Moreover,
each transaction that, on purpose or by happenstance, repairs some inconsistent
instance(s) of any constraint without introducing any new violation will be OK-
ed too by M. This means that, over time, the amount of integrity violations will
decrease, as long as an uncertainty-tolerant method is used for checking each
transaction for integrity preservation.

Note that it follows by the definition above that each uncertainty-tolerant
M returns KO for any transaction the commitment of which would violate a
hitherto satisfied instance of some constraint. It is then up to the agent who has
called M for checking integrity to react appropriately to the output KO

A defensive reaction is to simply cancel and reject the transaction. A more
offensive reaction could be to modify (‘repair’) the database, the constraints
or the transaction, so that an increase of the amount of integrity violations is
undone. Such measure-based database repairs are dealt with in [13].

3.4 Relaxed Integrity Checking with Isolation

To say, as the isolated integrity postulate does, that a transaction T' “preserves in-
tegrity in isolation”, means the following: For a given set ZC of integrity constraints



Scalable Uncertainty-Tolerant Business Rules 185

and each state D of a given database schema, each I € ZC is satisfied in D7 if I is
satisfied in D.

We now apply uncertainty-tolerant constraint checking not only to transac-
tions executed in isolation, but also to concurrent transactions. Thus, we aban-
don the above postulate “if I is satisfied in D” and weaken the consequence
“each I € IC is satisfied in DT” according to Definition 3.2. In [16], we could
show that this is possible for integrity checking methods that preserve all sat-
isfied cases of integrity constraints, while tolerating cases that are violated in
the state before executing a given transaction. By an analogous (though more
abstract) argument, the isolated integrity postulate can be weakened as follows.

For each state (D,ZC) of a given database schema, each uncertainty measure
(1, %) and each transaction T,

u(D,IC) = u(D,IC) (3)

must hold whenever T is executed in isolation.

Under this postulate, we can infer the result that (3) will continue to hold if
T and all transaction that are concurrent with T' are serializable, and (3)’ holds
for each transaction 7" that is concurrent with 7" whenever T is executed in
isolation, where (3)’ is obtained from (3) by replacing T" with T".

Note that this result does not endorse that each case should be checked indi-
vidually. On the contrary, integrity checking can proceed as for non-concurrent
transactions, i.e., no built-in nor any external routine that takes part in the in-
tegrity checking process needs to be modified. The result just says that, if the
method returns OK, then everything that was satisfied in the state before the
transaction will remain satisfied after the transaction has committed.

The difference between this relaxation and the traditional result which im-
poses the general isolated integrity postulate, is the following. In the relaxed
result, isolated integrity preservation only is asked to hold for individual cases.
Simplified integrity checking focuses on cases that are relevant for the write set of
a given transaction T. Hence, only those cases are guaranteed to remain satisfied
by a successful integrity check. All non-relevant cases may possibly be violated
by concurrent or preceding transactions. Such violations are detected only if the
respective transactions are checked too. If not, such violations are tolerated by
each uncertainty-tolerant method that checks T

Note that the above relaxation of isolated integrity still asks for the serial-
izability of all concurrent transactions. This means that we cannot expect that
integrity guarantees of the form (3) would continue to hold in general if the iso-
lation level is lowered. In upcoming work, we shall investigate possible isolation
level relaxations such that sufficient integrity guarantees can still be given.

The generalized form of uncertainty-tolerant integrity checking, as presented
in 3.3, is further generalizable for transactions that also involve schema updates
including changes of the quality constraints [11]. Unfortunately, that is not the
case for the consequences obtained from the relaxed isolated integrity postu-
late in 3.4. In fact, already the guarantees provided by the traditional isolated
integrity postulate cannot be maintained for changes in the set of constraints.
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Thus, more work is necessary in order to establish sufficiently general conditions
under which any integrity guarantees can be made for concurrent transactions
across evolving database schemata.

4 Related Work

Most papers about the maintenance of constraints do not deal with transac-
tion concurrency. On the other hand, most papers that do address concurrent
transactions take it for granted that, if transaction were checked for constraint
preservation in isolation, then it would pass that test successfully, i.e., they do
not care how integrity is ensured.

As an exception, the work documented in [25], addresses both problem areas.
However, the proposed solutions are application-specific (flight reservation) and
seem to be quite ad-hoc. Also the author of [33] is aware of the problem, and
argues convincingly to not be careless about consistency issues. However, with
regard to semantic integrity violations in concurrent scenarios, he only exhibits
a negative result (the CAP theorem [20]), but does not investigate uncertainty-
tolerant solutions. There do exists solutions for reconciling consistency, availabil-
ity and partition tolerance in distributed systems, e.g., [36] [34]. However, the
consistency they are concerned with is either transaction consistency (i.e., the
avoidance of dirty reads, unrepeatable reads and phantom updates) or replica-
tion consistency (i.e., that all replicas consist of identical copies, so that there are
no stale data), not the semantic consistency that is the contrary of uncertainty.

In the seminal papers [21,17,23,18,3,19], a distinction is made between in-
tegrity violations caused either by anomalies of concurrency or by semantic er-
rors. In [17,23], concurrency is not dealt with in depth. In [21,18,3,19], integrity
is not looked at in detail.

For replicated database systems, the interplay of built-in integrity checking,
concurrency and replication consistency has been studied in [28]. Integrity check-
ing is enabled even in systems where the isolation level of transactions is lowered
to snapshot isolation [4]. However, uncertainty tolerance has not been considered
in [28]. Thus, for the snapshot-isolation-based replication of databases, more re-
search is necessary in order to clarify which consistency guarantees can be given
when inconsistency-tolerant integrity checking methods are used in the presence
of inconsistent cases of constraints.

5 Discussion

Since the beginnings of the field of computational databases, the obligation of
maintaining the integrity of business rules in multi-user systems, and thus the
avoidance of uncertainty, has remained with the designers, implementers, ad-
ministrators and end users of transaction processing. More precisely, integrity
maintenance in concurrency-enabled systems is delegated to a multitude of in-
dividual human actors who, on one hand, have to trust on each other’s unfailing
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compliance with the integrity requirements, but, on the other hand, usually do
not know each other.

We expect that, in the long run, this unfortunate distribution of responsi-
bilities will give way to declarative specifications of integrity constraints that
can be supported automatically, just the way some fairly simple kinds of con-
straints are supported already for serial schedules in centralized, non-distributed
database systems. An early attempt in this direction is reported in [22], where,
however, concurrency is hardly an issue. Likewise, the work in [24] largely passes
by concurrency.

Anyway, we have aimed in our work on uncertainty-containing transactions to
keep as close to the declarative paradigm as possible. The advantage of declara-
tivity is to free users and application programmers from having to worry about
quality preservation. That is, the database designer should formalize business
rules as declarative integrity constraints in SQL and leave everything else to the
integrity checking module of the DBMS. That module may be built into the
DBMS core or run on top of it. In any case, the enforcement of the business rules
should be as transparent to the user as concurrency, distribution and replication.

However, as seen above, well-known authors of concurrency theory require
what is virtually impossible, on a grand scale: that all transactions should be
programmed such that they guarantee the preservation of all constraints in isola-
tion [5] [38]. So, database designers and users are asked to program transactions
in a way such that all semantically uncertain situations are avoided. This obvi-
ously may amount to a formidable task in complex systems.

Hence, the motivating objective of this paper has been to enable an automated
enforcement of business rules for concurrent transactions. We have identified two
obstacles that, in the past, have prevented to attain that goal: the postulates of
total and isolated integrity.

For overcoming the traditional misbelief that integrity can be checked effi-
ciently for a transaction T only if the state before T totally complies with all
constraints, we have revisited the work in [15]. There, it has been shown that the
total integrity postulate can be waived without further ado, for most (though
not all) integrity checking methods. Fortunately, the postulate also is unneces-
sary for deferred checking of key constraints and other common built-in integrity
constructs in DBMSs on the market.

We have seen that the advantages of making the total integrity postulate dis-
pensable even extend to relaxing the isolated integrity postulate. More precisely,
the use of an uncertainty-tolerant quality checking method to enforce business
rules for concurrent serializable transactions guarantees that no transaction can
violate any instance of any constraint that has been satisfied in the state be-
fore committing if all transactions preserve the integrity of the same instance
in isolation. Conversely stated, our result guarantees that, if any violation hap-
pens, then no transaction that has been correctly and successfully checked for
integrity preservation by an inconsistency-tolerant method can be held respon-
sible for that. The most interesting aspect of this result is that it even holds in
the presence of extant uncertain data that violates any integrity constraint.
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6 Outlook to Future Work

Important contemporary areas where uncertainty tolerance is paramount are
systems for streaming data [6], linked data [7] and big data [37], as well as
hybrid approaches for approximate reasoning [2]. In the data stores of such sys-
tems, data integrity and the isolation level of concurrent transactions usually is
severely compromised. We have seen that, in general, more research is needed for
systems involving such compromises. In particular, for non-serializable histories
of concurrent transactions, it should be interesting to elaborate a precise theory
of different kinds of database states. Such a theory should allow to differentiate
between states that are committed, states that are “seen” by a transaction and
states that are “seen” by (human or programmed) agents that have issued the
transaction. and which consistency guarantees can be made by which methods
for transitions between those states. This area of research is important because
most commercial database management systems compromise the isolation level
of transactions in favor of a higher transaction throughput, while leaving the
problem of integrity preservation to the application programmers. First steps in
this direction have been proposed in [16].

Another important, possibly even more difficult area of upcoming research is
that of providing uncertainty-containing transactions not only in distributed and
replicated systems with remote clients and servers, but also for databases in the
cloud, for big volumes of data and for No-SQL data stores. These are going to be
the objectives of impending projects. So far, there are only some special-purpose
solutions (e.g., [39]), which lack genericity (or, at least, the generalizability of
which is less than obvious). After all, a move away from the universality-obsessed
attitude toward solutions to technical problems in the field of databases will be
the way of the future [32].
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Abstract. The Support Vector Machine (SVM) method has been widely
used in numerous classification tasks. The main idea of this algorithm is
based on the principle of the margin maximization to find an hyperplane
which separates the data into two different classes.In this paper, SVM
is applied to phoneme recognition task. However, in many real-world
problems, each phoneme in the data set for recognition problems may
differ in the degree of significance due to noise, inaccuracies, or abnor-
mal characteristics; All those problems can lead to the inaccuracies in the
prediction phase. Unfortunately, the standard formulation of SVM does
not take into account all those problems and, in particular, the variation
in the speech input.

This paper presents a new formulation of SVM (B-SVM) that at-
tributes to each phoneme a confidence degree computed based on its
geometric position in the space. Then, this degree is used in order to
strengthen the class membership of the tested phoneme. Hence, we in-
troduce a reformulation of the standard SVM that incorporates the de-
gree of belief. Experimental performance on TIMIT database shows the
effectiveness of the proposed method B-SVM on a phoneme recognition
problem.

Keywords: SVM, Phoneme, Belief, TIMIT.

1 Introduction

Support Vector Machine (SVM) was, at first, introduced by Vladimir [2] for a
binary classification tasks in order to construct, in the input space, the decision
functions based on the theory of Structural Risk Minimization, ([3] and [4]). Af-
terwards, SVM has been extended to support either the multi-class classification
and regression tasks. SVM consists of constructing one or several hyperplanes
in order to separate the data into the different classes. Nevertheless, an opti-
mal hyperplane must be found in order to separate accurately the data into two
classes.

[3] defined the optimal hyperplane as the decision function with maximal
margin. Indeed, the margin can be defined as the shortest distance from the
separating hyperplane and the closest vectors to the couple of classes. The ap-
plication of SVM to the automatic speech recognition (ASR) problem has shown
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a competitive performance and accurate recognition rates. In the sound system
of a language, a phoneme is considered as the smallest distinctive unit which
is able to communicate a possible meaning. Thus, the success of the phoneme
recognition task is important to the development of language systems. Neverthe-
less, during the signal acquisition process, the speech signal may be affected by
the speaker characteristics such as his gender, accent, and style of speech. Also,
there are other external factors which can admittedly have an impact on the
speech recognition such as the noise coming from a microphone or the variation
in the vocal tract shape.

The standard formulation of SVM may not determine accurately the identity
of the tested phoneme. Indeed, the speech signal is accompanied by all sorts of
unpleasant variations during the acquisition. Those variations affect badly the
recognition rates since the recognition mechanism may not be taken into ac-
count those changes in the phoneme data. For example, in the real-application
problems, the English pronunciation differences and the differences in accents
may lead to increase significantly the error rate of any learning algorithm since
all phoneme data are handled identically. Thus, the standard SVM may find an
optimal hyperplane without considering the influences of the differences accom-
panied by the speech signals. Thus, the identified optimal hyperplane can lead
to loss of accuracies.

In this paper, we propose a novel approach in order to incorporate a belief
function into the standard SVM algorithm which involves integrating confidence
degree of each phoneme data. To fulfill this new formulation, we have, before-
hand, compute the geometric distance between the centers of each possible class
of the tested phoneme. Indeed, the benefit of hybrid approaches relies in their
support to the decision-making and their ability to confirm the robustness of
the recognition system [12], [13]. The experimental results with all phoneme
datasets issued from the TIMIT database [5] show that the B-SVM outper-
forms the standard SVM and produces a better recognition rates. The rest of
this paper is organized as follows: Section 2 presents an overview of the method
Support Vector Machines (SVM). Section 3 presents the steps of the phoneme
processing and the problems which accompanying the speech processing. Sec-
tion 4 presents the new formulation B-SVM algorithm; Section 5 describes the
hierarchical phoneme recognition system; Section 6 presents the experimental re-
sults and a comparison between the standard SVM and B-SVM in a multi-class
phoneme recognition problem. The final section is the conclusion.

2 Support Vector Machines

The Support Vector Machines (SVM) is a learning algorithm for pattern recog-
nition and regression problems [9] whose approaches the classification problem
as an approximate implementation of the Structural Risk Minimization(SRM)
induction principle [3].

SVM approximates the solution to the minimization problem of SRM through
a Quadratic Programming optimization. It aims to maximize the margin which
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is the distance from a separating hyperplane to the closest positive or negative
sample between classes.
Hence the hyperplane that optimally separates the data is the one that min-
imises: . .
ij (2 ij
wa+c§kf (1)
i=1
Where C' is a penalty to errors and £ is a positive slack variable which measures
the degree of misclassification.
subject to the constraints:

(W) p(ay) +07 >1— €951 y=1i
(W) p(x) +0Y <1 €9 si y=j
&7 >0 (2)

For the phoneme classification, the decision function of SVM is expressed as:
f(x) = sign(y_ ik (i) +b) (3)
i=1

The above decision function gives a signed distance from a phoneme x to the
hyperplane.

However, when the data set is linearly non-separable, solving the parameters of
this decision function becomes a quadratic programming problem. The solution
to this optimization problem can be cast to the Lagrange functional and the
use of Lagrange multipliers «;, we obtain the Lagrangian of the dual objective

function:
m m m

Lg= I%%Xzai — Z Zaiajyz‘yjK(wiaxj)- (4)
i=1

i=1 j=1

where K (z;,x;) is the kernel of data z; and z; and the coefficients «; are the
lagrange multipliers and are computed for each phoneme of the data set. They
must be maximised with respect to a; > 0. It must be pointed out that the
data with nonzero coefficients «; are called support vectors. They determine the
decision boundary hyperplane of the classifier.

Moreover, applying a kernel trick that maps an input vector into a higher
dimensional feature sapce, allows to SVM to approximate a non-linear function
[3] and [7]. In this paper, we use SVM with the radial basis function kernel
(RBF).This kernel choice was made after doing a case study in order to find the
suitable kernel with which SVM may achieve good generalization performance
as well as the parameters to use [11]. Based on this principle, the SVM adopts
a systematic approach to find a linear function that belongs to a set of func-
tions with lowest VC dimension (the VapnikChervonenkis dimension measure
the capacity of a statistical classification algorithm).
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3 Phoneme Processing

Speech recognition is the process of converting an acoustic signal, captured by
a microphone , to a set of words, syllables or phonemes. The speech recognition
systems can be used for applications such as mobiles applications, commands,
control, data entry, and document preparation. The steps of the speech process-
ing are described in the figure 1:

N Feature Segmentation
extraction >

Phoneme
DB

Fig. 1. Phoneme processing steps

The phoneme processing consists, first, on converting the speech captured by
a microphone to a sequence of feature vectors. Then, a segmentation step is
applied consisting on converting the continued speech signal to a set of units
such as phonemes. Once the train and test data sets are prepared, a classifier is
applied to classify the unknown phonemes. However, the phoneme recognition
systems can be characterised by many parameters and problems which have the
effect of making the task of recognition more difficult. Those factors can not
be taking into account by the classifier since their accompanying the captured
speech.

In fact, the speech contains disfluencies, or periods of silence, and is much
more difficult for the classifier to recognise than speech periods. In the other
hand, the speaker is not able to say phrases in the same or similar manner each
time. Thus, the phoneme recognition systems learn barely to recognize correctly
the phoneme. The speaker’s voice quality, such as volume and pitch, and breath
control should also be taken into account since they distorted the speech. Hence,
the physiological elements must be taken into account in order to construct a
robust phoneme recognition.

Regrettably, the classifier is not able to take into account all those external
factors which are inherent in the signal speech in the recognition process which
may lead to a confusion inter-phonemes problem. In this paper, we propose to
incorporate a confidence degree which will help the standard classifier SVM to
find the optimal hyperplane and classify the phoneme into its class.

4 Belief SVM (B-SVM)

The formulation of the proposed method B-SVM is described in three steps; the
first step consists of computing the Euclidean distance d(Y;, X;) between the
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center of the different classes and the phoneme to be classified x;. The second
step is to compute the confidence degree of the membership of the phoneme x;
into the class y;. Then, those confidence degrees are incorporated into SVM to
help to find the optimal hyperplane.

4.1 Geometric Distance

We propose to calculate the geometric distance between X; and the center of the
class CY; where i € (1,...,k). We consider that there is a possibility to which
the phoneme X; belongs to one of the classes Y;. The geometric distance noted
d(CY;, X;) is calculated using euclidian distance.

The higher value of d(CY;, X;) is assigned to the most distant class Y; from
the phoneme X; and the lower value is associated with the closer class to the
phoneme X;.

4.2 Confidence Degree

This step consists on calculating the confidence degree m;(X) of each phoneme
X;. It tells the possibility that X; belongs to the class Y;. This proposed algo-
rithm allows the generation of confidence degree for each phoneme:

Calculate confidence degrees m;(X;)

begin
Set of phoneme samples with lables {(X1,Y1),...,(Xn,Yi)};
Initialize confidence degree m; of samples:
1 if X; in the ith class, 0 Otherwise;
C;:= Center of the ith class;
end .

4.3 Formulation of Belief SVM

In a space where the data sets are not linearly separable and a multi-class clas-
sification problem, SVM constructs k(k — 1)/2 classifiers for the training data
set. In order to convert the multi-class problem into multiple binary problems,
the approach one-against-one is used.

In the proposed B-SVM, we incorporate the confidence degree of each phoneme
samples into the constraints since the identity is not affected by a scalar multi-
plication. We normalized the hyperplane to satisfy:

m(x) (W) p(a,) + b9 > 1 &7if y, =
m(x) (W) ¢(x) + b7 <1 — €7 if y, = j
€7 >0 (5)

In fact, the incorporation of the confidence degree allows to to reduce the re-
strictions when the phoneme have a high degree into the class.
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In the other hand, the dual representation of the standard SVM allows to
maximise the «j of each phoneme. Thus, with high value of the confidence
degree, the subject to o; > 0 can be easily satisfied which allows to consider this
one as support vector which be helping to decide on the hyperplane.

In the proposed B-SVM, we optimize this formulation to obtain a new dual
representation:

Ls= rraaxz o — Z Z m(z;)m(z;)os oYy P(x: ) P(x)). (6)
i=1

i=1 j=1

In the standard SVM, the class Y; of a phoneme X is determined by the sign
of the decision function. In the proposed B-SVM, the new decision function thus

becomes:
m

Z m(x) oy P(x;) + b (7)

This new formulation will help for the decision making on the sign of phoneme
in order to classify into its class.

5 Hierarchical Phoneme Recognition System

The architecture of our Hierarchical phoneme recognition systems is described
in the figure 2:

TIMIT database
Level 1 ‘ Vowels H Consonants ‘
Jer/ Il
Juw/
Level2 Jeh/ s &
13/ Jel/

Phoneme s identity?

Fig. 2. Hierarchical phoneme recognition system

The recognition system proceeds as follows: (1) conversion from the speech wave-
form to a spectrogram (2) transforming the spectogram to a Mel-frequency cep-
stral coefficients (MFCC) spectrum using the Spectral analysis (3) segmentation
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of the phoneme data sets to sub-phoneme data sets (4) initiating the phoneme
recognition at the first level of the system using B-SVM to recognize the class of
the unknown phoneme (vowels or consonant) (5) and, finally, initiate the phoneme
recognition at the second level of the system using B-SVM to recognize the identity
of the unknown phoneme (i.e. aa, ae, ih , etc) [6].

For the proposed recognition system, we have used the MEL frequency cep-
stral coefficients (MFCC) feature extractor in order to convert the speech wave-
form to a set of parametric representation.

Davis and Mermelstein were the first who introduced the MFCC concept for
automatic speech recognition [8]. The main idea of this algorithm consider that
the MFCC are the cepstral coefficients calculated from the mel-frequency warped
Fourier transform representation of the log magnitude spectrum. The Delta and
the Delta-Delta cepstral coefficients are an estimation of the time derivative
of the MFCCs. Including the temporal cepstral derivative aim to improve the
performance of speech recognition system.

Those coefficients have shown a determinant capability to capture the transi-
tional characteristics of the speech signal that can contribute to ameliorate the
recognition task. The experiments using SVM are done using LibSVM toolbox
[10]. The table 1 recapitulate our main choice of experiments conditions:

Table 1. Experimental setup

Method SVM

5 1/117

Cost 10

Kernel trick RBF

Windowing 3-middle aligned Windows
Corpus TIMIT

Dialect New England

Frame rate 125/s

Features technique MFCC
Features number 39
Sampling frequency 16ms

It should be noted that, for the nonlinear B-SVM method, we chose the RBF
Kernel and the one-against-one strategy to carry out a multi-class SVM classifi-
cation. Furthermore, the input speech signal is segmented into frames of 16 ms
with optional overlap of 1/3 ~ 1/2 of the frame size. If the sample rate is 16
kHz and the frame size is 256 sample points, then the frame duration is 16ms.
In addition, the frame rate is 125 frames per second. Each frame has to be mul-
tiplied with a Hamming window in order to keep the continuity of the first and
the last points in the frame.
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6 Experimental Results

The table 2 shows prediction accuracies at both first and second levels of the
hierarchical recognition system using seven different phoneme classes.

Table 2. Accuracies of B-SVM and standard SVM

Method B-SVM Standard SVM
Acc. Precision Recall Acc. Precision Recall
% % % % % %
Level 1: 95 97 92 93 89 88
Level 2 84 83 80 78 75 73
Vowels ~ 83 8 82 16 17 1
Occlusives 85 88 82 82 86 81
Nasals 80 78 69 75 63 60
Fricatives 87 76 78 83 69 70
Semi-vowels 87 91 91 84 91 87
Silences 83 71 69 75 62 68
Affricates 83 88 88 7178 77

To investigate the accuracy of the proposed method B-SVM, we applied the
standard SVM and B-SVM to Timit database. It must be pointed out that for the
prediction, we used a test samples which were not included in the training stage.
We compare the performance of both methods and we note that the performance
of B-SVM is better than the standard SVM for all data sets used.

Thus, the following results in the table 1 provides a summary through which

we note that the proposed B-SVM shows a remarkable improvement over stan-
dard SVM.

7 Conclusion

In our paper, we have proposed a new formulation of SVM using the confidence
degree for each object. We have, also, built an hierarchical phoneme recognition
system.

The new method B-SVM seems to be more effective than the standard SVM
for all tested data sets. The new formulation of SVM succeeded in improving
phoneme recognition since the allocation of belief weights for each phoneme have
the ability for modeling the similarity between phonemes in order to reduce the
confusions inter-phonemes. We compare the performance of both methods and
we note that the performance of B-SVM is better than the standard SVM for
all data sets used.
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Abstract. The main objective of this work is to evaluate a simple fu-
sion system which improves the performance of several object trackers,
within a methodological and rigorous evaluation framework. The consid-
ered algorithms are monocamera single target trackers.

After analyzing in detail the state of the art, an evaluation framework
is selected and presented. The sequences selected in this evaluation try
to represent different real scenes and conditions. Then, clasical and mod-
ern tracking algorithms are selected and evaluated individually, in order
to understand their performance in different scenarios and problems. Fi-
nally, some fusion methods are described and evaluated, comparing their
results with the results of the individual tracking algorithms.

Keywords: Computer Vision, Object Tracking, Fusion, Evaluation.

1 Introduction

Computer Vision is a field whose goal is to automate the processing of images
to understand their content. This information is used to solve specific tasks or
to understand what happens in the scene. Object tracking is one of the most
important tasks in computer vision.

There are many algorithms for object tracking in the state of the art, but
none of the algorithms works correctly in all situations. Furthermore, there is
no common evaluation framework, so most of the authors usually evaluate their
algorithms using their own criteria. As each traker works well depending on
the scenario, the fusion of multiple tracking algorithms can help to solve this
problem.

The final objective of this work is to create a fusion system which improves
the performance of several single target object trackers, within a methodological
and rigorous evaluation framework. Therefore, the work is divided in three main
steps. Firstly, an evaluation framework will be proposed. Secondly, some individ-
ual video object tracking algorithms, extracted from the state of the art, will be
selected. Finally, some fusion methods will be tested with the aim of improving
the individual tracker results.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAT 8480, pp. 200-210, 2014.
© Springer International Publishing Switzerland 2014
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2 State of the Art

Video object tracking|[1] is the process of locating (or estimating) one or more mov-
ing objects of interest over time using sequences acquired by one or more cam-
eras. In [2], the problem is defined as the task of following one or more objects in a
scene, from their first appearance to their exit. In its simplest form, tracking can
be defined[3] as the problem of estimating the trajectory of an object in the im-
age plane as it moves around a scene. Since the amount of data to be processed is
very large, object tracking is a task of hight complexity and great processing time
consumption.

An object may be anything of interest within the scene that can be detected,
and depends on the requirements of the application. In a real tracking situation,
both background and tracked object(s) are allowed to vary, what difficults the
tracking task. A set of constraints can be put to make this problem solvable. The
more the constraints, the easier to solve the problem. Some of the constraints that
are generally considered during object tracking are[2]: object motion is smooth
with no abrupt changes, there are no sudden changes in the background, changes
in the appearance of the object are gradual, fixed camera scenarios, limited
number and size of objects or limited amount of occlusions.

There are different stages of analysis in the video analysis systems, some
of them are presented below. The image segmentation is the partitioning of a
digital image into two or more regions. Video tracking is the process of locating
one or more moving objects over time. Event detection involves detecting specific
actions that occur in a sequence. In practice, the results of the different stages of
analysis are interconnected (for example, an erroneous foreground /background
segmentation significantly complicates tracking objects). This has led to the
development of techniques using the results of the steps of high-level analysis to
improve the results obtained in low-level stages[4].

2.1 Individual Tracking Algorithms

There are multiple tracking algorithms in the state of the art. The trackers
used in this work are: Template Matching (TM)[5], Mean-Shift (MS)[6], Particle
Filter-based Colour tracking (PFC)[7], Lucas-Kanade tracking (LK)[8], Incre-
mental learning for robust Visual Tracking (IVT) [9], Tracking Learning Detec-
tion (TLD)[10], Corrected Background Weighted Histogram tracker (CBWH)
[11] and Scale and Orientation Adaptive Mean-Shift Tracking (SOAMST) [12].
The first four tracking algorithms have been selected because they are classical
and general tracking systems. The last four have been chosen because they are
modern trackers with contrasted and remarkable results. Below is a summary
describing each of them.

The Template Matching tracking algorithm (TM)[5] represents the target
model by the subimage corresponding to the given rectangular region of interest
to be tracked.



202 R. Martin and J. M. Martinez

The Mean-Shift tracking algorithm (MS)[6] represents the target model by
the colour histogram of all pixels belonging to the given elliptical or rectangular
region of interest to be tracked. Pixels close to the target center have a larger
weight than those away from it..

Similarly to the colour-based mean shift tracker summarized above, the Parti-
cle Filter-based Colour tracking algorithm (PFC)[7] represents the target model
by the colour histogram. However, differently to the mean shift tracker, the
candidate position of the target model in the current video frame is found as a
weighted average of alternative candidate positions, each referred to as a particle.

The Lukas-Kanade tracking algorithm (LK)[8] can be considered to be a gen-
eralization of the above template matching algorithm that allows for small affine
transformations (translation, rotation, scaling, shear mapping, etc.) of the target
model.

The Incremental learning for robust Visual Tracking algorithm (IVT)[9] incre-
mentally learns a low dimensional eigenbasis representation, adapting online to
changes in the appearance of the target. The model update, based on incremen-
tal algorithms for principal component analysis, includes two features: a method
for updating the sample mean, and a forgetting factor to ensure less modelling
power is expended fitting older observations.

The Tracking Learning Detection algorithm (TLD)[10] can be seen as a com-
bination of tracking and detection. The tracking component estimates the object
motion between consecutive frames. Detector treats every frame as independent
and performs full scanning of the image to localize all appearances that have
been observed and learned in the past.

The Corrected Background-Weighted Histogram tracking algorithm (CBWH)
[11] is a variation of the original colour-based mean-shift technique [6] that mod-
ifies the stage that reduces the interference of background pixels. This algorithm
transforms the histogram of the target model using information of a neighbor-
hood of the initial object position.

The last algorithm considered is the Scale and Orientation Adaptive Mean-
Shift Tracking algorithm (SOAMST) [12]|. This algorithm is a variation of the
original colour-based mean-shift technique [6] that is able to update the scale
and orientation of the target model during the tracking process.

2.2 Fusion

Multiply and as much independent as possible sources of information are com-
monly combined in signal processing to improve the result of an algorithm cre-
ating hybrid systems|[13][14]. Using multiple independent features also improves
the performance and the robustness of a video tracker. The fusion strategies
(for video object tracking) can be classified in two different architectures[15][1],
parallel and sequential, and in two main levels[1], tracker-level fusion and mea-
surement level fusion.
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In the parallel architecture, each tracker is executed independently and the
result of the fusion is the most confident tracker or the best combination of
trackers. In the sequential or cascade architecture, trackers are evaluated se-
quentially: if the first tracker returns a high confidence!, its result is chosen as
the fusion result; otherwise, the next tracker is evaluated and the process applied
is repeated.

Fusion at tracker level models single-feature tracking algorithms as black
boxes. The video tracking fusion problem is redefined by modeling the inter-
action between outputs of each tracker, which can run in parallel or in cas-
cade (sequentially). Fusion can use classical combination techniques (average,
maximum, minimum, median,...)[16], combine the resulting Probability Den-
sity Function (PDF) of each algorithm[17], consider variable weights for the
algorithms[17][18], use a probabilistic approach[19][20], add a later prediction
stage[21], combine the resulting bounding box of each tracker[20][22] or combine
results at pixel (segmentation) level[4]. For the fusion of multiple features at
measurement level, the measurements are combined internally by the tracking
algorithm. Measurement level fusion can take place with a variety of mecha-
nisms, such as using Bayesian methods[23][24], particle filtering[25], estimating
mutual information[9][26] or calculating correlation[27].

There are many classical simple fusion techniques that can be applied to
object tracking, as those described in [16], where a detailed study of several pos-
sible combinations is presented. Although this reference is not focused on visual
tracking, many of the combinations presented can be applied to it. The main
classic combination techniques presented are majority vote, weighted majority
vote, naive bayes combination, multinomial methods and other approximations
such as those mentioned previously (mean, median, ...).

3 Evaluation Framework

The evaluation of object tracking algorithms is necessary to validate their cor-
rect performance and robustness. This section presents the content set and the
metrics considered.

To create the dataset used in this work, the authors have collected a large
pool of the sequences that have been used by various authors in the tracking
community. Then, the most interesting ones have been selected, focusing on the
main problems that the developed trackers can face. This is why this dataset
has been selected instead of others from the state of the art, as SPEVI[28],
ETISEO[29], PETS[30], CAVIAR|31] or VISOR[32].

For the selection of the evaluation metrics, multiple metrics from the state of
the art have been considered (SFDA|[33], ATA[33], Overlap[34|, AUC[34], CT|[35],
TC[35] and CoTPS|[36]). As indicated in the corresponding subsection, a corre-
lation study has been performed, resulting in a very high correlation among
them.

! This confidence measure must be given by the tracker.
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3.1 Dataset

The content set used was provided by the VOT2013 challenge? trying to indepen-
dently address the different problems that a tracker can face. The main criteria
for dataset selection was that the dataset should represent various realistic scenes
and conditions, including occlusions, illumination changes, scale changes, rota-
tions, etc. The dataset contains 16 videos with a duration between 172 and 770
frames. More information of each one of the sequences can be obtained from the
dataset website.

The VOT2013 dataset also provides the ground truth files. The relevant target
in each sequence has been manually annotated by placing a bounding box over
the object in each frame.

3.2 Metrics

The metrics that have been considered for the evaluation framework are: Se-
quence Frame Detection Accuracy|[33], Average Tracking Accuracy[33], Overlap
[34], Area Under the lost track ratio Curve[34], Closeness of Track[35], Track
Completeness[35] and Combined Tracking Performance Score[36]. A metric cor-
relation study has been performed[37], obtaining redundancy between all the
metrics presented (correlation around 0,9). Therefore, the chosen metric is the
SFDA, defined below. This metric has been chosen for two main reasons: its
correlation with respect to other metrics is one of the the highest. SFDA also
considers and penalizes both false positives and false negatives.

The Sequence Frame Detection Accuracy (SFDA)[33] measure calculates in
each frame the spatial overlap between the estimated target location and the
ground-truth annotation. This mapping is optimized on a frame-by-frame ba-
sis. It contains information regarding the number of objects detected, missed
detections, false positives and spatial overlap, providing a ratio of the spatial
intersection and union between two object locations. The total sum of data from
the Frame Detection Accuracy (FDA) is then normalized to the number of frames
including ground-truth targets. Therefore, SFDA can be seen as the average of
the FDA over all the relevant frames in the sequence. SFDA ranges from 0 to 1;
the higher the value, the better.
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Where:
th) denotes the i-th ground-truth object in frame t.

Dgt) denotes the i-th detected object in frame t.

Ng ) and N g) denote the number of ground-truth objects and the number of
detected objects in frame t, respectively.

N frames is the number of frames in the sequence.

Nglppe , is the number of mapped ground truth and detected object pairs in
frame t (frame level mapping).

4 Fusion

In this section, the fusion methods considered in this work are described. After
defining them, tracking results on the dataset are presented.

The implemented fusion methods have been selected based on its simplicity
and independence(i.e., only using its outputs - bounding boxes).

Fusion considered uses only the resulting bounding box of each of the individ-
ual trackers. For each frame, the bounding box resulting from the processing of
each single tracking algorithm is extracted, and then the corresponding fusion
is performed. As only the resulting bounding box from each tracker is used for
the fusion, no matter what kind of single tracker is used for the fusion and any
tracker can be used for these types of fusion. As the cost of fusing the outputs
of each tracker is significantly lower than the cost of processing a frame for each
independent tracker, the final cost would be similar to the cost of the slower
independent tracker if they are properly parallelized.

The first considered fusion method (F1_Mean) is based on calculating the
mean of the bounding box values. Starting from all available resulting bounding
boxes, the mean of the center coordinates of the bounding boxes (x0, y0), and
of the height and width of the bounding boxes are calculated. These values are
rounded to the nearest pixel value. In this way the new values that define the
bounding box resulting from the fusion are obtained.

The second considered fusion method (F2_ Median) is the median fusion.
This method is very similar to media fusion method, except that in this case
the operation performed is the median: the median of the center coordinates of
the bounding boxes (x0, y0), and of the height and width of the bounding boxes
are calculated. As in the previous fusion method, the values are rounded to the
nearest pixel value.

Majority voting fusion (F3_Majorl to F10 Major8) is based on the selec-
tion of the resulting bounding box from the areas of the frame in which a min-
imum number of individual trackers (N) coincide in indicating that the object
is present. For a >N majority voting, the fusion resulting bounding box corre-
sponds to the rectangle which contains all the areas in which at least N trackers
agree that the object is located in that area.

There are other works in the state of the art which also use the resulting
bounding boxes from each tracker to estimate the fusion. In the work presented in
[20], a crowdsourcing tracking method is proposed. Under the sequential Monte
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Carlo framework, both the hidden ground truth bounding box and the confidence
of each tracker is inferred. The other work that uses the resulting bounding
boxes of the trackers is [22]. Similarly to the previous case, a confidence score is
estimated based on the tracking performance of each tracker and the consistency
performance among different trackers. The bounding box selected is the one with
the maximum confidence score. In the case of the fusion presented in this paper,
the method is simpler than the two cited works, as a confidence measure is not
calculated but simply combining different bounding boxes in the most efficient
possible way, avoiding assumptions which may be erroneous. Unlike [22], in the
proposed fusion method the resulting bounding box, instead of being the output
of a single tracker, is a combination of the output of individual trackers.

5 Experimental Results

Figure 1 shows the SFDA score of the ten fusion methods considered: mean,
median and eight possible majority voting (N from >1 to >8). Majority voting
> 1 corresponds to logical OR, and majority voting > N4, corresponds to
logical AND, where N4, is the maximum number of considered trackers. The
results of the individual trackers have been added to facilitate the comparison
between all the scores.
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Fig. 1. Fusion SFDA result

As shown in figure 1, the results of individual trackers present high variations
depending on the evaluated sequence. The individual trackers with the best
performance are CBWH and PFC. In the case of the fusion trackers, the best
scores are observed for the median fusion and the majority voting fusion (in this
last case, for the central N values, in particular N=3 and N=4).

When any of the individual tracking algorithms obtains a significantly better
score than the others, the fusion scores do not reach such level, so in these cases
the fusion does not improve that individual performance. This situation occurs
in the sequences david, hand, jump, sunshade, torus and woman.

Another situation that occurs in some sequences is that many of the individual
algoritgms perform best with similar values among them. In these cases, the best
fusion scores are similar to those obtained by the best individual algorithms,
equaling their performance closely. This situation occurs in the sequences car,
gymnastics and iceskater.

An interesting result is obtained with the sequence bolt. In this case, just
two (PFC and SOAMST) of the eight individual tracking algorithms present
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scores around 5.5, being the third score below 0.3. Two fusions are obtained
with similar values to the best of the individual algorithm scores. A majority
of the algorithms working correctly is not necessary for obtaining a good fusion
result. Another example of such situations is the case of the singer sequence,
where there are three fusion scores which are 0,1 higher than the best score of
the independent tracking algorithms.

After analyzing the obtained results, the most interesting aspect of the studied
fusions is the versatility of some of them. The tracking fusions considered, as a
combination of individual trackers, work well in most cases.

The tables contained in this section present the individual average scores
for each metric and each individual tracker or fusion. These average scores are
obtained as the average value of each tracker in all the evaluated sequences.

Table 1 presents the average scores of both individual trackers as fusions.

Table 1. Average SFDA scores

TM MS PFC LK IVT TLD CBWH SOAMST

SFDA 0,273 0,333 0,412 0,183 0,251 0,287 0,433 0,368

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10

SFDA 0,323 0,508 0,188 0,352 0,475 0,435 0,329 0,221 0,113 0,032

To facilitate the results comparison, table 2 shows the percentual difference
between the individual trackers and fusions, obtained using equation 4.

fusion score — individual score

Perc.dif f. = (4)

individual score

Table 2. Percentual difference (percentage) SFDA average score between fusion track-
ers and individual algorithms trackers

T™™ MS PFC LK IVvT TLD CBWH SOAMST

F1_Mean 18,1 -3,0 -21,6 76,8 285 12,6 -254 12,3
F2_ Median 85,9 52,7 23,4 178,4 102,3 77,2 17,5 38,1
F3_Majorl -31,1 -43,4 -54,3 3,1 -251 -344 -56,5 -48,9
F4_ Major2 28,9 59 -144 930 40,2 22,8 -186 -4,3
F5_ Major3 73,8 42,8 154 160,3 89,1 657 9,8 29,1
F6_Majord 59,3 30,9 58 1386 73,3 51,8 0,7 18,3
F7_Major5 20,3 -1,2 -20,1 80,1 30,9 14,7 -24,0 -10,7
F8 Major6 -19,2 -33,6 -46,3 21,1 -12,0 -23,0 -48,9 -40,0
F9_ Major7 -58,5 -65,9 -72,5 -37,9 -54,9 -60,5 -73,8 -69,2

F10_Major8 -88,1 -90,2 -92,1 -82,2 -87,1 -88,7 -92,5 91,2
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6 Conclusion

The work presented in this paper is focused on video object tracking. This field
of study is one of the most popular in Computer Vision, so there is abundant
literature, algorithms, metrics, datasets, etc., about this subject.

There are multiple datasets for video object tracking. Depending on the ob-
jective of your work, there are some appropriate datasets. One possibility is to
combine these datasets to form a new one that suits your needs, as is the case
of the dataset used in this work. About the metrics, there are also multiple
possibilities for evaluating a video object tracker. The main differences between
the metrics are based on the penalties that are attributed to the errors (false
positives, false negatives, target losses ...).

About tracking algorithms, there are many publications that present their
own tracking algorithms, and many others which try to improve some aspect
or limitation of existing algorithms. As observed in the results of individual
trackers, all tracking algorithms have limitations in certain scenarios, and only
work correctly in those scenarios for which they were designed.

With the (simple) fusions performed, more generalized tracking approaches
have been obtained, which are able to function reasonably well in most situa-
tions (covered by the selected dataset), overcoming the problem of specialization
observed in the individual trackers.

The work described in this paper analyzes several tracking algorithms from
the state of the art and presents methods to combine them efficiently. Despite
this, a tracker that performs properly in all possible situations has not yet been
achieved, as there are problems which are not solved with the used algorithms.
Moreover, there are new scenarios not covered in this work. We identify some
main areas for future work. With respect to individual trackers, new algorithms
can be analyzed and their results can be compared with the previous algoritms
and be incoporated in the fusion approaches. Thanks to the evaluation frame-
work, the results of the new algorithm sets can be easily compared with the
reference algorithm set results, presented in this paper. Also, new fusion meth-
ods can be studied and evaluated, for example, by adding weights to the different
algorithms depending on its accuracy. Another possibility is to add feedback to
the system, so that the result of each frame can be used to adjust the analysis
of the subsequent frames. In this last case, special attention should be paid to
the learning-based algorithms as, after correcting the position of the object, the
learning must be performed with the corrected region position of the object.
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Abstract. The method proposed in this paper uses signatures recorded
with the use of four webcams. In the method a different sets of signature
features and similarity measures can be used. Additionally, the influence
of individual features on the signature similarity value has been exam-
ined. Practical experiments were also conducted with the own signatures’
database and confirmed that results obtained are promising.

Keywords: biometrics hybrid system, signature recognition, dynamic
features, similarity measures.

1 Introduction

Hybrid intelligent systems are today very popular due to their capabilities in
handling many real world complex problems. They have the opportunity to use
both, knowledge and raw data to solve problems in many multidisciplinary re-
searches - for example in analyzing of medical images, biometrics patterns and
so on [3], [7], [12], [13], [31]. In preseted work, a biometrics hybrid system based
on signature recognition has been proposed.

Biometrics is a field of science that uses biological and behavioural features to
recognize and verify the identity of people [4], [8], [11], [27]. Biometric authen-
tication becomes a more and more popular alternative to the security systems
based e.g. on passwords or magnetic cards.

Handwritten signature is one of the oldest and longest used methods for
personal verification and identification [1], [8], [27]. Thanks to wide public ac-
ceptance, it has become an indispensable form of reliable identification confir-
mation. There are two methods for authentication with the use of a signature:
the static method based on the image of a previously put signature and the
dynamic method, which will be the main subject of this study. Dynamic method
consists in registration of the moment of putting a signature, while the relevant
features obtained in this way, such as the time of signing or pen position, are
compared with the reference features. For this purpose a many techniques are
used, e.g. methods based on neural networks or Hidden Markov Models (HMM)
[10], [20]. There are also methods, which compare signatures with the use of
specific similarity measures (distances) [6], [27].
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Digital cameras in recent years have become more and more widely used in
different spheres of life. Image recording, as their primary task, has not changed
radically, however the use itself has changed. Cameras perform their function well
not only for private purposes, but also in monitoring systems and industry as
webcams, as well as in various fields of science, inter alia, in problems associated
with biometrics.

Solutions that use cameras in the signature acquisition process have also ap-
plications in biometric systems. Their use for signature recognition is described
in [21], [35]. One and seven webcams have been used for data acquisition un-
der these studies. The Monte Carlo method was employed to track the tip of a
ballpoint pen.

The method for personal recognition proposed in this paper uses signatures
recorded with the use of four webcams. Novelty is the proposed new similarity
coefficient that takes into account the impact of the data acquired from individ-
ual cameras on a signature recognition effectiveness.

2 The Proposed Research Method

2.1 The Test Bench

In the first stage of the study, a test bench for registration of signatures with
the use of webcams was built. The main assumption for the test bench was its
simple, cheap and easy to make construction. A photo and a diagram of the test

bench are shown in Fig. 1.
! a light source
ﬁ >< T areawhere
= a signature is to be put

a base a sheet of paper

 weagem

b)

Fig. 1. a) Photo of the test bench, b) pictorial diagram of the test bench (top view)

The test bench consists of the following components:

— A base,

— Four webcams,

— A light source,

— A sheet of paper representing the area where a signature is to be put.
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Fig. 2. A sample image obtained from one of the cameras

The base of the test bench is made from a 50 cm wide and 40 cm long plate. An
adequate thickness of the plate ensures a proper stiffness for the whole structure
and a solid base for the remaining components mounted on it. Four cameras were
used for data acquisition. These are standard webcams. Fig. 2 shows a sample
image obtained from one of the cameras.

The cameras were mounted at a height of 3 cm above the level of the area
on which a signature is to be put. In this way, the problem of covering the
pen tip by the hand of a right-handed user was eliminated. The arrangement of
individual cameras on the test bench is shown in Fig. 1b. Each camera was set
in such a way, so that the centre of the image recorded by it coincides with the
centre of the area, on which a signature is to be put. Signatures were put on
sheets sized 7.5 cm x 7.5 cm. The remaining area of the base was covered with
a white sheet of paper. The purpose of it was to standardize the background
recorded by the cameras and to eliminate the unnecessary interferences or noise
caused by e.g. the colour of the base. The lighting conditions during the system
operation constitute another important aspect of the test bench. They have a
huge impact on the quality of the image recorded by the cameras. Based on the
tests performed, it was found that the test bench must be evenly illuminated.
The lighting conditions should not change radically during the data acquisition,
as this leads to distortions and errors. Fixed lighting conditions were ensured
by adding an additional, constant source of light. A lamp with a power of 20
watts along with a boom that allows placing the bulb over the centre of the
signature was installed in the upper right corner of the test bench. During the
signature acquisition, the area of the image containing the tip of the pen was
detected in images obtained from the cameras. This area was treated then as the
reference image. A sample image from a camera with a marked area containing
the template is shown in Fig. 3.

Detection of the template on the recorded images consisted in finding their
fragment corresponding to the template. For this purpose, the Template Match-
ing method was used [5], [17]. The centre of an image fragment, which matches
best the template, was used to calculate the coordinates of the pen position.
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Fig. 3. Sample image with a marked area containing the template

2.2 Data Acquisition

A database of user signatures has been created with the use of the test bench
presented earlier. The signatures were stored in the database in the form of data
files. Each row of the file contains the information obtained from the processed
image for each of the four cameras. It consists of a set of numbers separated by
spaces, which in turn mean:

— the coordinate x of the registered signature point,

— the coordinate y of the registered signature point,

— the time ¢ of registering a point with the coordinates (z,y),
— the velocity v of marker’s movement between two points.

Table 1 presents a sample file containing the data of a signature.

2.3 Determining the Similarity of Signatures

The values of the similarity between signatures were determined separately for
each of the three features: X, Y, V and four cameras designated as: C1, Cs, Cs,
Cjy. For such assumptions, the formula for the similarity between the P and S
signatures is as follows:

sim(P, S) = M{"(P,S), (1)

where:

M - similarity coefficient or other signature comparison method,
Cy, - camera number, C,, € {C1, Ca, C3,C4},

f - the feature being compared f € {X,Y,V}.

For example, the similarity between signatures determined on the basis of the
feature Y registered by the camera Cy takes the following form:

sim(P,8) = MS*(P,S). (2)
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Table 1. File containing the data of a signature

camera 1 camera 2 camera 3 camera 4
x Y t v T Yy t v x Yy t v T Y t v
149 151 92 0.00 184 151 92 0.00 208 135 92 0.35 215 123 92 0.00
155 151 96 0.25 184 151 96 0.00 208 135 96 0.00 215 121 96 0.00
155 151 100 0.00 189 150 100 0.56 208 135 100 0.35 215 121 100 0.00
160 151 104 0.75 189 150 104 0.79 210 133 104 0.00 215 119 104 0.56
160 151 108 0.00 193 148 108 0.00 212 131 108 0.90 215 119 108 0.00
160 151 112 1.50 193 148 112 0.00 212 131 112 0.00 214 117 112 0.50
160 151 116 0.00 196 147 116 1.28 212 131 116 0.00 214 117 116 0.00
165 151 120 1.25 196 147 120 0.00 213 131 120 0.71 214 117 120 0.50
165 151 124 0.00 196 147 124 1.12 213 131 124 0.71 214 116 124 0.00
165 151 128 0.00 196 147 128 0.00 213 130 128 0.00 214 116 128 0.56
167 151 132 0.00 196 147 132 0.79 213 130 132 0.00 214 116 132 0.00
167 151 136 1.25 196 147 136 0.00 213 130 136 0.25 214 116 136 0.00

Images recorded by individual cameras differ from each other. This is affected by
the location of the cameras. In order to determine the influence of the data from
each camera on the effectiveness of signature recognition, the wCy, wCs, wCs,
and wCy weights were assigned respectively to each camera. It has been assumed
that the values of individual weights must meet the following conditions:

1. wC, wCy,wCs,wCy € [0,1],
2. wCi + wlCy + wlCs +wCy = 1.

The final formula for the similarity between the P and S signatures for a given
feature f is as follows:

simy(P,S) = ZwCi * Mfci(P7 S). (3)

i=1

A comparison of signatures using the coefficient given by the formula (3) is
possible only if the signatures are of an equal length. In practice, this condition
is not always fulfilled. In order to eliminate this problem, the DTW method was
used in the study. This method is described in detail in [26].

The advantage of the presented approach is the possibility of using any simi-
larity coefficients or data comparison methods. Under the research part, 10 sim-
ilarity coefficients had been tested and then those were selected, which allowed
obtaining the smallest classification error.

3 The Course and Results of the Studies

The studies were carried out on the basis of 200 signatures collected from 40 peo-
ple. Each person put four reference signatures and one test signature. EER [4] was



216 R. Doroz, K. Wrobel, and M. Watroba

Table 2. The best results obtained for all combinations of weights, methods and features

Weights
wCs wCs wCs W Method Feature EER [%]
0.25 0.75 0.00 0.00 R? X 7.0
0.00 1.00 0.00 0.00 R? X 7.8
0.50 0.50 0.00 0.00 R? X 8.0
0.00 0.75 0.00 0.25 R? Y 8.0
0.25 0.25 0.00 0.50 Soergel Y 8.0
0.50 0.25 0.00 0.25 Gower Y 8.0
0.00 0.50 0.00 0.50 Soergel Y 8.4
0.25 0.50 0.00 0.25 R? Y 8.5
0.75 0.00 0.00 0.25 Gower Y 8.6
0.00 0.25 0.00 0.75 Soergel Y 8.7
0.25 0.25 0.25 0.25 Gower Y 10.0

adopted as criterion for assessing the effectiveness of this method. The similarity
between signatures was determined separately for each of the three registered sig-
nature features: the X and Y coordinates, and the velocity V. It was determined
also separately for the following similarity coefficients: B2, Euclidean, Gower, So-
ergel, Cosine, Jaccard, Dice, Matusita, Clark, Jensen [6], [16].

The first stage of the studies consisted in calculating the EER value, taking
account of the weights assigned to the data obtained for each of the 4 cameras.
To this end, the similarity between each signature of a given person and other
signatures in the database was determined by changing the values of weights
assigned to the cameras. A list containing 10 results obtained for all the combi-
nations of weights, methods and features characterized by the smallest error is
presented in Table 2. In addition, the Table 2 includes the result (marked grey)
obtained in a special case, where the value of all weights assigned to the cameras
was 0.25. This meant that the data from each camera had equal influence on
the error. This allowed examining the influence of the number of cameras on
the results achieved. As it appears from the data presented in Table 2, from
among the 10 best results, the first three were obtained for the R? measure and
the feature of comparison in relation to the X coordinates of signatures. The
smallest error equal to 7% was obtained for the combination of the following
weights: wC7 = 0.25, wCy = 0.75,wC3 = 0,wCy = 0. The next 7 results were
obtained for the Y feature and the R2, Soergel’s and Gower’s similarity mea-
sures. It should be noted that the weight assigned to the camera 3 for each of
these 10 cases was 0, while for the best 3 results the weight assigned to the
camera 4 was also 0. In addition, a large share of the weight of the camera 2
was observed in the obtained results, which may indicate its significance in the
signature acquisition process. The camera No. 2 was positioned at an angle of
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Table 3. Average EERs for a given number of cameras

Number of cameras The average EER [%]
1 22.1
2 20.1
3 18.7
4 17.7

Table 4. Different online signature verification methods

Method EER [%]
Proposed method 7.00
Barkoula, Economou and Fotopoulos [2] 5.33
Flores-Mendez and Bernal-Urima [9] 10.63
Kostorz and Doroz [14] 4.14
Lei H., Govindaraju V. [15] 33.00
Lumini A., Nanni L. [18] 4.50
Maiorana E. [19] 8.33
Meshoul and Batouche [20] 6.44
Mohammadi and Faez [22] 6.33
Nanni L., Lumini A. [23] 21.00
Nanni L., Maiorana E.,Lumini A., Campisi P. [24] 3.00
Ong et al. [25] 6.08
Piyush Shanker A. Rajagopalan A. N. [26] 2.00
Saeidi et al. [28] 4.50
Vargas J. F., Ferrer M. A., Travieso C. M., Alonso J. B. [29] 12.82
Vélez J., Sanchez A., Moreno B., Esteban J. L. [30] 12.5
Wang et al. [32] 6.65
Wen J., Fang B., Tang Y. Y., Zhang T. [33] 11.4
Wrobel and Doroz [34] 6.50

30 degrees to area, in which the signatures were put, thanks to which the pen
movements were recorded both in relation to the X and Y axes.

Table 3 shows averaged values of EER obtained for a different number of cam-
eras. An analysis of the Table 3 shows that an increase in the number of cameras
reduces the average EER determined for all the features and similarity measures.

4 Conclusions

The signature recognition method described in the paper appeared to be a fully
functional solution. The smallest EER of the method was 7%, which is compa-
rable with other results known from the literature (see Table 4).

A satisfactory effectiveness of recognition was obtained using well-known sim-
ilarity measures which are easy to implement. It should be emphasized that these
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results were obtained with the use of only four cameras. It is a unquestionable
advantage of this method, since it does not require the use of specialized tablets,
which are often expensive. The determination of the similarity between signa-
tures was based on the use of only three basic dynamic signature features. All
this facts indicate that the results obtained, despite their preliminary nature,
are promising and that this method can be further developed, so it is worth to
continue working on it.

Disadvantages of this method may include the possibility of registering only
signatures obtained from right-handed individuals. This inconvenience can be
easily eliminated by creating a mirrored version of the proposed test bench.

In future studies it is planned to implement and analyse other dynamic sig-
nature features (e.g. pen acceleration) and their impact on the value of errors
obtained. Other advanced data classification methods and voting systems will
also be used in the signature recognition process. The work will also focus on
increasing the number of signatures in the database.
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Abstract. DGGE (denaturing gradient gel electrophoresis) images are
a particular type of images obtained by electrophoresis, that are used
with different purposes. One of them is to study microbial biodiversity.
Processing of this kind of images is a quite difficult problem, affected by
various factors. Among these factors, the noise and distortion affect the
quality of images, and subsequently, accuracy in interpreting the data.
One of the problems this process presents is that lanes on the image are
not perfectly aligned, and so the automatic processing of these images,
e.g., for detection and quantification of bands, is not reliable. We present
some methods for processing DGGE images that allow to improve their
quality and thereof, improving biological conclusions. Results obtained
with pure genetic algorithms, genetic algorithms hybridized with Tabu
Search and genetic algorithms combined with Simulated Annealing are
presented.

Keywords: DGGE Images, Genetic algorithms, Image processing, Tabu
Search, Simulated Annealing.

1 Introduction

Denaturing Gradient Gel Electrophoresis (DGGE) [2,7], is a DNA-based tech-
nique which generates a genetic profile or fingerprint which can be used to
identify the dominant members of the microbial community. DGGE has been
used to investigate microbial responses in a wide variety of applications, includ-
ing bioremediation assessment, wastewater treatment, drinking water treatment,
biofilm formation, microbial induced corrosion, among others.

DGGE separates mixtures of amplified 16STRNA gene segments, which are
all the same size, based on nucleotide sequence. Denaturing breaks apart the
two strands of the DNA molecule. Gradient Gel, is a gel with an increasing
concentration of a chemical (denaturant) which breaks apart the DNA molecule.
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Electrophoresis is the application of an electric current across a gel. In response
to the current, double-stranded DNA migrates (moves down) the gel. Denaturing
the DNA molecule forms Y and T-shaped structures greatly slowing migration.
Finally, this process allows to obtain, as a result, an image composed of bands
and lanes [1].

Lanes are the vertical columns shown in Figure 1 and each one of them rep-
resents a DNA sample, except the reference lanes which are the leftmost and
the rightmost lanes. Reference lanes are used to indicate the molecular weight,
measured in base pairs (bp), of the DNA. The bands are the horizontal lines in
each lane that represent the segments agglomeration of a DNA sample with the
same bp value (see Figure 2).

By using DGGE, it is possible to detect the similarity or difference among
individuals, and in doing so, it is necessary to know the location of a band in
a lane. However, there are some problems when processing this type of images.
One common problem when dealing with DGGE images is the lack of accuracy
in band detection. To solve this problem we propose an automatic detection
process, which is the starting point for the following step, to correct distortions
in an image. When comparing images it is not only necessary to exactly match
corresponding bands, but to realize this comparison among bands having the
same slope. Otherwise, the conclusion could be not reliable.

Our proposal introduces genetic algorithms as a basic mechanism to correct
images, and this means to correct a key parameter in each band: their slope. To
improve this process that involves a global search, in a second step we hybridize
the genetic algorithm with Tabu Search, and we hybridize also this genetic al-
gorithm with Simulated Annealing. This allows to find better results, if there
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exist, in the neighborhood of the global solution founded by using only genetic
algorithms. In doing so, we have the chance to compare different approaches,
giving that the set of images is the same for the three solving methods.

Hybrid systems are free combinations of computational intelligence techniques,
mixing heterogeneous fundamental views blending them into effective working
systems, as shown in [11], a survey that summarizes the main research streams
on multiple classifier systems. The use of innovative tools is illustrated in [1],
describing an implementation for predicting business failure, supported by a
neural-based multi-agent system that models the different actors of the compa-
nies as agents.

Image processing mechanisms have been developed in recent years for a wide
number of computerized applications. Many applications are available for deal-
ing with images, but only a reduced number of these applications to specific
images as DNA images or, the particular issue that motivates this work, DGGE
images. Etemad et al. [4] use an algorithm called Ant-based Correlation for Edge
Detection (ACED), that is based on the Ant Colony System algorithm. It is ex-
pected that at the end of the processing, the trails marked by the ants represent
the edges of a particular image. Results depend strongly on the set of chosen
parameters, and the algorithm performs well in presence of noise.

The use of Ant Colony System for Edge Detection in DGGE Images is also
described in [8]. In this experience, noisy images are not well recognized by the
proposed algorithm. Another approach [9] deals with RAPD (Random Amplified
Polymorphism DNA) images, that are similar to DGGE images. This work intro-
duces the use of genetic algorithms hybridized with tabu search. In [3] there is a
similar proposal, working with RAPD images, that combines genetic algorithms
and simulated annealing. Unfortunately, both proposals uses a different set of
images for testing. This work uses the same set of images for testing, aiming to
obtain an objective comparison.

This article is structured as follows; the first section is made up of the present
introduction; the second section describes the hybrid mechanisms considered in
this work, the third section shows the proposal we are dealing with; the fourth
section describes experiments we conducted and the results we obtained. The
final section is devoted to the conclusions of the work.

2 Hybrid Genetic Algorithms

Hybrid genetic algorithms combine GA for a global search of solutions with meta-
heuristics for a local search, to find optimal solutions in the neighborhood. It has
been shown that this combination provides best solutions to certain optimization
problems.

The structure of a genetic algorithm consists of a simple iterative procedure on
a population of genetically different individuals. The phenotypes are evaluated
according to a predefined fitness function, the genotypes of the best individuals
are copied several times and modified by genetic operators, and the newly ob-
tained genotypes are inserted in the population in place of the old ones. This
procedure is continued until a good enough solution is found [5].
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We introduce the concept of template, that is a schematic representation of a
DGGE image. The template is an image, computationally created, that contains
a set of vertical lines. We say that a template is an acceptable representation
of a DGGE image if lines in this template correspond in number and slope to
the lanes in the image under consideration. In other words, as the template lines
approach to the lanes, a higher matching degree is obtained. This is that we call
similarity . In Section 3 can be found a more formal description for template.

In this work, the templates are the chromosomes, lines in a template are the
genes, and a line having a particular slope represents the value (allele) that a
gene has. Elitism was considered to keep a reduced set of the best individuals
through different generations. A good fitness means that a particular template
fits better to the original image. To evaluate a template, the template and the
image are put together, and a function of fitness measures the similarity.

Genetic Operators: Different genetic operators were considered for this
work. These genetic operators are briefly described bellow:

— Selection. Selection is accomplished by using the roulette wheel mechanism
[5]. It means that individuals with a best fitness value will have a higher
probability to be chosen as parents. In other words, those templates that are
not a good representation of the lane image are less likely selected.

— Cross-over. Cross-over is used to exchange genetic material, allowing part of
the genetic information that one individual to be combined with part of the
genetic information of a different individual. It allows us to increase genetic
variety, in order to search for better solutions. In other words, if we have two
templates each containing r+ s+t curves, where r, s and ¢ represent different
regions of the template, generated by randomly choosing two points. First
point is the limit between regions r» and s and the second point is the limit
between regions s and t. The two point cross-over is achieved by exchanging
the s region. After cross-over, the generated children result in: children 1
will have the s region that corresponds to the second parent, and children 2
will have the s region that corresponds to parent 1.

— Mutation. By using this genetic operator, a slight variation is introduced
into the population so that a new genetic material is created. In this work,
mutation is accomplished by randomly replacing, with a low probability, a
particular line in a template.

Tabu Search is one of the meta-heuristics used to hybridize the GA, is char-
acterized for using adaptive memory to save some movements as taboo (are not
allow to use this movements) and responsive exploration meaning that a bad
strategic choice can yield the search to promising areas.

Tabu search (TS) is a meta-heuristic that guides a local heuristic search pro-
cedure to explore the solution space beyond local optimality. The local procedure
is a search that uses an operation called move to define the neighborhood of any
given solution. One of the main components of TS is its use of adaptive memory,
which creates a more flexible search behavior. In a few words, this procedure
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iteratively moves from a solution x to a solution 2’ in the neighborhood of z,
until some stopping criterion has been satisfied. In order to explore regions of
the search space that would be left unexplored by the local search procedure,
tabu search modifies the neighborhood structure of each solution as the search
progresses [6].

A solution is a template representing a set of lane images, let us say the z
solution; then to move from a solution x to a solution =’ means that the template
is modified. To modify a template we have chosen the change in the value of the
slope, or the position for one or more lines in the template.

To avoid repeated movements during a certain bounded period of time, TS
stores each movement in a temporal memory, which is called tabu list. Each
element in the tabu list contains one band and its corresponding movement.
A particular band in the list may occur more than once, but the associated
movement needs to be different.

The other meta-heuristics used to hybridize the GA is Simulated Annealing
(SA). This is a function optimization procedure based on random perturbations
of a candidate solution and a probabilistic decision to retain the mutated so-
lution. Simulated annealing takes inspiration from the process of shaping hot
metals into stable forms through a gradual cooling process whereby the mate-
rial transits from a disordered, unstable, high-energy state to an ordered, stable,
low-energy state. In simulated annealing, the material is a candidate solution
(equivalent to individual phenotype of an evolutionary algorithm) whose param-
eters are randomly initialized.

The solution undergoes a mutation and if its energy is lower than that at the
previous stage, the mutated solution replaces the old one.

The temperature of the system is lowered every n evaluations, effectively
reproducing the probability of retaining mutated solutions with a higher energy
states. The procedure stops when the annealing temperature approaches the zero
value [5].

In genetic algorithms the problem of local optimum is always present. By tak-
ing into account this issue, we decided to hybridize the procedure, i.e., to combine
genetic algorithms with another strategy, in this specific work with Tabu Search
and Simulated Annealing, to let potential solutions avoid those local optimum
points. Both hybridization procedures consider the following strategy: the main
objective of this process is to gradually improve individuals belonging to the
population the genetic algorithm is working with. When the fitness measured
during a certain number of iterations accomplished by the genetic algorithm
doesn’t vary; a reduced number of individuals is selected from the current popu-
lation. One of them, at least, is the best individual of the population, while the
others are randomly selected. Each one of these individuals acts as an input for
triggering a tabu search procedure or a simulated annealing procedure.

Once the tabu search (simulated annealing) process is finished, the resulting
individuals are re-inserted into the genetic population, and the process continues
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with the genetic algorithm procedure, as before. The complete process is repeated
several times depending on the quality of the genetic population and the stopping
process condition.

3 The Proposal

The problem addressed in this paper can be formally stated as follows.

Consider an image (matrix) A = {a;;},i =1,...,n and j = 1,...,m, where
a;j € ZT, and A is a DGGE image. Usually, a;; is in the range [0..255] in a grey
scale image, and we use a a;; to refer to an element A(x,y), where z and y are
the pixel coordinates.

To deal with lane distortions, a set of templates is used. These templates are
randomly created images with different distortion degrees, having lines that are
in a one-to-one correspondence with lanes in the original DGGE image. A good
template is the one that reflects in a more precise degree the distortions that the
DGGE image under consideration has.

The template we consider is a matrix L (lanes) where L = {l;;},i=1,...,n
and j =1...,m, l;; =0 or l;; =1 (a binary image), with 1 meaning that [;;
belongs to a line and 0 otherwise [10]. The generation of matrix L is limited
to those regions that correspond to lanes in matrix A. Due to the rotation of
the lanes, it is necessary to consider different alternate configurations. If we are
dealing with an image with 12 lanes, and if for each lane we consider 14 possi-
ble rotations, we are considering 12 different configurations to evaluate. This
causes a combinatorial explosion, which justifies the use of genetic algorithms.

Genetic algorithms allow to manage a large number of templates, and those
that are similar to the original image are chosen. Thus, it is necessary to seek for
an objective function that reflects this similarity in a precise way. This function
is used as a measure for the quality for the selected template. A template con-
tains non-intersecting vertical lines, which are not necessarily parallel. A typical
template is shown in Figure 3.

For automatically determining the limits of each lane, it is supposed that
different lanes use similar areas, measured in number of pixels; and that they
are uniformly distributed in the image. So, the image is partitioned in a number
of regions that correspond to the number of observed lanes. At this point some
pixels are out of the estimated limits for a lane. Then, the process of setting new
limits is triggered: i) lines that are parallel to the original limit are considered,
by taking into account a distance A to the right and to the left of the original
limit (i.e., A determines the number of lines to be considered); ii) for each line
obtained in this searching process, we take the sum of the values that have every
pixel belonging to that line, and iii) the line that obtains the higher value in the
sum, is the new limit. The higher the value, the higher the probability that the
line corresponds to the background of the image.

In Figure 4 two images are shown, the first one is a DGGE image before the
process of correcting limits, the second one is the same image, after the correction
process.
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Fig.4. A DGGE image, before and after correcting limits

A solution is a template representing a DGGE image, let us say the x solu-
tion; then to move from a solution x to a solution 2’ means that the template
is modified. To modify a template we have chosen two possibilities: the first one
is the change in the value of the slope for one or more lines in the template,
i.e., a rotation movement; the second one is a shifting movement, the line is
moved to the left or to the right, without changing the value of the slope for
that line. In other words, if we call x4, and x,, the bottom and top points
in a line respectively, a rotation movement is realized by changing these points
t0 Ting — 0 and Teyup + 0 (or changing to s + ¢ and x5y, — ¢). In an analo-
gous way, the shifting movement is accomplished by changing the original points
to Zing + 6 and Tgyp + 0 (changing to minus if the movement is towards the
opposite side of the image). Figure 5 illustrates the rotation movement and
the shifting movement. The values allowed in both, shifting and rotation move-
ments, are gradually diminished to avoid dramatic changes in the quality of the
solutions.
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Fig. 5. The schema for rotating a line, and the schema for shifting a line

A particular lane in the list may occur more than once, but the associated
movement needs to be different. In this work, the size of the tabu list is bounded
by the number of lanes in the particular image under treatment.

When it is not possible to find a better solution in the neighborhood of z,
it is used the, so-called, aspiration criterion, which allows to search in the tabu
list for a movement that improves the current state x. If that movement doesn’t
exist, then a movement with a higher residence time in the tabu list is chosen
and, in this particular case, the inverse corresponding movement is applied to z;
i.e., it is used to implement a backtracking strategy.

As previously mentioned, in spite of good results obtained by using genetic
algorithms, the problem of local optimum is always present. By taking into ac-
count this issue, we decided to hybridize the procedure, that is to say to combine
genetic algorithms with another strategy, in this specific work with tabu search,
and simulated annealing, to let potential solutions avoid those local optimum
points. The hybridization procedure considers the following strategy: the main
objective of this process is to gradually improve individuals belonging to the
population the genetic algorithm is working with. When the fitness measured
during a certain number of iterations accomplished by the genetic algorithm
doesn’t vary; a reduced number of individuals is selected from current popula-
tion. One of them is the best individual of the population, while the others are
randomly selected. Each one of these individuals acts as an input for triggering
a tabu search procedure.

Once the tabu search (or simulated annealing) process is finished, the re-
sulting individuals are re-inserted into the genetic population, and the process
continues with the genetic algorithm procedure, as before. The complete pro-
cess is repeated several times depending on the quality of the genetic population
and the stopping process condition. The latter is specified as a time condition
(number of iterations) or as a specific fitness value.

4 Experiments and Results

For testing, the first step considered only genetic algorithms. In this case the em-
phasis was on determining the best parameters, i.e., population size, cross-over
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Fig. 7. The same DGGE image after processing

probability and mutation probability. An important set of experiments was con-
ducted for determining the best combination of parameters, checking a great num-
ber of combinations ranging from very small size populations (e.g., ten individ-
uals) to big size populations (e.g., over two thousands individuals), and comb-
ing this parameter with different cross-over percentage, and mutation probability.
Then the strategy was to hybridize this best genetic algorithm configuration with
tabu search and simulated annealing. In the case of hybridizing, the corresponding
technique is triggered after the genetic algorithm reaches a steady state in which
no improvements are detected during an arbitrary number of generations.

A set of 10 images was selected as a representative sample of available images
for final tests. Each one of these images represents different image features, as
brightness, contrast, noise presence, sharpness, and so on. For a particular group,
lets say noisy images, differences among particular members are not significa-
tive. These images contains different slopes, and a different number of lanes.
Additionally, the set contains images of different sizes and different grey values
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Table 1. Percentage of improvement when using Genetic Algorithms (GA) with Tabu
Search (TS) and Simulated Annealing (SA)

Image AG+TS AG+SA

1 38% 38%
2 0% 0%

3 24%  24.5%
4 5.4% 1.7%
5 0%, 0%

6 1.8% 1.9%
7 33.8% 33.8%
8 23%  26.4%
9 2.4% 3%

10 1.7% 1.4%

in the [0,255] scale. Figures 6 and 7 illustrates the initial image and the image
after correction.

In all the cases, the best values were obtained with a population size of 50
individuals (templates). Additionally, the best value for cross-over probability is
70%, and the best value for mutation is 2%. These are the values that are going
to be used when combining the genetic algorithm with simulated annealing, and
with tabu search. The triggering of simulated annealing or tabu search occurs
after 30 generations without improvement in the best individual.

Tabu search explores the neighborhood through a number of moves arbitrarily
chosen as the number of lanes in the image. Simulated annealing iterates while
the temperature is higher than a specific value, but the process stops if the best
solution is replaced by another solution with a best value.

As expected in most of cases, hybridizing the genetic algorithm generates
best solutions than using only genetic algorithms. Results obtained by using the
combination genetic algorithms and tabu search are similar to results obtained
using the other alternative. In two cases there is no improvement, a condition due
to the fact that are good quality images, which probably by the single application
of the genetic algorithm have reached an optimum result. Table 1 shows the
percentage of improvement when using hybrid algorithms with respect to simple
genetic algorithm. A good result implies that most of pixels corresponding to a
lane are effectively considered as part of the lane. It depends on how close to
the lane slope on the DGGE image is the line in the template. An ideal image
will show a background with no dark pixels at all. In a real case, the number of
dark pixels can be, eventually, reduced. In other word, figures in the table show
the reduction of dark pixels that can be found as part of the background.

Additionally, the time involved in the process is lower for simple genetic algo-
rithm, increases when tabu search is considered, and increases again in the case
of simulated annealing.

Table 2 illustrates some execution times.



Automatic Lane Correction in DGGE Images 231

Table 2. Execution time (in seconds)

Case AG AG + TS AG + SA

1 976 2215 25.27
2 10.88 21.30 22.53
3 599 15.82 12.79
4 985 19.18 19.44
5 1145 21.44 27.59
6 11.41 24.95 31.18
7 11.67 26.17 30.36
8 1294 27.05 30.63
9 1278 32.73 36.42
10 1045 27.70 28.60

5 Conclusions

In this work we have presented three different models for dealing with lane
correction in DGGE images. Genetic algorithms, as the classic approach; and
the hybrid alternatives that include tabu search and a simulated annealing.

Genetic algorithms, working as the only technique, have shown to be a useful
mechanism for dealing with this specific problem. With the particular values
arbitrarily assigned to different parameters, the hybrid combination obtained
best values in most of cases. Simulated annealing did not help to obtain better
values that those obtained with tabu search with a significative difference, but
computational time involved was a 20% higher, on the average, than the time
involved when dealing with tabu search.

This results are important because the image correcting process may be very
tedious, and highly time consuming for a person; and to automate this process
requires a large number of templates, that cover the large number of alterna-
tives. Due to its combinatorial nature, when generating an important number of
templates, an heuristic procedure that considers a high number of possibilities
to be explored is to be considered as a valid paradigm.

It is necessary to consider that, after implementing the procedures, testing
was a very time demanding task. Taking this issue into account, it is clear that
future work has to seek for a best mechanism to evaluate individuals, that is the
most consuming task in the whole process.
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Abstract. To develop different Communication Skills (CS) on deaf
children (such as making signs, reading, writing or speaking) we
propose a Sign Language Teaching Model (SLTM) called Multi-language
Cycle for Sign Language Understanding (MuCy). Also, we conduct an
observational study at the Association of Parents of Deaf Children of
Salamanca (ASPAS) in order to measure the development of CS on deaf
children by using a kit of Sign Language Pedagogical Materials (SLPMs),
as well as the use of Augmented Reality (AR) as complementary
tools for teaching Sign Language (SL) within a Collaborative Learning
Environment with Mixed-Reality (CLEMR).

Keywords: Augmented Reality, Sign Language, MuCy model, Mixed-
Reality Learning Environment, Unity3D.

1 Introduction

To teach SL in preschool and primary education it is essential to identify the
different individual learning needs of each deaf student in order to improve their
school achievement and social integration [18]. Teachers have to adapt their
classes to develop Sign Language Communication Skills (SLCS) on deaf children.
An adequate alternative teaching tool that suits these needs is the AR, since
it allows teachers and students to collaborate towards gaining knowledge in a
Teaching-Learning Process [14].

One of the most important features of the AR is the overlay of images in
the real world. This allows interaction with digital media in real time through
tangible devices such as PCs screens, AR eye-wear displays or glove-based input
recognition systems. With all this, deaf students can learn interactively. First,
they can visualize within their minds the SL concepts given in their classes.
Second, they can explore the motions of signs in a 3D view, so they can reproduce
those signs and learn by imitation from the body, face and lips.

This article is presented as follows: In Section 2 we mention two current
educational projects based on AR to analyze their technical features, since they
are appropriate references to design our kit of SLPMs. In Section 3 we describe
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© Springer International Publishing Switzerland 2014
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two SL pilot lessons implemented at ASPAS [2]. The observational study design,
the methodology and the results are also presented here. Then, in Section 4 we
draw conclusions. Finally, in Section 5, a brief description of future research is
mentioned taking into account possible alternatives to improve our approach
technologically.

2 Related Works

MathsignerT™/1] is an AR project aimed to teach SL that can be used for non-
immersive or immersive systems such as FlexTand reFex™, so deaf students
can learn mathematical concepts and American Sign Language (ASL). This
technology has several advantages: First, it is able to produce a highly realistic
and fluid environment where 3D characters perform signs in real time. Second,
it promotes interaction between users and 3D avatars via a simple glove-based
gesture control system. Finally, a desktop version can be used at homes or at
schools.

Another tool that can be considered a standard teaching method based on
AR is the MagicBook [5,6,7]. It can be adapted to teach SL because it covers
three levels of collaboration [15]: The first, is the Reality. A group of users can
gather around to learn and interact with a book by changing its pages and by
sharing their learning experience.

The second level is Augmented Reality (AR). A networked application is
installed on several PCs where animated avatars and virtual environments can
be seen projected on PC screens. The users’ interactions are with AR devices
and tangible books. The last level is Virtual Reality (VR). The AR device allows
users to be connected within the workstation. Their learning experience is no
longer in the real world, their digital interactions (through virtual avatars) are
by sharing information within the immersive and interactive system.

With Mathsigner™and the MagicBook, teachers have the possibility to
design their classes with different topics by adapting them to their students’
learning needs. They can choose the learning experience through moving from
one reality to another according with the specific skills or knowledge they want to
develop in their students. What is missing in these two AR educational projects
regarding deaf children is the existence of statistical data demonstrating the
level of SL learning achievement in students. To solve this, we conducted two
SL pilot lessons at a local deaf people Association in the province of Salamanca
(Spain) in order to determine the Percentage of Development of SLCS and other
CS such as reading, writing and speaking.

3 Study Design and Method

The objective of the observational study is to measure the development of CS on
deaf children by the use of AR as a complementary tool for SL teaching based
on the SLTM MuCy. The study was conducted at the Association of Parents of
Deaf Children of Salamanca [2] along with a kit of Sign Language Pedagogical
Materials (SLPMs) designed for this purpose (Fig.2).
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3.1 SLTM MuCy, SLPMs, Software Architecture and Pilot Lessons

The Multi-language Cycle for Sign Language Understanding (MuCy) (Fig.1) is
a continuous psychomotor cycle to teach SL to deaf people (signers and non-
signers) and to students that require knowledge of SL because they have similar
communication disabilities.

The theoretical background of the MuCy model is based on the Lev’s
Semionovich Vigotsky Zone of Proximal Development (ZPD) [9,12], the
Principles of Social Education of deaf and dumb children [18] and the Milgram’s
Reality-Virtuality Continuum [15]. To design the model we are based on the
neuropsychological findings that have shown that deaf children can develop
reading and speaking skills by training at an early-age [13]. The criteria to
validate the design are according to The Principles of Learning and Teaching
[11] and on the Danielson’s Group Teaching Framework [10].

Psychomotor Sign Language Teaching Levels

1st Level of education Collaborative 2nd Level of education

i - Sign : Learning

Visual Reference Environment Verbalization of the

i with Mixed-Reality written word

Fig. 1. Multi-language Cycle for Sign Language Understanding (MuCy model)

The first level of education in the MuCy model refers to learning the proper
use of signs in relationship with their visual references (words or phrases) and
their written versions. The second level refers to the practice of speaking those
words by imitating the face, mouth and tongue movements. The SLPMs (Fig.2)
are: 1) A SL Book which allows the use of the Vuforia marker-based tracking
system for Unity3D [16,17]. A set of images of 3D avatars performing signs are
printed on the book. Their respective meanings in words or phrases are presented
in text format which makes possible to practice the reading and writing skills. 2)
Animated videos that help deaf children to learn by imitation. 3) A Unity3D SL
AR desktop application that displays on virtual scenes animated avatars which
can be seen with AR devices such as the Vuzix eye-wear [19] or on PC screens.
The modeling and animation process was made with Blender 2.69 [3].
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Fig.2. A) An Avatar performing the sign for the concept Colors, B) SL Fingerspelling
Alphabet Book with sections for reading and writing exercises, C) AR Avatar in
Unity3D, D) Vuzix eye-wear display for AR, E) Animations displayed on a Tablet
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The AR SL application’s architecture and design’s flowchart explain the
process we used to implement Unity3D for educational SL purposes (Fig.3). The
two research instruments chosen to collect data for this study were observations
and interviews. For the observations, the data collected was from two SL
pilot lessons: The Fingerspelling Alphabet and the Rainbow Colors. For the
interviews, we use a Smiley-face Likert’s scale of five points to validate the SLTM
and the SLPMs, as well as to know the parents and teachers attitudes about the
usability, satisfaction and learning achievement they though the children reached
by using our MuCy model and SLPMs (Table 2).

The two SL pilot lessons were conducted at ASPAS in order to measure the
Percentage of Development of SLCS and other CS (such as reading, writing and
speaking) reached by four children (two aged six and the other two aged seven)
(Fig.4A). Each lesson had a duration of one hour with students located in the
same classroom using the CLEMR (Table 1A,1B). For the Alphabet lesson we
made 30 videos of words from A to Z and for the Colors lesson we made 16 videos
(including the signs for the concepts of light, dark and color). The duration of
each video was approximately 6 seconds, and for every minute each student
watched a video, they imitated an average of 8 to 10 SL positions.

The lessons were divided into four activities, each of them corresponding to a
specific SLPM. The first activity was with animated videos. The children watched
the avatars performing signs on the Tablet (Group A) and on the PC screen (Group
B). Then, they had to imitate SL positions right after the avatars. The second and
third activities were with the SL book with images of avatars showing the correct
SL positions printed on it. The students practiced reading the words (colors and
alphabet). Then, they had to write these words down on the book. Immediately
after, they had to perform the SL positions corresponding to those words. For the
last activity, at first the children had to use the markers printed on the pages to
display the animated 3D avatars on the PC screen. After visualizing the avatars
they had to imitate the SL positions individually and then in a group. Finally they
practiced speech facing each other and their teachers. The students also learned
to move their lips to make sounds similar to those we use to speak.

3.2 Data Analysis and Results

According to the Percentage of Development of SLCS and other CS (Making
signs: MS, Reading: RD, Writing: WR and Speaking: SP) in relationship with
the SLPMs as complementary tools within a CLEMR, the results were as follows
(Table 1A,1B and Fig.4A):

1) For the Rainbow Colors lesson. The use of videos in Activity one had
shown an 91.76% improvement of making signs, activities two and three showed
a 89.13% increase in improvement of reading skills and an 86.36% improvement
in writing skills. In Activity four, the use of AR to develop speaking skills while
performing signs showed a 95.60% increase in improvement.

2) For the Fingerspelling Alphabet lesson, Activity one showed a 90.53% in
improvement, the development of reading skills 87.93%, writing skills 90.48%,
and speaking skills 93.68%.
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Fig. 3. AR SL application’s architecture and design’s flowchart

For the Colors lesson, the two students’ Total Mean Value of SL Correct
Answers was 90.72%, while for the Alphabet lesson 90.65%. These Mean Values
has demonstrated that by using ICT Technology such as AR avatars increases
the SLCS and the interest in speech on deaf children in primary education (Table
2, Q3 and Q9).

The Pearson’s analysis has shown in both lessons a strong correlation
coefficient of 0.99 between the two variables (Fig.4B): 1) The total number of SL
Repetitions (Xi:SLR), and 2) the number of the Correct SL Answers (Yi:CA)
given by the children once they had taken the two lessons of one hour duration
each. This indicates that a greater number of SL repetitions with SLPMs produce
more Correct SL Answers and learning achievement.

p) Percentage of Development of SLCS B) Pearson’s correlation coefficient
and other Communication Skills o
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95.60% En =
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9053% g0 120 90.48% o /
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w-osms _ — g 209964

Fig.4. A) Percent of Development of Communication Skills in relationship with the
Pedagogical Materials, B) Correlation between the average of SL repetitions and the
average of the Correct SL Answers given by the children

As for the Likert’s scale, it is observed that all respondents strongly agree
with our SL teaching approach (Table 2: Q2,Q6 and Q11). For the Usability
variable (Table 2: Q3,Q4,Q6,Q7 and Q11) all the answers had a 100% approval
which means that SLPMs promote the Collaborative Learning Experience, and
that to learn in a CLEMR helps deaf students to understand complex situations
in parts in order to create diverse learning solutions. Also both parents and
teachers wanted to use these Pedagogical Materials at their homes or in schools
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Table 1. SL Repetitions, correct answers and total scores in one-hour lesson for the
A) Rainbow Colors and B) Fingerspelling Alphabet

A) The Rainbow Colors lesson.
Activity T (mins) SL Reps. Goal Session SL Reps. Xi Yi Percent Score
MS RD WR SP

1 20 100 8 0 0 O 85 78 91.76% 9.2
2 10 50 0 4 0 0 46 41 89.13% 89
3 10 50 0 0 44 0 44 38 8636% 8.6
4 20 100 0 0 0 91 91 87 95.60% 9.6
Total 60 300 85 46 44 91 266 244 91.73% 9.2
Mean Value 15 75 21 12 11 23 665 61 90.72% 9.07
Std. Dev 0.39

B) Fingerspelling Alphabet lesson
Activity T (mins) SL Reps. Goal Session SL Reps. Xi Yi Percent Score

MS RD WR SP
1 20 130 95 0 0 0 95 86 90.53% 9.1
2 10 65 0 58 0 0 58 51 8793% 88
3 10 50 0 0 42 0 42 38 9048% 9.0
4 20 110 0 0 0 95 95 89 93.68% 9.4
Total 60 355 95 58 42 95 290 264 91.03% 9.1
Mean Value 15 88.75 24 15 11 24 7250 66 90.65% 9.07
Std. Dev 0.24

Table 2. Likert’s scale survey to validate the MuCy model and the SLPMs

i Question Mean | Std.Dev. %

Q1 | The SLPMs help deaf children to remember information through mem- | 4.00 1414 80%
orization.

Q2 | The two educational levels of the MuCy model help deaf students to | 5.00 .000 100%
cognitively understand relevant information from the SL.

Q3 | Teaching Communication Skills such as reading , writing and speaking 5.00 .000 100%
help deaf students to create solutions to the socio-cultural problems
they face.

Q4 | Learning with a CLEMR helps deaf students to understand a complex 5.00 .000 100%

situation in parts in order to create diverse learning solutions.

Q5 | Learning with interactive technology helps children increase their | 4.50 707 90%
learning achievement.

Q6 | T would like to use these pedagogical materials as complementary | 5.00 .000 100%
teaching resources either at home or at school.

Q7 | The MuCy model helps deaf children to organize their learning process | 5.00 .000 100%
according to their educational needs.

Q8 | With these pedagogical materials it is easier to explain the SL posi- | 4.00 1.414 80%
tions to the children.

Q9 To learn with AR avatars increases the interest in speech and makes 5.00 .000 100%
the children feel more confident that they will learn to speak.

Q10 | The SL book is an adequate tool for teaching the reading and writing | 4.50 707 90%
for an specific topic.

Q11 | The SLPMs promote the collaborative learning experience with | 5.00 .000 100%
Mixed-Reality (CLEMR).

because the MuCy model helps deaf children to organize their learning process
according to their educational needs.

For the Satisfaction variable (Table 2: Q8,Q9 and Q10), Q9 had a 100%
approval which shows that learning with AR avatars increases the interest in
speech and makes children feel more confident. Also, Q8 with 80% in positive
responses has shown that parents and teachers thought that using our SLPMs
made it easier to explain SL positions to children. Q10 with 90% in positive
responses demonstrated that the SL book is an adequate tool for teaching the
reading and writing skill for an specific topic.
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Finally, the Learning Achievement variable (Table 2: Q1,Q2 and Q5) has
shown that the two educational levels of the MuCy model help deaf students
to cognitively understand relevant information from the SL, that they can
remember information through memorization (Q1) and that learning with
interactive technology children increase their learning achievement (Q5).

4 Conclusions

We have presented in this paper a SLTM and a kit of SLPMs that have been
implemented at ASPAS for two SL lessons. With the collected data we have
demonstrated that by using ICT (such as AR) and by promoting the CLEMR
deaf children have developed a high percentage of SLCS and other CS. Also,
a brief explanation of the process we used to create the AR SL application
based on the Cross-platform Unity3D is provided. So it can be reproduced by
any teacher that wanted to use the MuCy model and AR as a complementary
teaching resource.

With all the above, we have concluded that the Teaching-Learning Process
within a CLEMR reinforces social interactions and CS in deaf children. Also,
we have proved that teachers can adapt their classes to the educational needs
of their students for a specific topic. The MuCy model along with the SLPMs
also have proved to be an adequate complementary tool for teaching SL and
developing different CS in a continuous psychomotor cycle.

5 Future Research

To improve technologically our model and to create an Interactive-networked
desktop application with Mixed-Reality, we consider the convergence of
technologies such as motion capture and voice recognition. Since they are
appropriate to design collaborative and remote SL lessons.

For the motion capture of face, body and SL hands movements we will use
the OpenKinect camera [8], and for the voice recognition system the Carnegie’s
Mellon Open Source Sphinz Speech Recognition Toolkit [4]. With these technologies
interacting with each other synergistically in a desktop application, deaf people
will be able to learn SL by translating movements and sounds into text and
Animated-outputs (3D avatars in AR) within a remote CLEMR in real time.
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Parents of Deaf Children of Salamanca which gave us the opportunity to provide
a SLTM to their students. Also, we thank the parents for their positive feedback
and for their collaboration.
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Abstract. In this paper, a facial recognition system is described, which carry
out the classification process by analyzing 3D information of the face. The
process begins with the acquisition of the 3D face using light structured
projection and the phase shifting technique. The faces are aligned respect a face
profile and the region of front, eyes and nose is segmented. The descriptors are
obtained using the eigenfaces approach and the classification is performed by
linear discriminant analysis. The main contributions of this work are: a) the
application of techniques of structured light projection for the calculation of the
cloud of points related to the face, b) the use of the phase of the signal to
perform recognition with 97% reliability, c) the use of the profile of the face in
the alignment process and d) the robustness in the recognition process in the
presence of gestures and facial expressions.

Keywords: Biometrics, facial recognition, structured light projection, pattern
recognition, artificial vision, 3D face, 3d recovery.

1 Introduction

The face recognition is one of the main ways of personal identification in our
everyday social interaction; people focus the visual attention in features and facial
expressions. Humans are able to recognize up to hundreds of faces including people
that have not seen for a long time or with different lighting conditions, pose, facial
expressions or face with accessories (Turk & Petland, 1991). The development of
automatic facial recognition system had been a challenge of several disciplines such
as computer science, artificial vision, pattern recognition and biometrics. Under
controlled conditions, the automatic face recognition systems are fast, accurate,
economical and non-invasive. In the other hand, under non-controlled conditions it
fails since they have different kind of problems such as variations in scale,
orientation, facial expression, lighting conditions, occlusions, presence or absence of
accessories among others (Cabello Pardos, 2004; Chenghua, Yunhong, Tieniu, &
Long, 2004; Hwanjong, Ukil, Sangyoun, & Kwanghoon, 2006; Xue, Jianming, &
Takashi, 2005; Zhang, 2010).

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 241-253, 2014.
© Springer International Publishing Switzerland 2014
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Traditionally, there are several methods to carry out the automatic identification of
people such as passwords, personal identification numbers (PIN), radio frequency
identification cards (RFID), keys, passport, driving license, among others. The
disadvantage of these methods is that they use resources that can be lost, forgotten,
shared, manipulated or stolen. It can have consequences either economic, illegal
access, cloning of cards among others (Arun, Karthik, & Anil, 2006; Saeed &
Nagashima, 2012). In the other hand, identification techniques based on biometrics
offer a more robust solution since using physical or behavioral traits that are unique,
permanent and non-transferable in the individual. Physical features can be extracted
from the eyes (iris, retina), hands (fingerprints, hand geometry, vascular patterns) or
face, so it can be used the behavioral traits gait, bell speech, writing, signing, press
dynamics keyboards, etc. (Zhang, 2010; Jain, Flynn, & Ross, 2008; Wayman, 2011).

In this paper, it is presented the design of a facial recognition system, which uses
the depth information of the face as biometric pattern. This is made up of modules of
a typical pattern recognition system and implements techniques of different areas such
as: biometrics, optics, machine vision, patter recognition, geometry and statistical
difference (Woz, Graina, & Corchado, 2014).

2 Development of the Face Verification System

The proposed face verification system is composed of several modules that operate
systematically over the three-dimensional information of the face. It is described in
Figure 1.

/ Facial Recognition System \
Data Three-dimensional Module
acquisition reconstruction alignment and
module module segmentation
Features Classification/ ..
. .- Decision
extraction Recognition
module
\ module module

Fig. 1. Design of the facial recognition system

/

2.1  Data Acquisition Module

The data acquisition module aims to record a set of four intensity images by binary
fringe projection and the 3D face data is recovered by four-step phase shifting method
(Fu & Luo, 2011; Siva Gorthi & Rastogi, 2009).
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The optical arrangement of structured light projection system is shown in Figure 2.
It requires a digital camera, a multimedia projector and a reference plane C, P and R,
respectively. The optical axes of the camera and projector are parallel, coplanar and
normal to the reference plane.
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Fig. 2. Structured light projection setup

The binary pattern profile, generated by computer, is described by Equation (1).

0 si [x—(p/4)*k]lmod(p) < (P/z -1)

MEN T s e ) Kmod ) > (P 1)

ey

where k is the sequential number of the fringe pattern, and p is the period of the
signal, mod(p) is the module of the signal period. Fringe patterns generated by the
Equation (1) are consecutively projected on the reference plane and the surface of
the face, while they are recorded by a digital camera.
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Fig. 3. (a) Binary fringe pattern generate by computer, (b) Computer-generate binary fringe
pattern profile in row 60, (c) image acquired by a digital camera and (d) Fringe sinusoidal
profile acquired in row 60
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Fig. 3. (continued)

The projected binary pattern has some advantages over a sinusoidal light pattern
projection. A projected binary pattern is uniform on changes of intensity of the video
projector, and the registered fringe profile adopts a sinusoidal profile due to blurring
effect provoked by the use of lens in the capture system. Figure 3 (a) describes the
binary pattern generated by a computer, (b) the binary pattern profile computer
generated in row 60, (c) the image recorded by a digital camera (c) and (d) profile of
the image recorded in row 60 (d). It can be seen that actually the profile of acquired
pattern describes a sinusoidal function.

2.2  Three-Dimensional Reconstruction Module

The goal of this module is to obtain three-dimensional model of the face (3D model).
It is approximated by the fringe projection technique with four-step phase-shifting
method (Fu & Luo, 2011). Each image is described by the following Equation (2):

I (x,y) = a(x,y) + b(x, y)cos (¢ (x,y) + (k — 1)Vy) @

where a(x,y) is the background illumination, b(x,y) is the modulation factor,
¢(x,y) is the initial phase associate with the form of the face, Vi is the phase shift
between each fringe pattern, k is the sequential number of the phase shift and
capture. The phase of the signal is demodulated to detect the face shape from
Equation (3):

—1 L(ey) =L (xy) 3)

¢(x,y) = tan 1,06y)-13(x,y)

The result of Equation (3) is wrapped as can be seen in Figure 4(b), so it is necessary
to carry out a phase unwrapping algorithm for obtaining the continuous phase. The
phase unwrapping algorithm is applied by using quality maps and discrete routes
(Arevallilo Herraez, Burton, Lalor, & Gdeisat, 2002).
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Fig. 4. (a) Images recorded with phase shifting method, (b) wrapped phase associated with the
surface of the face and (c) phase unwrapped associated with the surface of the face (3D model)

The phase of the face is denoted by ¢;(x,y) and the phase of the reference plane
as ¢r(x,y). When the difference of the unwrapped phases 6(x,y) = (¢; — ¢g) is
calculated, the three dimensional model of the face is gotten (Figure 4(c)).

2.3  Alignment and Segmentation Module

The alignment process allows orient the position of the faces with respect to a
reference face, this process is carried out by means of the ICP algorithm, which
minimizes the distance between the face object and the face model from the iterative
calculation of the transformation matrix (Besl & McKay, 1992). The transformation
matrix is calculated from the vertical profile of a face model and the tear ducts of the
eyes, instead of using all points on the surface of the face.

The tear ducts of the eyes are located from the analysis of the surface by using the
classifier of median and Gaussian (Colombo, Cusano, & Schettini, 2006). The base
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and the domus of the nose are samples in a figure 5 (a). From the calculation of the
straight line which passes through the domus and the base of the nose is defined the
upright profile of the face as shown in figures 5 (b) and (c).

The face model is aligned by calculating of the matrix of transformation is
calculated using the ICP algorithm. Using the algorithm ICP is calculated the matrix
of transformation from the profile of the face to align and the face model, as shown
in figure 6 where (a) is the surface of the face before alignment and (b) is the surface
of face after alignment.

Finally, the segmentation process is applied to determinate the forehead eyes and
the nose using the binary mask. The process is done according to Equation (4):

zseg(x,y) = [zob(x,y)m(x,y)] (4)

where Z,.(1 1) is segmented object face, 7,41 ) is the face object and m(x,y) is the

binary mask. The result is described in Figure 7.
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Fig. 5. (a) Landmark over the face, (b) profile overlapped on face and (c) deep of the face
profile



A 3D Facial Recognition System Using Structured Light Projection 247

200 300 400 00 200 Foo =alu} 200 1000

(b)

Fig. 5. Example of a face surface (a) before alignment and (b) after alignment
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Fig. 6. Face segmentation process. (a) Binary mask, (b) 3D model before performing the
segmentation, (c) 3D model after enhance segmentation

2.4  Feature Extraction Module

The descriptors of the face are obtained using the technique of Principal Component
Analysis (PCA) or eigenfaces (Turk & Petland, 1991; Chenghua, Yunhong, Tieniu, &
Long, 2004; Xue, Jianming, & Takashi, 2005). It is based on the analysis of the
variability of the depth information of the face, which reduces the dimension of the
original data set. Initially, the 3D face data is stored in a matrix of M elements, and
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then PCA decreases these elements to a vector of N elements (N << M). The
descriptor x of a face is determined from Equation (5).

x = UZ (5)

where U are the main components of the covariance matrix of all training faces, Z is
the data of the face (Turk & Petland, 1991).

2.5 C(lassification/Recognition Module

The classification and recognition process are performed by Linear Discriminant
Analysis technique (Krzanowski, 1988; Seber, 1984; Gonzalez & Woods, 2008; Bow,
1984; Duda, Hart, & Stork, 2001; Andrews, 1972). It divides the feature space into
mutually exclusive regions, where each region defines the area of influence of a class.
The classification process identifies a set of discriminant functions for calculated
decision functions. Then, the descriptors are classified by evaluation of the decision
functions.

A linear function defines the surface of decision between two adjacent classes is
described by Equation (6).

diy () = X" (m; —m;) + 7 (m; — m,)" (m; +m;) (6)

where d;;(x) is the surface of decision between the classes w; y w; (i#j), m;
and m; are the prototype of classes w; y wj; respectively. The descriptor X is
evaluated for each of the functions d;;(x) and is assigned to the class w; if d;;(x) >
0 otherwise it is assigned in class w; (Bow, 1984; Gonzalez & Woods, 2008).

2.6  Decision Process

The validation of the classification of the descriptors is carried out by comparing the
mean quadratic error (ECM) fixing a threshold. The threshold is defined from the
calculation of the ECM's classification of a set of 3D models that are not registered in
the system. In this way, if the error is less than the set threshold, the process of
identification considers that face x; belongs to the class w;.

(x,— € W | ECM(x;) < threshold) @)

3 Results

In the Facial verification system were recorded 173 facial models corresponding to 47
users with an average of 4 faces per person. Figure 8 corresponds to samples of the
recorded 3D models, they are encoded in grey levels for viewing in 2D.
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Fig. 7. Sample of three-dimensional models

They were considered two sets for the identification tests: Set A, consisting of 9
users not registered in the system; and set B, consisting of all the users registered in
the system. Table 1 summarizes the results.

Table 1. Results of the classification of users registered and unregistered in the facial
recognition system

Set Num. of Acceptance Reject False positive False negative

users Num. % Num. % Num. % Num. %

A 9 0 0 9 100 0 0 0 0
B 47 46 97.87 0 0 0 0 1 2.13

The system is capable of classifying people with different facial expressions
positively since analysis of the face is only done with regions that suffer minimal
variations to these changes as shown in the next four examples. It was included
images with facial expressions or people wearing accessories such as glasses.

Example 1. User ID: 0047

[

g

¥
B Ed8E & 8B

M)

Fig. 8. a) Face object and (b) set of faces of training
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Example 2. User ID: 0022.

b

Fig. 9. a) Face object and (b) set of faces of training

Example 3. User ID: 0031.

(b)

Fig. 10. a) Face object and (b) set of faces of training

Example 4. User ID: 0004.

(b)

Fig. 11. a) Face object and (b) set of faces of training
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The results of the classification are presented in table 2. It is worth mentioning that
the error threshold for rejection is ECM=0.3682. The threshold was computed from
the classification of faces whose identity is not registered in the system.

Table 2. Results of the classification of examples 1-4

Example ID User ID find ECM Result Num. of training faces.
1 0022 0022 0.2547 Positive 20
2 0047 0047 0.3109 Positive 6
3 0031 0031 0.1809 Positive 2
4 0004 0004 0.2279 Positive 3

In example 1, it can be seen that one of the faces of the training set has errors of
reconstruction on the side of the cheek, jaw and lips, this is because that at the time of
scanning the user made any movement by altering the pattern of stripes. Even so, it
qualify right way. In example 2, the important aspect to highlight is one of the faces
of training has a slight rotation. The classification is positive. For example 3 and 4,
the user only has two training images; despite this was one that generated a lower
ECM. In example 4 the face was digitized with glasses, while those of training were
digitized without this, despite the combination of variations between the object face
and the training faces the classification is satisfactory.

4 Conclusions

It was introduced a facial recognition system that assigns the user identity from the
analysis of the variation of the depth information from the surface of the face, which
is obtained by using structured light projection and the phase shifting technique. The
facial recognition system has proven to be a reliable and robust to identify effective
users. It was able to identify effectively the 97.87% of users registered in the
database, while 2.13% turned out with a false negative error. It is important to
emphasize that the system is able to assign the (Heseltine, Pears, & Austin,
2004)identity of persons with different facial expressions, because effectively to the
analysis of the information of the chamfer is only done in the regions of the face in
which presents minimum variation. It is worth mentioning that the proposed
alignment process allows optimize the computational load and processing time to find
the optimal transformation matrix. Applications of the developed system, in principle,
can be used from the control of entry/exit in the business area, control of virtual
access to computer resources to control physical access in restricted areas only to
personnel authorized.

In the last decade many systems related with the 3D facial recognition have been
developed, such as systems that analyze points, lines and regions in the face surface
(G. Gordon, 1991) with verification rates of 83.3% - 91.7%. In other hand also have
developed systems that analyzes the entire information of face like in X. Chenghua, et
al; Russ, et al; Yunqui, et al; and Heseltine et al. all this systems can recognize
between 69 % - 100 %, however these use the entire information of face that requires
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many computational resources. The system that we propose use only a small region of
the face that allows optimizes time and computational resources.
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Abstract. This paper offers an approach to biometric analysis using
ears for recognition. The ear has all the assets that a biometric trait
should possess. Because it is a study field in potential growth, this re-
search offers an approach using Speeded Up Robust Features (SURF)
and Fisher Linear Discriminant Analysis (LDA) as an input of two neu-
ral networks with the purpose to detect and recognize a person by the
patterns of its ear. It also includes the development of an application with
.net to show experimental results of the applied theory. In the preprocess-
ing task, the system adds sturdiness using Hausdorff distance to increase
the performance filtering for the subjects to use in the testing stage of the
neural network. To perform this study, we worked with the help of Avilas
police school (Spain), where we built a database with approximately 300
ears. The investigation results shown that the integration of LDA and
SURF in neural networks can improve the ear recognition process and
provide robustness in changes of illumination and perception.

Keywords: Neural Network, Fisher, SURF Algorithm, Ear Recognition.

1 Introduction

The ear has been used as a mean of human recognition in forensic activities for
long time. During the investigation of several crime scenes, earprints commonly
have been used to identify a suspect when there is no information of fingerprints.
A recognition system based on images of the ears is very similar to a typical face
recognition system, however, the ears have some advantages over the face; for
instance, their appearance does not change due its expression is less affected by
the aging process; indeed, their details and internal form are maintained over the
years, although its size is changing over the years, their color is usually uniform
and their background is predictable.

Although the use of information from ear identification of individuals has been
studied, it is still debatable whether or not the ear can be considered unique or
unique enough to be used as a biometric. However, any physical or behavioural
trait can be used as biometric identification mechanism if it is universal, that
every human being possesses an identifier, being distinctive and unique to each
individual, invariant in time, and measurable automatically or manually; the ear
accomplish all these characteristics.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 254-265, 2014.
© Springer International Publishing Switzerland 2014
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2 Brief Review of the Literature

Significant progress has been made in the past few years in ear biometrics field.
One of the most important techniques which are known to detect the ears is
raised by Burge and Burger [17] who have made the process of detection using
deformable contours with the observation that initialization contour requires user
interaction. Therefore, the location of the ear is not fully automatic. Meanwhile
Hurley et al. [9] used the technique of force field, this process ensures that it is
not required to know the location of the ear to perform recognition. However,
only applies when the technique has the specific image of the ear out of noise. In
[19], Yan and Bowyer have used manual technique based on two previous lines
for detection, where takes a line along the border between the ear and face while
another line crosses up and down the ear.

A. Cummings et al. [3] show a strategy using the image ray transform which
is capable of highlighting the ear tubular structures. The technique exploits the
helix elliptical shape to calculate the localization. Kumar et al [2], have introduced
a proposal where uses skin segmentation and edge map detection to find the ear,
once they find the ear region apply an active contour technique [20] to get the exact
location of ear contours, the technique has been tested over 700 ear images. As well
as these techniques there are many other significant proposals.

In other terms a biometric recognition system requires the discovery of unique
features that can be measured and compared in order to correctly identify sub-
jects. There are some known techniques for ear recognition specially in 2D and
3D images, as the strategies based on appearance, force transformation, geo-
metrical features, and the use of neural networks. The most used technique for
face recognition [18], principal component analysis (PCA), is also suitable for
use in ear recognition. PCA [12] is an orthogonal transform of a dataset which
exploits the training data with the propose to find out a set of orthogonal basis
vectors or a new axes that causes the projection onto the first axis (principal
component) to represent one greatest variance in data, subsequent orthogonal
axes to represent decreasing amounts of variance with minimum reconstruction
mean square error. This strategy fall under appearance based techniques.

The first application for ear recognition was the PCA by Victor et al. [4] they
used PCA to perform an comparative analysis between face and ear recognition,
concluding that the face performs better than the ear. However, Chang et al. [16]
also have accomplished a comparison using PCA and found that ears provided
similar performance to faces, they concluded that ears are essentially just as good
as faces for biometric recognition. There are many proposals to solve the problem,
in this paper only has done a small review from some of them, the next section
introduce an intent to solve the problem of ear recognition using a practical way,
applying some interesting concepts for 2D images and real time video.

3 Ear Recognition System

Most of ear biometric articles have centered their attention on recognition using
manually cropped ear images. This is due to the fact that ear detection is a
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complicated problem, especially because ear images vary in pose and scale under
different conditions. However, for a robust and efficient ear recognition system
is desired to detect the ear from the image face profile in an automatic way.

Recognition systems traditionally follow a set of standards, such as, acquiring
images, pre-processing, feature extraction, and the classification. Nevertheless, it
is important to notice that the process that we are about to describe is based in
the combination of some existing methods in order to build a robust system. In
this way, the system combines a series of algorithms that give significant results
individually, and when they are combined, achieve a higher degree of robustness
with improving in problems such as changes in brightness and perspective.

The chart one shows the workflow that the project will follow; describing how
face profile is captured and how we tried to detect the ear. Once it has been
detected is extracted removing the background; here the Hausdorff distance is
used to filter the candidates, the next step is the feature extraction using SURF
and LDA, features are used as input in two neural networks defining a threshold
to determine the precision required. If both neural networks compute different
results or the result does not exceed the threshold, the system will reject the
ear which will be classified as unrecognized. These tasks will be deepened in
upcoming sections.

Webcam or
Image file Ear Recognition

T using SURF

= =
Ear Detection Numination
(EmguCV) [ Ear Extraction | Normalization

Ear Recognition
using LDA

Different
Unrecognized

Rejection by
Threshold

Fig. 1. System flow chart

4 Detecting and Tracking the Ear

There are some techniques which could be used to detect ear automatically. In
fact, these techniques usually can detect the ear only when a profile face image
does not contain a noisy around the ear. These techniques are not useful, when
profile face images are affected by scaling and rotation. This section proposes an
useful ear localization technique which attempts to solve these issues.

4.1 Ear Localization

OpenCV and its wrapper for .net framework EmguCV includes different ob-
ject detectors based on the Viola-Jones framework, most of them are been con-
structed to deal with different patterns as frontal face, eyes, nose, etc. Modesto
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Input image ' Pre-procesing
Fig. 2. Ear detection

Castelléon-Santana et al. [7] have developed a Haarcascade classifier to be used
with OpenCV to detect left and right ears. This classifier represents a first step to
create a robust ear detection and tracking system. The application is developed
in C#.

With the ear identified we proceed to perform the pre-processing task, con-
verting the image to gray scale and begin the normalization process, the first
step is to perform the segmentation of the image applying a mask to extract
only the ear, then the image is converted to an edge map using the canny edge
filter. If w is the width of the image in pixels and h is the height of the image
in pixels, the canny edge detector takes as input an array w x h of gray values
and sigma. The output is a binary image with a value 1 for edge pixels, i.e., the
pixel which constitute an edge and a value 0 for all other pixels. We calculate a
line between major and minor y value in the edge image to rotate and normalize
each image, trying to put the lobule of the ear in the centre. This process is to
try to get all the images whose shape is similar to the image to identify. We
identify some points on the external shape of the ear and the angle created by
the center of the line drawn before and the section in the ear’s tragus with the
major x value.

preprocessing
@
¢ Hausdarff
Distance
T Mask Edge Image Invert Binarization b
P e T
| Databass

Fig. 3. Image preprocessing

4.2 Application of the Hausdorff Distance

The Hausdorff distance measure used in this document is based on the assump-
tion that the ear regions have different degrees of importance, where character-
istics such as helix, antihelix, tragus, antitragus, concha, lobe and ear contour;
play the most important role in ear recognition. The algorithm applied is based
on what is stated in [15].
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Input Image Database Image Images together Calculating the
Hausdorff distance

Fig. 4. Hausdorff preprocessing

In applying the Hausdorff distance, basically operates the comparison of edge
maps. The advantage of using edges to match two objects, is that this representa-
tion is robust to illumination change. Accordingly, the edge detection algorithm
used will have a significant effect on performance. Figure 3 shows the flow used
in the application of the algorithm, and figure 4 represent an example of the
Hausdorff distance trying to put together two images, in this case is not im-
portant that two images have been taken in different perspectives because the
algorithm try to calculate the distance between the points and with this distance
we choose a group of image of our database, this task works like a filter choosing
and discarding some images in order to strengthen the classification system.

The procedure involves removing the background of the image as it was per-
formed in the preprocessing original, added some steps after image masking, we
proceed to obtain the edges using the canny and sobel filter, the image is reversed
to operate with a white background, then the ear is binarized, similar procedure
is applied to each image stored in the database. With the obtained objects we
compare pixels to get how similar are the two figures, as if they were geometric
figures performing a comparison process, calculating the Hausdorff distance, we
compare pixels to get how similar are the two figures, resulting in a collection
of values that contain the distance of the input image with respect to each item
in the database.

The object can be presented as an option having the smaller relative distance;
if not exceeds the minimum threshold value and identifies the user, otherwise the
problem is considered as an unsolved. In the developed system, the Hausdorff
algorithm is presented as an complementary pre-processing task to increase the
performance of the neural network and recognition process using SURF algo-
rithm, if the system procedures identify that the user is the same, even without
exceeding the thresholds defined in each process, the image is accepted to belong
to user input identified by all three techniques combined. In this stage we also
compute the SURF features to track the ear in the video.

4.3 Tracking the Ear

Speeded Up Robust Features (SURF)[11] is a scale and rotation invariant in-
terest point detector and descriptor. It has been designed for extracting highly
distinctive and invariant feature points (also called interest points or key-points)
from images.



Ear Recognition with Neural Networks 259

One of the basic reasons to use SURF for the feature representation is to
analyse how the distinctive characteristics works in images, and at the same time
is to found more robust with respect to change, taking into account the point
of view, rotation and scale, illumination changes and occlusion [11] as compared
to other scale and rotation invariant shape descriptors such as SIFT [8] and
GLOH [14]. In addition for the extracting SURF features from an image there
are two main steps, which describe how to find key points and the calculation of
their descriptor vectors. The result for the feature vectors SURF is the relative
measured to the dominant orientation to generate each vector that represent an
invariant with respect to rotation of the image.

Surf feature points Matching

Fig. 5. Example of SURF features

The way SURF process pairing is using the most proximate neighbour ratio
pairing. To get the greatest pairing match for a key-point of a picture inside in
another picture is elucidated by detecting the most proximate neighbour in the
other key-points from a second picture where the most proximate neighbour is
defined as the key-point with the least Euclidean distance from the known key-
point of the first picture between their characteristic unidirectional matrices.
Due to the fact that these SURF vectors are invariant to the image rotation, the
process of ear detection combining the previous viola-jones approach with the
SURF vectors becomes robust and efficient.

|

ROTLEAQAR PR

Fig. 6. Tracking ear using SURF features

The approach to isolate the ear in the image, the prototype we used for the ear
identification should reveal the characteristics of scale and rotation immutability.
To calculate such prototypes in a suggested method, an invariant shape char-
acteristic to rotation and scale was used. Among numerous scale and rotation
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invariant shape characteristics, SURF [13] offers respectable distinctive features
and at the same time it is robust to variations in viewing circumstances, rota-
tions and scales. SURF denotes a picture by detecting some exclusive feature
points in it and then by describing them with the support of a unidirectional
feature descriptor matrix.

5 Ear Recognition Using Neural Networks

Neural networks provide a great alternative to many other conventional classi-
fiers. This type of algorithms represent powerful tools that can be trained to
perform complex tasks and functions in computer vision applications, either in
pre-processing tasks, feature extraction and pattern recognition. Two neural net-
works are used in the system, the first one based on the SURF algorithm we have
been talking and the second using a classification based on LDA, both networks
have been trained and proven using the database of the police college of Avila.
The training was performed using 3 poses of the ear of each person and the tests
were done with 10-n poses of the same people.

0
1 K person
H Feature H Neural Network
SURF

Vectors SURF - NN

0

K Person Imagcs
'
'
: LDA SE‘NUTL’ Neu[;:ﬁ:;:mk 0
Mt Person Images ectors
i K person

0

Fig. 7. Training phase of both Neural Networks

After calculating the features using SURF the projection vectors are calcu-
lated for the training set and then used to train the network. Similarly, after
calculation of the fisherears using the LDA, projection vectors are calculated
for the training set. Therefore, the second neural network is trained by these
vectors.

5.1 SURF Neural Network

The ear image is recreated through the SURF algorithm as a set of salient points,
where each on is associated with a vector descriptor. Each can be of 64 or 128
dimensions. If 128 dimensional vector is chosen, it is more exacting in comparison
to the 64 vector. So the 128 dimensional descriptor vector is considered the most
exacting feature based in the knowledge that is always best to represent the
image with the most powerful discriminative features.
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Fig. 8. Avila’s Police School Database

A method to obtain unique characteristic fusion of one sole individual is pro-
posed by combining characteristics acquired from various training instances of
the individual. If we have n ear images of an individual for training, a fused
prototype is gained by fusing the feature descriptor array of all training images
collected, considering the redundant descriptor array only once. We had to use
a small database made for the training purpose with 309 pictures matching to
3 ear captures from 103 persons. Having all the images processed, a collection
was made with their respective tags describing the images and fusion vector
calculated before indicating to whom the image belongs.

The parameter settings of the neural network used in this method are dy-
namic, the output neurons depends on Hausdorff Distance filter stage where the
algorithm selects some possible answers to the recognition problem in order to
reduce the amount of candidates. The hidden layer is created dynamically, re-
specting that the number of hidden neurons should be between the size of the
input layer and the size of the output layer, should be 2/3 the size of the input
layer, plus the size of the output layer; and less than twice the size of the input
layer based on the research of Jeff Heaton [10].

5.2 Linear Discriminant Analysis Neural Network

Linear discriminant analysis or fisherears method in our case, overcomes the
limitations of PCA method by applying the fisher’s linear discriminant criterion.
This criterion tries to maximize the ratio of the determinant of the between-class
scatter matrix of the projected samples to the determinant of the within-class.
The LDA approach is similar to the eigenears method which projects the training
images into a subspace. The test images are projected into the same subspace and
identified using a similarity measure. The ear which has the minimum distance
with the test ear image is labelled with the identity of that image. The minimum
distance can be calculated using the Euclidian distance. The Fisher algorithm
that we implement basically goes like the version exposed in [5,21].

We construct the image matrix « with each column representing an image.
Each image is assigned to a class in the corresponding class vector ¢. Then, we
proceed to project  into the (N —c¢) dimensional subspace as P with the rotation
matrix W Pca identified by a PCA, where:
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— N is the number of samples in x.
— ¢ is unique number of classes (length(unique(C)))

In the next step we calculate the between-classes scatter of the projection P
as Sb=>:_, N; * (mean; — mean) x (mean; — mean)” where:

— mean is the total mean of P
— mean; is the mean of class 7 in P
— N; is the number of samples for class i

Also, we proceed to calculate the within-classes scatter of P using the next

formula Sw = Y;_, >mnex, (@K —mean;) * (v — mean;)T where:

— x; are the samples of class i
— xj, is a sample of x;
— mean; is the mean of class 7 in P.

We apply a standard linear discriminant analysis and maximize the ratio of
the determinant of between-class scatter and within-class scatter. The solution
is given by the set of generalized eigenvectors W fld of Sb and Sw corresponding
to their eigenvalue. The rank of Sb is almost (¢ — 1), so there are only (¢ — 1)
non-zero eigenvalues, cut off the rest. Finally we obtain the fisherears by W =
W Pca x W fld [21].

These vectors are used as inputs to train our neural network. In the training
algorithm, the unidirectional vectors belonging to an individual, are taken as
positive returning 1 as the neuron output assigned to that user and 0 to other
neurons when the new image has been captured, we compute new descriptors.
These descriptors are entered into the neural network, the outputs of individual
neurons are compared, and if the maximum output level exceeds the predefined
threshold, then it is determined that the user belongs to the ear assigned to the
neuron with the index activated.

6 Experimental Results

The results obtained in the process of detection and recognition of the ear are
presented in this section, table 1 shows the percentages of accuracy when only
using the Viola-Jones classifier included in OpenCV vs the potentiation accom-
plished by adding the tracking with SURF features. That can be seen in 2D
images or photographs the difference are not so evident, however when the pro-
cess is done on video, the difference is almost 10 percentage points, and is only
done when considering the location of the ear in the video in different pose and
lighting conditions. If we take into consideration the time it succeeds in maintain-
ing trying to identify the object, the algorithm combined with SURF tracking
is much more accurate because these features allow you to place the image even
if it has a 180 degrees event that does not happen with the ears.

In table 2 and figure 9 we can observe the results of the recognition process
and system performance. At this stage we have compared the results obtained
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Table 1. Ear Detection (Haar-Cascade and adding SURF tracking)

# Attemps EarLocalization(%)
Haar — Cascade | with SURF tracking
2D Images 308 92.53 98.70
Real Time Video 314 86.69 95.13

Table 2. (%)Performance of Conventional PCA vs LDA-NN and SURF-NN

Training Images | Testing Images | PCA | LDA— NN | SURF — NN

20 80 73 81 82
30 71 7 83 84
50 87 78 88 84
80 104 83 88 89
100 149 83 89 93
120 186 85 90 94
150 305 86 93 97

Recognition Rate

s T T T, T T T Ty T T T T T T T T ] % IDANN
R | | | | | # SURF-NN
b L _] &P

|
L L
120 140 160

Fig. 9. Recognition rate vs number of training ears

with traditional algorithms such as PCA and our propose using the two neural
networks with SURF and LDA to check the validity of our work. In this sense the
results are encouraging, using SURF features as input of a neural network with
different test subjects, we get a recognition percentage higher than the traditional
algorithms in video. Summarizing with perspective and illumination in normal
conditions, we get 86% of succeed in recognition with PCA, 93% with LDA-
NN algorithm, using the neural network with SURF descriptors, the percentage
increased to 97%, over more than 300 attempts of different individuals.

7 Conclusion and Future Work

The integration of two algorithms is the main result of this paper. the first
technique is based on the SURF preprocessing followed by a feed forward neural
network based classifier (SURF-NN), and the second is based on the LDA with
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another feed forward neural network (LDA-NN). The feature projection vectors
obtained through the SURF and LDA techniques are used as input values in the
training and testing stages in both architectures. The proposed system shows
improvement on the recognition rates over the conventional fisher and PCA that
use the Euclidean distance. Additionally, the recognition performance of SURF-
NN is higher than the LDA-NN among the proposed system.

The neural network using SURF descriptors as input appears to be better over
variation in lighting. The LDA-NN and SURF-NN perform better than the PCA
traditional method over changes on illumination and perspective. Changes in
preprocessing process allows better results specially using Hausdorff distance as
a filter stage. Results have shown that approximately 95.03% of ear recognition
accuracy is achieved with a simple 3-layer feed-forward neural network with
back-propagation training even if the images contains some noise.

As future work, the most interesting and useful tool for the police is to achieve
the development of an application not only able to propose candidates from
the image of an ear, but also to achieve the identification and recognition of a
criminal using an earprint. The results of this research are pointing towards that
goal, they show a significant progress to approach the final purpose, recognition
based on these earprints.
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Abstract. Linear spectral unmixing aims to estimate the fractional abun-

dances of spectral signatures in each pixel. The Linear Mixing Model (LMM)
of hyperspectral images assumes that pixel spectra are affine combinations
of fundamental spectral signatures called endmembers. Endmember induc-

tion algorithms (EIA) extract the endmembers from the hyperspectral data.
The WM algorithm assumes that a set of Affine Independent vectors can be
extracted from the rows and columns of dual Lattice Autoassociative Mem-

ories (LAAM) built on the image spectra. Indeed, the set of endmembers
induced by this algorithm defines a convex polytope covering the hyper-
spectral image data. However, the number of endmembers extracted can

be huge. This calls for additional endmember selection steps, and to ap-

proaching the unmixing problem with linear sparse regression techniques.

In this paper, we combine WM algorithm with clustering techniques and
Conjugate Gradient Pursuit (CGP) for endmember induction. Our experi-

ments are conducted using hyperspectral imaging obtained by the Airborne
Visible/Infrared Imaging Spectometer of the NASA Jet Propulsion Labo-

ratory. The limited length of the paper limits the experimental depth to the
confirmation of the validity of the proposed method.

1 Introduction

The Linear Mixing Model (LMM) [7] assumes that the spectral signature of
one pixel of the hyperspectral image is a linear combination of the endmember
spectra corresponding to the aggregation of materials in the scene due to re-
duced sensor spatial resolution. Given a hyperspectral image H, whose pixels
are vectors in L-dimensional space, it spectral signature is characterized by a
set of endmembers, E = {ej, eq, ..., e,}. The spatial-spectral characterization is
a tuple (E,a), where , a is an ¢ X 1 vector of fractional abundances resulting
from the unmixing process. For each pixel, the linear model is written as

x=Ea+n (1)

where x is a is a L x 1 column vector of measured reflectance values and n
represents the noise affecting each band.

* Ton Marques has a predoctoral grant from the Basque Goverment.
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The typical unsupervised hyperspectral scenario involves two steps: a) Induc-
ing a set of endmembers E from the hyperspectral image and b) estimating
the fractional abundances «. Contrarily to this unsupervised approach, a semi-
supervised proposition would involve obtaining endmembers from some spectral
library by an expert user. The unsupervised approach has the advantage of not
requiring user expertise, and of being automatically fitted to the image con-
tent. For instance, endmembers can be used as features for content based image
retrieval [2].

The WM algorithm [10] is a Lattice Computing based EIA finding a collection
of affine independent vectors that define a convex polytope covering the data of
the image in high dimensional spectral space. The algorithm is very fast, using
only lattice operators and the resulting endmember set has a direct relation with
the image data. However, it has the inconvenient of producing too many end-
members, which are strongly correlated. Therefore, some endmember selection
method is needed to find the relevant endmembers which produce the most par-
simonious explanation of the data. In this paper we propose a clustering step
followed by the application of greedy sparse methods, based on gradient pursuit
[1]. The aim of the sparse methods is to find the minimal set of contributions
from a dictionary that make up the data with minimal loss. Formally, if we
denote a sparse fractional abundance vector «, the unmixing problem is then

min |||, subject to ||x — Eall, <4, « >0, 17a =1, (2)
[e3

where 17 is a line vector of 1’s, ||a||, denotes the number of nonzero compo-
nents of o, and § > 0 is the error tolerance.

In this regard, the WM provides the data dictionary, and sparse method
performs the selection of the endmembers for the optimal unmixing of the image.

The contents of the paper are the following: Section 2 recalls the definition
of the WM algorithm. Section 3 recalls the endember selction step and sparse
estimation process based on gradient pursuit. Section 4 gives some experimen-
tal results on a well known hyperspectral image. Finally, Section 5 gives some
conclusions of our work.

2 WM Algorithm

2.1 Method

The WM algorithm was proposed in [10,11,3]. Given an hyperspectral image H,
it is reshaped to form a matrix X of dimension N x L, where N is the number
of image pixels, and L is the number of spectral bands. The algorithm starts
by computing the minimal hyperbox covering the data, B (v,u), where v and
u are the minimal and mazimal corners, respectively, whose components are
computed as follows:

vk:rnfinxianduk:mgaxxi;k::l,...,L;f:l,...,N. (3)
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Next, the WM algorithm computes the dual erosive and dilative Lattice Auto-
Associative Memories (LAAMSs), W x x and M xx [9]. The columns of W x x and

My x are scaled by v and u, forming the additive scaled sets W = {wk}éz1
and M = {mk}ézlz

wh =up, + W mF =, + MF VE=1,... L, (4)

where W* and M* denote the k-th column of Wxx and Mxx, respectively.
Finally, the set V.= W UM U{v, u} contains the vertices of the convex polytope
covering all the image pixel spectra represented as points in the high dimensional
space. The algorithm is simple and fast but the number of induced endmembers,
the amount of column vectors in V', can be too large for practical purposes. Fur-
thermore, some of the endmembers induced that way can show high correlation
even if they are affine independent. To obtain a meaningful set of endmembers,
we search for an optimal subset of V' in the sense of minimizing the unmixing
residual error and the number of endmembers.

3 Endmember Selection and Sparse Unmixing

3.1 Enbmember Selection via k-means

Lets have a set E of induced endmembers with WM algorithm. We assume
that several endmember will be highly correlated, therefore the convex polytope
that covers all the data could be defined by fewer endmembers. Thus, surplus
endmembers will be occupying nearby positions in the high dimensional space.
We aim to induce a new set of endmembers E* C E. To achieve this goal, we
perform k-means with k equal to the number of endmembers we want to retain.
We propose the use of two “closeness” measurements in the clustering process:

1. Pearson correlation distance between endmembers x and y, i.e dist (x,y) =

1—corr(xz,y) =1-— Z:':l((i:’)‘;)iyif”y). Each centroid is the mean of the
zTy
points in that cluster, after normalizing those points to unit Euclidean length.

2. Cosine dissimilarity between endmembers x and y, i.e dist (x,y) = 1 —

2imi(@iyi) E . ;

. Each centroid is the component-wise mean
VEL T/ 2 P
of the points in that cluster, after centering and normalizing those points to

zero mean and unit standard deviation.

cosf =1 —

We perform the clustering [ times, selecting random initial cluster points at each
iteration. We choose the iteration whose the sum of distances is minimum. This
high number of repetition works towards reaching the global minimum. The set
E* will consist of the endmembers that are closer to the centroids of said clusters.

3.2 Sparse Unmixing Using CGP

The sparse signal approximation problem can be summarized as follows: Let have
a data matrix X (i.e. as defined as in section 2). We define a matrix ® € R?*L
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called the dictionary. The ¢ columns of ® are referred as atoms.Therefore, each
of the ¢ induced endmembers corresponds to one atom of the dictionary. The
problem is to find a mixing matrix M so that

X = &M +¢, (5)

where matrix M optimizes certain sparsity measure. In terms of hyperspectral
unmixing and in the context of our proposed method, Ritter’s WM algorithm
and the clustering method defined in section 3.1 provide the dictionary ®, thus
® = E*. The matrix M is in fact the collection of abundance images obtained
by the unmixing process.

There are several sparse unmixing approaches that have been recently used
with hyperspectral data, like sparsity-constrained Nonnegative Matrix Factor-
ization [6,8], Pursuit algorithms [5] or iterative spectral mixture analysis[12].
One of many methods to achieve this sparsification is to use Conjugate Gradient
Pursuit [1].

Conjugate Gradient Pursuit The conjugate gradient method is a popular di-
rectional optimization method. This method is guaranteed to solve quadratic
problems in as many steps as the dimension of the problem. It calculates a
similar decomposition as the QR factorization.

4 Experimental Design and Results

We test our method using a sub-image of the AVIRIS Cuprite dataset[4]. It
corresponds to the flight £970619t01p02 r02, run 2, section 3. I has a size with
512 x 614 pixels. A false grayscale image can be sen in figure 1 The scene consists
of 224 spectral bands between 0.4 ym and 2.5 um, with spectral resolution of 10
nm. Before the analysis, bands 1-3, 105-115, 150-170 and 223-224 were removed
due to water absorption, artifacts and low SNR in those bands, leaving a total
of 187 spectral bands. The Cuprite site is well understood mineralogically and
is broadly used as a trusted benchmark for hyperspectral research.

One of the problems that the proposed method aims to solve is the exces-
sive number of endmembers and the too high correlation between many of them.
The WM algorithm drops 376 endmember candidates, which are plotted in figure

7?7 . We perform the k-means algorithm, as presented in section 3.1, with k = 10
and [ = 200. The motivation of choosing k is to have a small enough number of
endmembers, validating the method while being able to show the visual results.
The high number of repetitions are sufficient as to ensure that no local maxi-
mum is achieved by k-means. We center and scale the data prior to k-means, in
order to achieve certain numeral stability. The resulting 10 endmembers showed
significant variability.

The next step is to calculate the sparse representation of the hyperspectral
image. We use the selected endmembers as a dictionary and the hyperspectral
image the signal, to obtain the aforementioned sparse abundances applying CGP.
We allow a maximum representation error of 0.05. The result is a sparse mixing
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Fig. 1. False grayscale image of the Cuprite subsection used for this experiment

Table 1. Endmembers selected with the proposed method

Pearson Correlation
Distance (x1073) 3.639 5.176 3.991 3.133 1.386 1.431 21.994 22.904 2.561 1.522
Endmember 183 106 35 245 87 67 1 362 274 313
Cosine dissimilarity
Distance(x107%) 4.373 1.992 8.752 7.123 0.771 2.295 8.460 2.209 1.772 0.648
Endmember 292 101 362 371 153 258 174 32 232 275

matrix which corresponds to the abundance images for each selected endmember.
Figures 2 and 3 illustrates the 10 endmembers abundances. Whiter regions imply
higher abundance. Each endmember is more abundant in different regions, as
can be observed. The scarce white pixels illustrate the sparse nature of the
hyperspectral unmixing problem.

5 Discussion and Future Work

One fast and effective procedure to obtain endmembers is the WM Algorithm pro-
posed by Ritter at al. [10,11]. The output is a set of affine independent vectors
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Fig. 2. Resulting abundances of applying CGP on 10-means WM induced first six
endmembers of Cuprite scene, ordered left to right, top to bottom
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Fig. 3. Resulting abundances of applying CGP on 10-means WM induced las four
endmembers of Cuprite scene, ordered left to right, top to bottom

which are the vertices of a convex polytope covering the sample data. We have
experimentally proven that this method, like many others, is able to induce too
many endmembers. These endmembers can be highly correlated. We propose a
clustering step to reduce the number of endmember prior to the unmixing pro-
cess. Proposing the unmixing problem as a linear regression problem, we use CGP
algorithm to calculate sparse abundances. Experiments on a complex and well
documented hyperspectral image show that the approach is able to select a few
endmembers that are not highly correlated. The non-linearity is introduced by the
WM algorithm, which a Lattice Computing base algorithm. The visual assessment
of the results disjoint endmembers that are present in disparate abundances on the
pixels of the scene. Future work involves, on one side, selecting k with some unsu-
pervised criterion, and on the other hand, comparing our unmixing results with
those obtained using USGS Spectral Library as the sparse algorithm’s dictionary.
This last step, which would greatly extend further from the limited scope of this
paper, could demonstrate with ground truth the utility of the whole unsupervised
unmixing method.
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Abstract. Hyperspectral image analysis is a dynamically developing
branch of computer vision due to the numerous practical applications and
high complexity of data. There exist a need for introducing novel machine
learning methods, that can tackle high dimensionality and large number
of classes in these images. In this paper, we introduce a novel ensemble
method for classification of hyperspectral data. The pool of classifiers
is built on the basis of color decomposition of the given image. Each
base classifier corresponds to a single color channel that is extracted.
We propose a new method for decomposing hyperspectral image into 11
different color channels. As not all of the channels may bear as useful
information as other, we need to promote the most relevant ones. For
this, our ensemble uses a weighted trained fuser, which uses a neural
methods for establishing weights. We show, that the proposed ensemble
can outperform other state-of-the-art classifiers in the given task.

Keywords: machine learning, classifier ensemble, multiple classifier sys-
tem, hyperspectral image, image segmentation, color channels.

1 Introduction

Hyperspectral image is a collection of high-resolution monochromatic pictures
covering large spacial region for broad range of wavelengths. From structural
point of view it is a three-dimensional matrix of brightness. First two dimen-
sions are width and length of flat projection. Third one is a number of spectral
band. Main idea of hyperspectral imaging is minimization of range covered by
every band with maximization of band number. Commonly hyperspectral images
consist of at least 100 of such bands.

Taking a slice (two-dimensional matrix) from a hyperspectral cube can provide
us information of brightness of the area for a given spectral band (Figure 1(a)).
Taking a vector alongside the spectral band axis provides us information about
brightness of one particular pixels for every covered spectral band. Such a vector
is commonly named a signature. Example signature is presented on Figure 1(b).

Signatures are used to detect type of material represented by pixel on an
image. It is possible to distinguish type of ground, vegetation, used building
material, rock strata or many other.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 274-284, 2014.
© Springer International Publishing Switzerland 2014
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(a) Slice (b) Signature

Fig. 1. Hyperspectral image elements

Method of separation of an hyperspectral image into channels is based on
human perception of colorful images. Its main base is to replace a reading from
photoreceptors with metric, doing e.g. elementary statistical operations on signa-
ture vector. Monochromatic image from this kind of metric can turn into channel
used to construct colorful picture or, after posterization, set of labels. It also im-
plements a method of separation of homogenous areas on image, used also to
filter noisy ranges of spectrum.

After the image color decomposition, we need to apply machine learning algo-
rithms in order to conduct segmentation or classification. Among a plethora of
classification methods, ensembles has gained a significant interest of researchers
over the last decade [7]. Combining multiple classifiers can lead to a significant
improvement of the accuracy in comparison to single learner. There are many
different methods for forming efficient ensembles [14], but they all share several
fundamental ideas. In order for the ensemble to work, we need to have more
than one classifiers at our disposal. They can be trained on the given dataset, or
supplied by heterogeneous sources (e.g., from different sensors [10]). A special
attention should be paid to the properties of used classifiers. For an ensemble
to work properly, it must consist of classifiers that at the same time display a
high individual accuracy and are mutually complementary with each other. As,
in most cases, not all of the available classifiers satisfy this condition, one needs
to discard the irrelevant models. This step has a crucial impact on the quality of
the formed committee and is known as classifier selection or ensemble pruning
[4]. Another important part of ensemble design is the combination rule. It will
fuse the individual outputs of base classifiers into a single committee decision.
This task can be tackled in two different ways: with untrained or trained fuser.
Untrained fusers (such as voting) [13] are simple and straightforward to use, but
can be subject of performance limitations. Trained fusers adapt their behavior to
the analyzed data, but require some time to establish their rules and a dedicated
training set [9].

In this work, we propose a novel ensemble dedicated to analysis of hyperspec-
tral data. Its base classifiers are being built on the basis of decomposed color
channels. This assures their initial diversity, as every color channel carries differ-
ent information. We further augment this idea by using a trained fuser, based on
perceptron learning. This allows us to assign higher weights to more competent
classifiers. As not all of the channels carry equally useful features, we boost the
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Hyperspectral Edges Filter Filterin Metrics Metrics
Image de&ecunn construction & genermion posterization

Fig. 2. Diagram of conversion stages

influence of the most relevant ones on the final decision of the ensemble. Exper-
imental results show, that the proposed method can outperform state-of-the-art
classifiers in hyperspectral data analysis.

2 Separation of Color Channels in Hyperspectral Images

Most common method of generating false-color pictures from hyperspectral data
is maping three bands from a wide signature into RGB channels. For case of
spectral depth reduction, the most popular standard is PcA® [1]. Three, richest
in information, principal components from hyperspectral cube are mapped to
various color models chanels (RGB, HSL, HSV) [12].

Some works suggest to balance $/N? to enhance contrast of an image [6] and
reduce noise impact.

Main motivation behind the proposed method was to introduce a new rep-
resentation, preserving as much information as possible, that is acceptable for
human color perception, with possibly simple, low time-consuming method. As
for the classification step this method allows us to use more information than
is carried by three standard color channels, while maintaining a more compact
representation than full spectral singature.

From mathematical angle, we can percept a matriz of cone cells of same type
as a function, projecting three-dimensional input onto two-dimensional output.
Hyperspectrals are nothing more than discrete form of this three-dimensional
input. So, an hyperspectral cube gives us enough information to obtain other
functions generating monochromatic image. One may describe them as artifictial
cone cells matrizes. Later in this paper we are calling them, as well as theires
outpus, the metrics.

There are five phases of metrics generation process. Chain of consecutive steps
is presented with diagram on Figure 2.

2.1 Edges Detection

Calculation of a difference between maximal and minimal values in nearest neigh-
bourhood of every pixel of image can be used to detect borders between present
areas [5].

! Principal Components Analysis.
2 Signal-to-noise ratio.
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Fig. 3. Mask of region borders for Salinas (a) before and (b) after filtering

This can be implemented in a form of bigger, four-dimensional image. An
additional dimension would be a shift of each layer by unit vector for every
direction achievable on a surface. This allows us to fuse a new image without
transformations in a form of four dimensional matrix from nine three dimensional
images

In the next step we calculate a difference between maximal and minimal value
in a fourth dimension to compress an image back into three dimensions. Values
of single pixels of obtained cube are differentiation of theires nearest neighbour-
hood.

A flat mask would be less complex for later operations, than three-dimensional
array. To achieve it as an output of this stage, we are flattering image alongside
axis of wavelengths. Mask generated with this method is presented on Figure 3.

2.2 Filter Construction

As the side effect of conducted edge detection method we are receiving measure-
ment of entropy (H) for every layer of image. Dividing amount of all values (p)
from every layer by calculations of pixels per layer (ppl) gives us an vector with

normalized value of entropy (Figure 4(a)).

0= 2P 1)
ppl

Assuming that every hyperspectral cube contains wavelengths with high noise
ratio (which is absolutely right for AviRris-sourced images) adequate threshold for
drain most of them would be mean value of entropy (Figure 4(b)). Nonetheless,
filter like this is not separating hills of entropy changes.

To caulk filter, entropy vector was build up build from information about
its dynamics (DH) (Figure 4(c)). An vector of dinamics was made in a way
analogous to edge detection, by calculating discrepancy between actual (H) and
next value (H’) on the vector of entropy.

DH = |H — H'| (2)
Mean dinamics filter was generated in an analogous way as the one for en-

tropy (Figure 4(d)). Concluding filter was the blend of mean entropy and mean
dinamics filters. Figure 4(f) shows ability of segregation informations from noises
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Fig. 4. Filtering process

crosswise the spectrum. Figure 3 presents difference between unfiltered and fil-
tered mask of region borders.

2.3 Metrics

By using signatures with filtered-out noise, we can effectively use simple statisti-
cal operations like mazimum or minimum, and improve the precision of average
and median value. We propose a set of eleven example metrics. Figure 5 provides
color visualization® for all of them.

First three metrics are three equal ranges from whole spectrum coverted to
Hsv. Filtered hyperspectral cube was divided into three smaller, equal cubes.
Every cube was flattered with mean value function. Three layers was combined
as channels into RGB image, later converted into HSV. Output, HSV image was
divided into three metrics, one per every parameter. Metrics 4—7 are minimal
or maximal value and indexes. Minimal and maximal values and indexes for full
filtered spectral signature was computed. Metrics 8—9 are mean and median
values for full filtered spectral signature. Last two metrics are differences between
masks 4—7.

2.4 Smart Posterization

Posterization of an image is a process of color quantization of image. It allows
grouping similar pixels of image with very low computational cost [11].

We can assign one from n labels on the image for its every pixel only by
multiplicating its matrix by n and round it to the floor. Unfortunately, using
this method we must pay attention for the risk of dividing original region classes
into many quants. To avoid this hazard, a simple method was implemented.

3 Visualizations are generated as HSV images, with metric as hue and edges mask as
value channel.
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Fig. 6. Color visualization of proposed metrics after smart posterization

We calculate mean signature for every quant of posterization and comparing
it with every other quant. If the mean value of difference for some comparison
is lower than an arbitrary treshold, labels of both quants are unified. Result of
this, enhanced proposition of posterization of metrics is presented on Figure 6.

3 Proposed Ensemble Classifier

In the paper, we propose a novel classification algorithm for tackling complex
hyperspectral data. We want to propose an ensemble classifier for this task. We
need to have a pool of efficient classifiers, that are mutually complementary to
each other.

The general idea behind this approach is as follows. For constructing base
classifiers, we use the proposed color channel decomposition. The input image
is separated into 11 different channels, each serving as an input training set for
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Hyperspectral Image

A \ 4 A
Channel #1 Channel #2 - Channel #11
Y 4 A 4
Classifier #1 Classifier #2 -1 Classifier #11
Trained
Fuser

Fig. 7. Idea of the proposed ensemble for hyperspectral image analysis, based on color
channel decomposition

individual learner. In order to promote the best classifiers, coming from the most
relevant color channels, we use a trained fuser that can adapt its combination
rule to the analyzed dataset. The schema of the proposed ensemble classifier is
given in Figure 7.

Let us take a closer look on the components of the ensemble.

Forming a proper pool of classifiers has a crucial impact on the quality of the
ensemble under consideration [3]. In our previous works, we have shown, that
using input data partitioning may have a beneficial influence on the committee
classifier [8]. One may use artificial data partitioning (e.g., bootstraping, random
feature subspaces) or use some subgroups embedded in the nature of the data.
Here, we propose to use different color channels as basis for classifiers in the
committee. By this, from 11 different color channels we form 11 base classifiers.
As each of them uses different decomposition of input hyperspectral image, they
should use different information and be supplementary to each other. With this,
we assure initial diversity among the pool of classifiers, which is one of the
principles in ensemble approach [14].

At the same time, we should have in mind that the proposed color decompo-
sition scheme does not assure in any explicit way that extracted channels carry
significantly different information. Therefore, there is no way to say beforehand
which of these channels should be used and which discarded. We need to enhance
the influence of the better channels on the quality of recognition system, by pro-
moting classifiers trained on them. For this, we propose to utilize a trained fuser,
based on discriminants and neural methods of training. Such a trained fuser can
adapt its combination rules to the data at hand, resulting in high-quality com-
bined classifier. Additionally, the fuser’s weights are dependent on class, so each
classifier may have different weights associated for each class. This is especially
important for problems with significant number of classes, and hyperspectral
images tend to have large number of different class labels.
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Assume we have N classifiers (), w2 @) For a given sample z € X,
each individual classifier make a decision regarding class i € M = {1, ..., M}.
Let F (i, x) denote this decision of the I-th classifier ¥}, then a combined
classifier ¥ can reach a decision based on [15]

W(x)=1i if F(i, 2)=maxF (k, x), (3)
keM
where
N N ‘
F (i, z) = Zw(l)(i)F(l) (¢, ) and Zw(l)(’) =1, (4)
1=1 i=1

and the weights w are dependent on the classifier and the class, i.e. w® (i) is
assigned to the [-th classifier and the i-th class.

We employ a perceptron as a trained classifier fusion approach based on deci-
sions obtained from discriminant functions for the classifiers [15]. One perceptron
fuser is constructed for each of the classes under consideration. Once trained (we
employ the Quickprop algorithm in our implementation), the input weights es-
tablished during the learning process are then the weights assigned to each of
the base classifiers.

4 Experimental Evaluation

In this section, we experimentally analyze the usefulness of our ensemble method
and compare it to several state-of-the-art machine learning methods for hyper-
spectral data analysis.

4.1 Used Hyperspectral Images

Tllustrations of channel separation method and all experimental evaluation was
obtained using example, benchmark Salinas dataset. This hyperspectral image
was taken over Valley of Salinas in USA, CA.

Pictured terrain include bare soils, vegetables and vineyard fields, labeled in
16 classes. Image have a high noise ratio in some ranges, so it can be easily
used as an example for noise filtering. Entire scene was used to present example
metrics set on Figure 5.

Side of every pixel square is about 3.7 m on real surface. Image consist of
217 x 512 pixels and 224 spectral bands from 0.4 to 2.5 pm, with nominal
spectral resolution of 10 nm.

4.2 Set-up

Our ensemble uses a Support Vector Machine with RBF kernel as a base classifier.

We use 11 base classifiers, as there are 11 color channels after decomposition.
For comparison, we used thee different popular classifiers: Support Vector Ma-

chine (SVM), Random Forest and Boosted svM. We trained them on normal pixel
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data and entire data after decomposition. With this, we can see what influence
has the color decomposition on the performance of classifiers and does the pro-
posed ensemble is better than pixel-based and color-based standard classifiers.
The details of the used classifiers are given in Table 1.

Table 1. Segment table representation

Classifier Parameter

SVM SMO training, RBF kernel, C = 1.2, v = 0.5
Random Forest 80 trees, 12 features in tree
Boosted SVM 10 classifier, majority voting

For testing, we used a statistical test to compare the results and judge if their
differences were statistically significant. For this purpose, we used a combined
5 x 2 cv F Test [2], where preprocessing procedures were run independently for
each of the folds.

4.3 Results

The results of the experiment are presented in the Table 2. They show the clas-
sifiers” accuracy. Each classifier has assigned its index number (in the row with
classifier names). These indexes correspond with numbers in the statistical test
row and indicates in comparison with which other tested classification methods
(represented by their indexes) the considered classifier is statistically superior.

Table 2. Results of the experiment with respect to accuracy [%]

SVM! RandF? BoostSVM? SVM+-color! RandF+color® BoostSVM-+color® Proposed”
64.85 68.53 67.22 60.13 66.23 60.87 72.86
4,6 1,3,4,5,6 1,4,6 — 1,4,6 — All

4.4 Discussion

From the experimental results, we may draw several interesting conclusions.
First of all, let us take a look on the differences between using standard
pixel-based representation and color channel-based representation. What is very
interesting, all of the methods work significantly worse when using color space as
an input. This can be explained by a great increase of the feature space size. For
standard pixel-based representation, we have one set of features. For color-based
channel decomposition, we have 11 set of features. Using their intersection as
input, we get a 11 times bigger feature space with the same number of objects.
This may lead to a significant drop of classifier’s performance, as we have no
control over what features are used for classification. Some of channel information
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can be irrelevant and mislead the constructed classifier. Therefore, simple usage
of decomposed image into color channels is not a good direction.

However, our proposed method can outperform all other reference methods in
a significant way. This can be explained by the fact, how the ensemble is formed.
It uses all the beneficial information from the decomposed color channels, while
being robust to increased feature space. Our ensemble uses 11 different feature
sets, but each of them is delegated to a single classifier. Therefore, at one hand
we do not increase the complexity of single classifier, while at the same time
giving more information to the committee. By using trained fuser, we are able
to boost the influence of certain channels on the final decision, while discarding
irrelevant ones.

5 Conclusions

In this paper, we proposed two novel approaches for handling hyperspectral im-
ages. We showed a new method for decomposing hyperspectral images, based
on selecting different color channels. Each of them can be used for efficient vi-
sualization of hyperspectral images, or as a data pre-processing step. We use
this as a feature extraction procedure, to get more information about the image.
We introduce a novel ensemble classifier, in which base learners are formed on
the basis of each color channel. This assures initial diversity among classifiers.
We further augment this approach by applying trained fuser, based on discrimi-
nant functions and perceptron training methods. This allows us to assign higher
weights to classifiers carrying more discriminant power and boost their influence
on the final aggregated output.

Experimental analysis proves the quality of our method. We showed, that
the proposed ensemble can outperform several state-of-the-art methods in a
statistically significant way.

In our future works, we would like to add ensemble pruning approach to
discard irrelevant classifiers and reduce the complexity of our method.
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Department of Systems and Computer Networks, Wroclaw University of Tech-
nology and by The Polish National Science Centre under the grant agreement
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Abstract. In this paper, we study the Reporting Cells scheme, a pop-
ular strategy used to control the movement of mobile terminals in the
Public Land Mobile Networks. In contrast to previously published works,
we propose a multiobjective approach that allows us to avoid the draw-
backs of the linear aggregation of the objective functions. Furthermore,
we provide a novel formulation to take into account aspects of the Re-
porting Cells that have not been considered in previous works. Exper-
imental results show that our proposal outperforms other optimization
techniques published in the literature.

Keywords: Reporting Cells Planning Problem, Mobile Location Man-
agement, Multiobjective Optimization, Non-dominated Sorting Genetic
Algorithm 2.

1 Introduction

One of the most important management tasks in the Public Land Mobile Net-
works (PLMNs) is the mobile location management. In fact, D. Nowoswiat and
G. Milliken show in [1] that the signaling traffic generated by this management
task is more than 33% of the total signaling load. That is why the use of soft
computing to minimize the signaling traffic associated with the mobile location
management is a very interesting research line.

In the PLMNs, the network operator divides the coverage area into several
smaller regions (known as network cells) with the goal of providing mobile ser-
vices with few radio-electric resources (the available resources are distributed
and reused among the different network cells) [2]. And therefore, every mobile
network should have a system to automatically track the movement of its sub-
scribers across the different cells. Commonly, a mobile location management
strategy consists of two main procedures: the subscriber’s location update (LU),
and the paging (PA). The first procedure is initiated by the mobile terminals to

* This work was partially funded by the Spanish Ministry of Economy and Competi-
tiveness and the ERDF (European Regional Development Fund), under the contract
TIN2012-30685 (BIO project). The work of Victor Berrocal-Plaza has been devel-
oped under the Grant FPU-AP2010-5841 from the Spanish Government.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 285-295, 2014.
© Springer International Publishing Switzerland 2014
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notify the network that they have changed their location (in terms of network
cells). And the second one is used by the mobile network to know the exact cell
in which a callee terminal is located.

This work addresses the Reporting Cells Planning Problem (RCPP), a popular
strategy proposed by A. Bar-Noy and I. Kessler in [3] to control the subscribers’
movement. In their work, A. Bar-Noy and I. Kessler demonstrated that the
RCPP is in general an NP-complete optimization problem. Though the RCPP
belongs to the multiobjective optimization field (see Section 2), this problem has
not been yet tackled with multiobjective optimization techniques. A. Hac and
X. Zhou proposed a heuristic method in which the paging cost was considered as
a constraint [4]. R. Subrata and A. Y. Zomaya developed three single-objective
metaheuristics in [5], where the objective functions were linearly combined. The
same technique (the linear aggregation of objective functions, see Section 4.1)
was used in [6,7,8], where the RCPP was also studied with single-objective meta-
heuristics. However, the linear aggregation has several drawbacks: the weight co-
efficient (8 € R) should be configured properly, the proper value of 5 might be
different for different states of the signaling network, and a single-objective opti-
mizer must perform an independent run per each value of this coefficient. With
the aim of avoiding such drawbacks, we propose our version (in terms of our evo-
lutionary operators specific to solve the RCPP) of the Non-dominated Sorting
Genetic Algorithm IT (NSGAII, a well-known multiobjective metaheuristic [9]).
This is a novel contribution of our work because, to the best of our knowledge,
there are no other authors that tackle the RCPP with a multiobjective approach.
Furthermore, we provide a novel formulation to take into account aspects of the
RCPP that have not been considered in the formulation defined in [5,6,7,8].

The paper is organized as follows. Section 2 presents a detailed explanation
of the RCPP. The main features of a multiobjective optimization problem and
our version of the NSGAII are shown in Section 3. An in-depth analysis of
our proposal and a comparison with other works published in the literature
are discussed in Section 4. Our conclusion and future work are summarized in
Section 5.

2 Reporting Cells Planning Problem

The Reporting Cells scheme is a static strategy to control the subscribers’ move-
ment across the network cells. In this strategy, a mobile station only updates its
location when it moves to a new Reporting Cell (RC), and the paging is only
performed in the vicinity of the last updated Reporting Cell (for the mobile
station in question) [3]. For definition, the vicinity of a RC (V) is the set of
network cells in which it is possible to find the callee’s mobile station. Therefore,
this vicinity consists of the RC in question and the set of non-Reporting Cells
(nRCs) that are reachable from this RC without passing over other RC (because
a mobile station is free to move among non-Reporting Cells (nRCs) without
updating its location). It should be noted that, when all the network cells are
nRCs, the callee’s mobile station must be searched in the whole mobile network.
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According to this location management strategy, the main challenge consists
in finding the configurations of RCs that reduce to the minimum the number of
location updates (or location update cost) and the number of paging messages
(or paging cost). These two objective functions can be formulated as Equation
1 and Equation 2 respectively.

Ttin  Nuser
flzmin{ Z Z'Yt,i}v (1)

t=Tini i=1

Tfin  Nuser
fo= min{ S -VFW} : (2)

t=Tini i=1

In these equations, [Tini, Thn] is the time interval during which the loca-
tion update cost and the paging cost are calculated. Nyge, is the number of
mobile subscribers. v;; is a binary variable that is equal to 1 when the mo-
bile station 7 moves to a new Reporting Cell in the time ¢, otherwise 7 ; is
equal to 0. pg; is a binary variable that is equal to 1 when the mobile sta-
tion ¢ has an incoming call in the time ¢, otherwise this variable is equal to
0. And VFy; is the Vicinity Factor associated with the mobile station ¢ in the
time ¢. This last variable will be equal to the network size (number of network
cells, Neep) if there is no any RC in the network, otherwise this variable will
be equal to the vicinity (V) of the last updated RC (for the mobile station
i). Note that these two objective functions are conflicting (and hence, they de-
fine a multiobjective optimization problem). For example, if we would minimize
the location update cost, we should configure all the network cells as nRC (i.e.
Vi = 0,Vt € [Tini, Thin], Vi € [1, Nyger|). However, this configuration maximizes
the paging cost because every callee’s mobile station must be searched in the
whole network (i.e. VFy; = Neent, V6 € [Tini, Thin), Vi € [1, Nyser]). On the other
hand, if we would minimize the paging cost, all the network cells should be
configured as RC (i.e. VFy; = 1,Vt € [Tini, Tin, Vi € [1, Nuser]), but this config-
uration maximizes the location update cost (because a location update will be
performed whenever a mobile station moves to a new network cell).

3 Multiobjective Optimization

There are many engineering problems in which two or more conflicting objective
functions must be optimized simultaneously, e.g. the Reporting Cells Planning
Problem (RCPP). In this kind of problems (commonly known as Multiobjective
Optimization Problems, MOPs), the main challenge consists in finding the best
possible set of non-dominated solutions (where every non-dominated solution is
associated with a specific trade-off among objectives). If we assume a bi-objective
MOP in which the two objective functions must be minimized (as the RCPP),
a solution x! is said to dominate the solution x? (expressed as x! < x2) when
Vk € [1,2], 2z = fi (x') <z = fi (x*) AJk € [1,2] : 2z} < 2. Commonly, the
image (in the objective space Z = f (X)) of this set of non-dominated solutions
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Fig. 1. Hypervolume for a minimization problem with two objectives

is referred as Pareto Front (PF). In the literature, we can find several indicators
to estimate the quality of a set of non-dominated solutions [10]. One of the most
accepted indicators is the Hypervolume (Ig). This indicator measures the area of
the objective space that is dominated by the Pareto Front and is bounded by the
reference points (see Fig. 1). In the RCPP, these reference points are calculated
by means of the two extreme configurations of RCs: when all the network cells
are RCs (or Always Update, [f7**, £5"] ), and when all the network cells are
nRCs (or Never Update, [f1", £5*] ). A formal definition of this indicator is
presented in Equation 3. According to this definition and taking into account
that the main target of any multiobjective optimization algorithm is to find a
diverse set of non-dominated solutions, the set A will be better than the set
B when Iy (A) > Iy (B). With the aim of finding the best possible sets of
non-dominated solutions, we have adapted the Non-dominated Sorting Genetic
Algorithm IT (NSGAII, a well-known metaheuristic) [9]. A detailed explanation
of our version of the NSGAII (in terms of our evolutionary operators specific to
solve the RCPP) is presented in Section 3.1.

IH(A) = {Uareai ‘ ai € A} . (3)

3.1 The Non-dominated Sorting Genetic Algorithm II

The Non-dominated Sorting Genetic Algorithm IT (NSGAII) is the multiobjec-
tive evolutionary algorithm proposed by K. Deb et al. in [9]. This algorithm is
a population-based metaheuristic (i.e. where every individual is an encoded so-
lution of the problem) in which the evolutionary operators of biological systems
(i.e. recombination of parents or crossover, mutation and natural selection) are
iteratively applied during Ng generations with the aim of finding the best pos-
sible set of non-dominated solutions (see Fig. 2). As we can see in Fig. 2, the
first step of NSGAII consists in generating and evaluating the first population of
parents (of Npop individuals). Then, the crossover and mutation operations are
used to generate a new population of Ny, individuals (offspring). And finally,
the natural selection is applied with the goal of selecting the best individuals
found so far as the parent population of the next generation.
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Fig. 2. Main tasks of the Non-dominated Sorting Genetic Algorithm II

(a) Swap-based mutation (b) Replacement-based mutation

Fig. 3. Mutation operations

Individual Representation. Every individual (i.e. an encoded solution of the
problem, x') is a vector in which we store whether a network cell is a Reporting
Cell (Xj = 1) or a non-Reporting Cell (le = 0). On the other hand, the first
population of parents is randomly generated by means of a discrete uniform
distribution.

Crossover Operation. This operation is performed with probability P in
order to generate a new population of Ny, offspring by recombining the par-
ent population [10]. In this work, we have implemented an elitist multi-point
crossover in which the maximum number of crossover points is equal to 4.

Mutation Operations. This evolutionary operator is performed with proba-
bility Py over the offspring population. With this operation, we slightly change
the genetic information of the offspring with the aim of exploring unknown re-
gions of the objective space. In this work, we propose two mutation operations
specific to solve the RCPP. The first mutation operation consists in swapping
the value of two neighboring cells (they have to belong to different states, i.e.
RC and nRC). Fig. 3(a) shows an example of this operation. And the second
one consists in replacing the value of a network cell by the value of one of its
neighboring cells of the other state. An example of this last operation is shown
in Fig. 3(b).
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Natural Selection. The natural selection is used to select the best individ-
uals found so far as the parent population of the next generation. K. Deb et
al. define in [9] a fitness function to estimate the quality of a solution in the
multiobjective context (y' = fﬁtnebb( 1)) This fitness function has two main
procedures: the fast non-dominated sorting and the crowding distance. The fast
non-dominated sorting arranges the solutions (or individuals) in fronts by using
the non-dominance concept. And the crowding distance computes an estimation
of the density of solutions surrounding a particular point in the objective space.
This last procedure is used to discriminate among solutions of the same front.
For further information about these two procedures, please consult [9].

4 Experimental Results

This section presents a comparison with other works published in the litera-
ture [6,7,8]. This experimental study is organized in the following two sections.
Firstly, we must determine the quality of our proposal. For it, we have compared
our version of NSGAII with the metaheuristics published in [6,7,8] (see Section
4.1). Obviously, we have used the same problem formulation and the same test
networks. And then, after demonstrating the goodness of our algorithm, we an-
alyze the differences between the formulation proposed in this manuscript and
the formulation defined in [6,7,8]. This last is shown in Section 4.2.

4.1 Comparison with Other Optimization Techniques

In this section, we compare our proposal with other algorithms published in the
literature: Geometric Particle Swarm Optimization (GPSO) [6], a hybridized
Hopfield Neural Network with the Ball Dropping technique (HNN-BD) [6], Dif-
ferential Evolution (DE) [7], and Scatter Search (SS) [8]. All of these algorithms
are single-objective metaheuristics with the following objective function:

50(8=10)=10-f, + fs, (4)

where

f4:min{ Cei: )\ NLU } (5)
fs—min{ Cez“: Np (i } (6)

In these equations, ); is a binary Varlable that is equal to 1 when the network
cell 7 is a RC, otherwise ); is equal to 0. Ny (i) is the number of location updates
of the cell . Np( ) is the number of incoming calls in the cell i. And v(i) is equal
to the vicinity of the cell ¢ when this cell is a RC, otherwise v(i) is equal to the
maximum vicinity of all the RC reachable from this nRC. The main differences
with respect to our formulation will be explained in Section 4.2.
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Fig. 4. Pareto Fronts associated with the median Hypervolume. [f,, f:]

With the aim of performing a fair comparison with these works, we have
used the same formulation, the same test networks (12 test networks of differ-
ent complexity that have been generated by using realistic call and mobility
patterns [6]), the same population size (Npop = 175), and the same number of
generations (Ng = 1000). The other parameters of our version of NSGAII have
been configured by means of a parametric study of 31 independent runs per
experiment. We have chosen the parameter configuration that maximizes the
Hypervolume: P¢ = 0.75 and Py = 0.25. Table 1 shows statistical data of
the Hypervolume (mean and standard deviation of 31 independent runs) and
the reference points for these 12 test networks. And Fig. 4(a)-Fig.4(l) present
the Pareto Fronts associated with the median Hypervolume. In this figure, we
can see that our proposal achieves good sets of non-dominated solutions, which
extend between the two extreme configurations of Reporting Cells. On the other
hand, Table 2 gathers the results of the comparison with the algorithms pub-
lished in [6,7,8]. In this table, we present: the minimum cost (Min.), the average
cost (Aver.), and the deviation percentage (Dev.(%)) from the minimum cost
[6]. Tt should be noted that these algorithms are single-objective metaheuristics
(i.e. they provide only one solution, the one that best optimizes Equation 4)
and that our proposal is a multiobjective evolutionary algorithm (i.e. it provides
a diverse set of non-dominated solutions). Therefore, in order to compare our
version of NSGAII with these single-objective metaheuristics, we must search in
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Table 1. Statistics of Hypervolume (Ix) for our approach. [f,, f;]

Test Network
Ref. points TN1 TN2 TN3 TN4 TN5 TN6 TN7 TN8 TN9 TN10 TN11 TN12
LUmax 11480 11428 11867 30861 30237 29864 47854 46184 42970 54428 49336 49775
LUmin 0 0 0 0 0 0 0 0 0 0 0 0
PAmax 125184 124576 125248 256500 256788 255636 691008 680000 690112 1691300 1666400 1676400
PApin 7824 7786 7828 7125 7133 7101 10797 10625 10783 16913 16664 16764
Statistics of In
Aver.(%)  60.59 61.44 62.58 71.78 71.93 72.73 75.89 76.71 76.95 78.50 79.80 79.65
Dev.(%)  0.00 0.00 0.00 0.04 0.01 0.03 0.16 0.11 0.17 0.28 0.26 0.30

Table 2. Comparison with other optimization techniques: f3° (10). We indicate with
”-” the information that is not available in the corresponding reference

Test Network

Algorithm TN1 TN2 TN3 TN4 TN5 TN6 TN7 TN8 TN9 TN10 TNI11 TNI12
Min. 98,5635 97,156 95,038 173,701 182,331 174,519 308,702 287,149 264,204 385,927 357,368 370,868
NSGAII Aver. 98,535 97,156 95,038 173,701 182,331 174,605 308,859 287,149 264,396 387,416 358,777 371,349

Dev.(%) 0.00 0.00 0.00 0.00 0.00 0.13 0.05 0.00 0.09 0.20 0.16 0.15
Min. 98,535 97,156 95,038 173,701 182,331 174,519 307,695 287,149 264,204 385,927 357,714 370,368
SS[8] Aver. - - - - - - - - - - - -
Dev.(%) - - - - - - - - - - - -
Min. 98,535 97,156 95,038 173,701 182,331 174,519 308,401 287,149 264,204 386,681 358,167 371,829
DE[7] Aver. - - - - - - - - - - - -
Dev.(%) - - - - - - - - - - - -
Min. 98,535 97,156 95,038 173,701 182,331 174,519 308,929 287,149 264,204 386,351 358,167 370,868
HNN-BD[6] Aver. 98,627 97,6565 95,751 174,690 182,430 176,050 311,351 287,149 264,695 387,820 359,036 374,205
Dev.(%) 0.09 051 0.75 0.56 0.05 0.87 0.78 0.00 0.18 0.38 0.24 0.89
Min. 98,535 97,156 95,038 173,701 182,331 174,519 308,401 287,149 264,204 385,972 359,191 370,868
GPSO[6] Aver. 98,535 97,156 95,038 174,090 182,331 175,080 310,062 287,805 264,475 387,825 359,928 373,722
Dev.(%) 0.00 0.00 0.00 0.22 0.00 0.32 0.53 0.22 0.10 0.48 0.20 0.76

our Pareto Fronts the solution that best optimizes the objective function used
in [6,7,8] (see Equation 4). Table 2 shows that our proposal achieves better and
more stable results (in average) than the algorithms published in [6], and also
better results than DE [7] in the most difficult test networks (TN10-TN12).

In summary, we could conclude that our proposal is very interesting because it
achieves a wide range of non-dominated solutions and, at the same time, equals
or outperforms the single-objective metaheuristics published in [6,7,8]. This last
is far from trivial, because these are algorithms specialized in the search of only
one solution.

4.2 Comparison between Formulations

In this section, we present a comparison between the formulation proposed in this
manuscript (Equation 1 and Equation 2) and the formulation defined in [6,7,8]
(Equation 5 and Equation 6). We provide a new formulation because Equa-
tion 5 and Equation 6 do not adjust to the Reporting Cells strategy proposed
by A. Bar-Noy and I. Kessler in [3]. Firstly, the Never Update configuration
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Fig. 5. Pareto Fronts associated with the median Hypervolume. Open dot: [f,, f5].
Dot: [f 1, f]

Table 3. Comparison between formulations

Ref. points [f1, fal [fa, fsl
Test Network LUmax LUmin PAmax PAmin Aver.(%) Dev.(%) Aver.(%) Dev.(%)
TN13 5,719 0 37,075 1,483 72.40 0.00 65.59 0.01
TN14 8,852 0 71,015 2,029 76.38 0.01 71.69 0.03
TN15 13,401 0 135,926 2,774 79.58 0.06 75.57 0.03
TN16 20,238 0 225,225 3,575 79,88 0.03 74.64 0.10

(i.e. when all the network cells are nRCs) is not considered in Equation 6. Sec-
ondly, the authors of the works [6,7,8] did not take into account that a mobile
station only updates its location when it moves to a new RC (i.e. a RC different
to the last updated RC). And thirdly, due to the fact that the mobile network
knows the last updated RC of every mobile station, the callee’s mobile station
must be searched in the vicinity of its last updated RC. This is not reflected
in the definition of the variable v(i) in Equation 6. With the goal of comparing
these two formulations, we have used the network simulator published in [11]
to generate other four test networks (TN13 (5x5 cells), TN14 (5x7 cells), TN15
(7x7 cells), and TN16 (7x9 cells)). We have generated these new test networks
because the test networks TN1-TN12 do not provide a mobile activity trace
per subscriber (they only provide the variables Ni,y(i) and Np(i)). TN13-TN16
are hosted on http://arco.unex.es/vicberpla/RC-MLM.html. Note that the
authors of this network simulator also proposed the test networks studied in Sec-
tion 4.1. The results of this comparative study are gathered in Table 3, where
we present statistical data of the Hypervolume (mean and standard deviation of
31 independent runs) and the reference points for every test network. And Fig.
5(a)-Fig. 5(d) show the Pareto Fronts associated with the median Hypervolume.
Table 3 and Fig. 5(a)-Fig. 5(d) highlight that, with a more realistic formulation,
we are able to improve considerably the results obtained by our proposal. In this
study we have used the same configuration of NSGAII as in Section 4.1, so the
improvement is only due to the new formulation.

5 Conclusion and Future Work

This paper addresses the Reporting Cells Planning Problem, a popular strategy
to manage one of the most important tasks in any Public Land Mobile Network:
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the mobile location management. In contrast to previously published works, we
propose a multiobjective approach with the aim of avoiding the drawbacks as-
sociated with the linear aggregation of the objective functions. For it, we have
implemented our version of the Non-dominated Sorting Genetic Algorithm II
(a well-known multiobjective metaheuristic). Furthermore, we provide a novel
formulation to take into account aspects of the RCPP that have not been consid-
ered in other works. By means of an experimental study, we have shown that our
NSGALII is very competitive, because it achieves good Pareto Fronts and, at the
same time, it outperforms (in average) the results obtained with single-objective
metaheuristics. Moreover, we have illustrated the benefits of our formulation. As
a future work, it would be a good challenge to implement other multiobjective
optimization techniques (e.g. SPEA2). Furthermore, the study of other mobile
location management strategies could be an interesting research line.
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Abstract. This work presents an evolutionary approach to modify the
voting system of the k-Nearest Neighbours (kNN). The main novelty of
this article lies on the optimization process of voting regardless of the
distance of every neighbour. The calculated real-valued vector through
the evolutionary process can be seen as the relative contribution of every
neighbour to select the label of an unclassified example. We have tested
our approach on 30 datasets of the UCI repository and results have
been compared with those obtained from other 6 variants of the kNN
predictor, resulting in a realistic improvement statistically supported.

Keywords: kNN voting, evolutionary computation, fuzzy kNN.

1 Introduction

Weighting models are common techniques in hybrid approaches [1,2] and more
specifically they are usually applied to classification problems. A proper fit of
weights in the training step can thus improve the accuracy of a model. Artificial
Neural Networks (ANNs) and Support Vector Machines (SVMs) might be the
most evident examples of using weights in learning models, although it is also
usual in the k-Nearest Neighbours rule (kNN). In any case, the main goal of
weighting systems is to optimize a set of weights in the training step to obtain
the highest accuracy and avoid overfitting in the resulting model.

If we focus on kNN weighting methods, most proposals are based on features or
instances weighting by mean of a global or local procedure. An example of global
methods can be found in [3] where authors select and remove features through a
kNN-based genetic algorithm. That system optimizes a weighting vector to scale
the feature space and also, it uses a bit vector to select features simultaneously.
In a later work, the same authors show a hybrid evolutionary algorithm based
on the Bayesian discriminant function [4]. The goal of this proposal is to isolate
characteristics belonging to large datasets of biomedical origin by selecting and
extracting features. Other heuristics can be found in the literature. Thus, in [5]
the authors present an approach that is able of both selecting and weighting
features simultaneously by using tabu search.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 296-305, 2014.
© Springer International Publishing Switzerland 2014
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Regarding weighted decision regions, Fernandez et al. propose a local weight-
ing system besides a prototype-based classifier [6]. After a data normalization
based on the position of the instances regarding the prototype (or region) which
they belong to, the weights are iteratively calculated. Alsukker et al. use differen-
tial evolution to find weights for different features of data [7]. They describe four
approaches: feature weighting, neighbour weighting, class weighting and mixed
weighting (features and classes), with the latter being the one providing the best
results. Mohemmed et al. present a nearest-centroid-based classifier [8]. The ba-
sis of this method lies in the calculation of prototypical instances by considering
the arithmetic average of the training data. When an unlabeled instance has to
be classified, the distance to every prototype is calculated and the nearest one is
selected. The optimization of the best centroids that minimize the classification
error is carried out through particle swarm.

Moreover, Paredes et al. use different similarity functions to improve the be-
haviour of nearest neighbour [9]. In a first approximation they consider a weight
by feature and instance on training data, resulting in a non-viable number of
parameters in the learning process. Thus, the authors present three types of
reduction: a weight by class and feature (label dependency), a weight by pro-
totype (prototype dependency) and a combination of the previous ones. The
optimization process is carried out by descendant gradient.

Another work based on label dependency is described in [10]. This approach
shows an evolutionary algorithm to find a weighted matrix (a weight by feature
and class) besides an optimum number (k) of neighbours. Furthermore, the re-
sults are statistically tested beyond the classical cross-validation method. There
are also references about the use of weights on unbalanced data. Liu et al. define
a new measure called Class Confidence Weight (CCW) to gauge the probability
that a feature value belong to a class [11]. The CCW estimation is performed
by mixture models for numeric features and Bayesian nets for categorical data.

We can find another point of view in the use of weights by applying fuzzy
sets theory to the kNN rule. The basis of this idea lies in the modulation of the
class membership by the neighbours and the adaptation of the predictive voting
system. This approach is called Fuzzy k Nearest Neighbour (Fuzzy kNN) and it
presents good results in many classification problems [12]. The main handicap
of this paradigm is the fuzzy membership definition, because although it can be
established by the expert or even deducted from data analysis, the assignment
of fuzzy values remains an open problem nowadays [13,14].

With all the previous in mind, we consider the use of a weighted system to
improve the kNN rule to relativize the class membership in the training phase.
Concretely, we work with the idea that the k neighbours contribute with dif-
ferent weights in the voting process of the kNN rule. Thus, we have designed
an evolutionary system, called Evolutionary Voting of Neighbours (EVoN), to
calculate the optimum vote weight of every neighbour from the training data
and the application of the subsequent k-NN. Unlike most of the approaches in
the literature our vector of weights is calculated independently of the neighbours
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distance. Furthermore, its performance has been statistically validated on UCI
datasets [15].

The remaining of this study is organized as follows. Section 2 presents the
elements of the evolutionary algorithm designed to calculate the contribution
of the k nearest neighbours. The results and a number of statistical tests are
specified in Section 3. And finally, Section 4 presents the conclusions and future
work.

2 Method

In this section our voting optimization system called Ewvolutionary Voting of
Neighbours (EVoN) is described. For this, in subsection 2.1 we present the pur-
pose of this work and how the weighting vector from the learning process is used.
The subsection 2.2 exposes the optimization algorithm in detail.

2.1 Purpose and Functionality

As previously described, the aim of our work is to find a set of weights to modify
the influence of every neighbour when they vote. Thus, we try to improve the
class prediction of an unlabelled instance and therefore improve the kNN rule.
Whilst there are many references of approaches that use weighting votes, as
far as we know, most of the studies focus on the distance between instances.
In this way, the nearest neighbours are “heavier” than the furthest ones and
therefore, their influence is greater. In our case, weights are calculated by an
evolutionary algorithm regardless the distance. Obtaining a real-valued vector
could transform the influence of every neighbour regarding the class to predict
in the classification step. This means that the vote of a labeled neighbour is a
real value instead of the typical absolute value of 1. Thus, the label that classifies
a new instance is the maximum of the sums of the calculated weights for the
existing labels into the k nearest neighbours.

To show the learning process, we assume that the set of classes (or labels)
is represented by the natural numbers from 1 to b, with b being the number of
labels. Thus, let D = {(e,1) | e € R and I € {1,2,...,b}} be the dataset under
study with f being the number of features and b the number of labels. Let label
be an application that assigns to every element e the class to which it belongs to.
Let’s suppose that D is divided in the sets TR and T'S with each of them being
the training set and the testing set respectively, such that D = TRU TS and
TRNTS = (). In this manner, the instances of T'S (testing set) will be used to
evaluate the fitness of EVoN and therefore, they are not been considered for the
weights calculation. As will be detailed in subsection 2.2, obtaining a vector W =
(w1, wa, ...,wy) is carried out from the instances of TR exclusively. To classify
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the instance y from T'S, the k nearest instances to y are calculated from TR. If
x; is each neighbour, the assigned label to the instance y is given by:

k
label(y) = arglen{ﬁaﬁ} ; wid(l, label(z;)) (1)

where 6(1, label(x;)) is 1 if label(x;) = I and 0 in other case.

2.2 Voting Optimization

This subsection details the search algorithm to calculate the optimum contribu-
tion of k nearest neighbours. As mentioned above, this task is done by an evolu-
tionary algorithm and therefore, it is necessary to define its main characteristics
i.e., individual encoding, genetic operators, fitness function and generational re-
placement policy.

Individual Encoding. In our approach, an individual is a real-valued vector
symbolizing the relative contribution of every neighbour in the voting system of
the kNN rule. In the chosen design, the value at first position is associated with
the nearest neighbour, and the one at position i affects to the i-th neighbour.
In addition, a constraint is established to ensure that the closest neighbours are
more important i.e., w1 > wy > ...wWk.

Regarding the initial population, it integrates individuals with k sorted values
between 0 and 1. To include the classic kNN, we include several vectors with
the first k values set to 1 and the remaining set to 0 in the initial population
e.g., (1.0,0.0,...,0.0) for £ = 1, (1.0,1.0,...,0.0) for k = 2, and so on. Finally,
the maximum value of 1 for a weight may be surpassed during the evolutionary
process to highlight the importance of a concrete neighbour regarding the rest.

Crossover and Mutation. As we have mentioned in subsection 2.2 there is
a constraint in the order of the genes. On the other hand, the main goal of the
crossover operator is building a new individual (of fspring) from the genotypic
characteristics of two parents (parentl and parent2). To achieve both aims, the
crossover operator in the i-th gene is defined as follows:

BLX —« ifi=1
max — man) * 7y + min in other case

of fspring(i) = {(
Where:

BLX — « is the crossover operator defined in Eshelman and Schaffer [16]
v is a random value between 0 and 1

max = of fspring(i — 1)

min = minimum(parent1(i), parent2(i), of fspring(i — 1))
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Regarding the mutation operator, if we consider the individual indiv, the i-th
gene can change according to the following equation:

indiv(i) + indiv(i) * § ifi=1

indiv' (i) = indiv(i) —indiv(i) * 6 ifi==%k

(indiv(i — 1) —indiv(i + 1)) x v + indiv(i + 1) otherwise
Where § is a random value between 0 and 1 at the beginning. Later, the
upper limit is reduced in ¢g/G with G being the number of generations of the
evolutionary algorithm and ¢ the current generation. This reduction is used to
improve the fit across generations. Thus, for G = 100 and g = 10, the § upper
limit is 1 in the first ten generations. In the following ten, it is 0.9. After another

ten generations, it is 0.8 and so on.

Fitness Function. The evolutionary algorithm uses TR C D exclusively to
obtain the contributions of the neighbours in the training step. Because of we
know the labels of the instances from TR, the fitness function is based on the
cross-validation error rate by using kNN and the weighted voting system.

The Figure 1 shows the fitness calculation with m x s cross validations, where
m is the number of iterations of the validation process (line 3) and s being the
number of partitions of training data TR (line 4). Thus, the set TR is divided in
the bags B1, Bs...B, for each validation. Then, every bag B; is evaluated through
a classification process by using TR — B; as a training set. This evaluation is
driven by the function Fvaluate which we will describe later. The classification
error on every Bj; is accumulated on average by partial Error (lines 7 and 9),
and by error in every validation (line 10). Finally, the fitness value is the result
of calculating the average of all validations (line 12).

The input parameters of the function Evaluate are the weighted vector W,
the k value, and the subsets TR — B; and B, (line 7). Therefore, the result of
this function is the error rate on B; taking TR — B; as reference to calculate
the neighbours.

For every single instance from the set used to measure the fitness (line 16), the
returned label by the function NearestN is the majority one according to the
k nearest instances belonging to the set used as training data (line 17). If
the returned label does not correspond to the real label of the testing instance,
the error is increased by 1 (line 19). Then, the resulting error is normalized with
the size of the set used as testing data (line 22). Therefore, the value returned
by FEvaluate is a real number between 0 (all instances are well-classified) and 1
(all instances are misclassified).

The function NearestN calculates the nearest instances to the example y
belonging to the set under evaluation (line 24 and seq.). Every example of the
neighbours bag is then inserted in a sorted set according to the distance to y.
Thus, the example at the first position will be the nearest to y and the one
at the last position will be the furthest (line 27). When we select the k nearest
neighbours from the sorted set (line 29), the majority label is returned according
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14:
15:
16:
17:
18:
19:
20:
21:
22:
23:

24:
25:
26:
27:
28:
29:
30:
31:

Fitness(W,k,TR) : error
error =0
for i =1 to m do
Divide TR in s bags: B;...Bs
partial Error =0
for j =1 to s do
partial Error = partial Error + Evaluate(W,k,TR — B;, Bj)
end for
partial Error = partial Error/s
error = error + partial Error

: end for
: error = error/m
: return error

Evaluate(W, k, Train, Test) : error
error =0
for each instTest in Test do
lab = NearestN (W, k, Train, instTest)
if lab # label(insTest) then
error = error + 1
end if
end for
error = error/size(Test)
return error

NearestN (W, k, Train,y) : labY’
sortedInst and kNeighbours are empty sorted sets
for each x in T'rain do
insert x in sortedInst sorted by d(z,y)
end for
kNeighbours = sortedInst.get(k)
labY = majority Label(kneighbours, W)
return labY

Fig. 1. Fitness function

to the relative contribution of each neighbour expressed by the vector W and by
applying the equation 1 (lines 30 and 31).

Generational Policy. Regarding the transition between generations, we chose
an elitist design where the best individual is transferred from one generation to the
next but without being affected by the mutation operator. The remaining popula-
tion is built as follows: being N the number of individuals, C' — 1 individuals are
created by cloning the best individual from the previous generation, and the next
N — C individuals result from the crossover operation. The selection of the indi-
viduals to cross is carried out by the tournament method. All individuals except
the first one is affected by the mutation operation with a probability of p.
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3 Results

To measure the quality of our approach, we have compared EVoN with IBk
(implementation of kNN in the framework WEKA[17]) with k=1, 3 and 5. In
addition, we have used an implementation of Fuzzy kNN that can be downloaded
from [18].

Table 1. Accuracy of every studied algorithm

EVoN IB1 IB3 IB5 FNN1 FNN3 FNN5
australian 85.6 + 1.8 80.2+2.2 83.5+19 84.3+1.2 80.2+22 83.8+19 84.3+1.1
balance s. 89.6 0.6 86.8+0.9 86.9+1.1 88.2+09 782435 823+24 846+1.3
breast t. 66.5+5.3 68.2+50 63.9+59 653+7.6 685150 659+53 682+55
breast w. 96.9+1.1 956+1.0 96.6+09 97.1+1.0 9594+1.0 96.6+09 97.3+1.0

car 93.44+0.5 93.1+05 93.1+05 93.1+05 769+1.5 822+15 859+1.4
cmc 46.6 £ 1.5 443+1.3 47.0%+1.6 459+1.5 43.8+1.3 454+1.8 458+1.4
diabetes 75.1+ 1.6 70.9+£2.1 743+22 747+15 71.0+1.8 74.2+23 T74.6+1.5
ecoli 87.1+ 2.1 80.24+28 84.8+2.1 864+19 802+28 84.8+2.0 87.0+1.9
glass 69.1+2.8 70.0+3.3 68.6+34 66.1+46 70.0+3.4689+29 683+35

haberman 70.9+1.9 67.0+25 71.5+2.7 71.0+1.7 66.2+23 71.4+23 705+1.8
heart s. 80.6 +2.5 75.24+3.1 785+33 783+31 T754+£32 785+33 784+3.0

hill v. 49.0+1.4 503+1.5 51.1+24 51.3+25 502+14 509422 51.442.6
ionosphere 86.0+2.4 86.8+ 2.4 8.1+1.7 856+15 86.8+ 2.4 8.1+1.7 856=+1.5
liver d. 63.2+5.2 59.3+3.9 61.8+3.8 583+3.7 59.7+4.0 62.1+4.0 587+3.9

lymphoma 83.3 £2.7 81.7+3.0 78.7+4.1 785+43 821433 80.4+40 79.4+3.6
mammogr. 82.4+ 1.6 76.8 1.8 80.94+1.8 82.2+1.5 76.14+2.0 80.6+1.9 81.4+1.4
mfeat m. 73.2+£1.3 65.8+1.4 69.6+13 71.0+1.1 66.0+1.6 69.7+1.2 71.6+1

ozone 94.1+0.2 922409 93.94+0.3 94.0+0.3 922+0.9 93.9+0.3 94.0+0.3
pendigits  99.3+0.1 99.3+0.1 99.34+0.0 99.24+0.0 99.3+0.1 99.44 0.0 99.2 £+ 0.0
postoper. 72.6 £3.7 62.8+3.0 69.24+43 724+38 56.5+6.9 63.0+56 64.9+5.0

sonar 84.3+3.6 84.84+34 83.0+49 825+3.6 85.2x+3.2823+50 828+3.7
sponge 88.7+1.7 92.3+3.0 88.7+1.7 83.7+1.7 91.7+3.6 90.2+22 887+1.7
tae 63.3+4.8 60.9+6.1 50.3+7.7 53.6+58 624+55 57.1+52 544+53
transfusion 78.3 £1.3 69.4+2.0 73.8+15 759+16 68.9+16 73.0+1.3 756=£1.7
vehicle 71.3+1.6 70.0+14 705+15 709+15 69.8+1.5 71.2+1.7 72.3+1.4
vote 93.1+1.6 93.0+1.5 93.9+18 94.0+23 93.1+1.2 93.1+1.7 94.0% 2.3
vowel 99.0+0.3 99.0+0.3 96.4+1.4 927+13 99.04+0.3 96.4+1.4 93.2+1.3
wine 96.6 £ 1.6 94.5+1.8 95.6+2.2 954423 944+1.8 95.7+2.2 95.3+2.3
yeast 60.4+1.1 529+14 552+1.1 575+13 53.0+1.4 559+1.3 57.6+1.1
70O 94.6+2.2 953428 92.7+27 946421 96.242.1 92.7+2.7 94.6+2.1

79.8+ 2.0 77.3+ 2.2 78.0+ 2.4 78.3+2.3 76.3+2.4 7T7.6 2.4 78.0+% 2.2
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In the experiments we have chosen 30 datasets from the repository UCI[15]
with different types of features and classes. Furthermore, all data had the same
preprocessing profile i.e., binarization of nominal features, normalization and re-
placement of missing values by the average. Regarding the evolutionary search
configuration we have used a population of 100 individuals, 100 generations,
10% of elitism and a mutation probability of 0.1. In relation to the parameters
a (crossover) and ¢ (mutation) their values were 0.5 and 20 respectively. With
previous parameters and using four Intel Xeon Processors E7-4820, the com-
putation time for one execution of the evolutionary algorithm with the biggest
data file (ozone dataset) with 2534 instances and 73 features was 40 minutes
aproximately.

Table 1 shows the results of the analyzed algorithms for each dataset and the
global averaged accuracy reached. Every dataset was evaluated with 10CV using
5 different seeds (50 executions in total). We can verify that the performance of
our algorithm was the best in 16 out of the 30 datasets, and the second best in 4
out of the remaining 14. Although our approach seems to outperform the rest of
competitors, the results have to be statistically validated to reinforce that con-
clusion. Thus, we have carried out a non-parametric Friedman test and a Holm
post-hoc procedure to find out if the performances of the different algorithms are
statistically different. The reason for using non-parametric tests lies in the high
vulnerability of the necessary conditions to apply parametric tests, specially for
the sphericity condition [19,20].

After applying the Friedman’ test we obtain the first position in the resulting
ranking of algorithms. This fact is consistent with the averaged results obtained
by each algorithm. After the calculation of the Friedman statistic, a p — value
of 2.679F — 4 was reached. Therefore, the null hypothesis (no statistical differ-
ence among the different algorithms) can be refused with e = 0.05. Notice that
Friedman’ test is not capable of stand out the best method. Thus, the Holm
post-hoc procedure allows to compare a control algorithm (in this case EVoN,
the best approach candidate) with the remaining. In this case all hypothesis of
equivalent performance were also rejected, so we can say that our algorithm is
significantly better than its competitors from a statistical point of view.

4 Conclusions

This work presents an method able of calculating the optimum contribution of
the k nearest neighbours. Unlike the classical approach that assigns an unitary
vote to each neighbour, our algorithm consider a real value (a weight). The main
novelty is that, to the best of our knowledge, there are not previous works that
consider a distance-independent kNN voting system. Thus, we use evolutionary
computation to search a weighted-vector representing the contribution of every
instance from the training data. This process is carried out through the genetic
operators and without the intervention of the distance function. Our voting
approach was tested on 30 datasets from the UCI repository against another 6
kNN-based algorithms, with the results showing a realistic improvement that was
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statistically supported. In future work, we will focus in the improvement of the
fitness function of the evolutionary algorithm to avoid the full dependence with
the classification error rate. The main goal of this idea is to achieve a smoothing
effect of the learning curve, and therefore accomplish a more accurate searching
task of solutions.
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Abstract. This research deals with the hybridization of the two softcomputing
fields, which are chaos theory and evolutionary computation. This paper aims
on the investigations on the multi-chaos-driven evolutionary algorithm Diffe-
rential Evolution (DE) concept. This paper is aimed at the embedding and alter-
nating of set of two discrete dissipative chaotic systems in the form of chaos
pseudo random number generators for the DE. In this paper the novel initial
concept of DE/rand/1/bin strategy driven alternately by two chaotic maps (sys-
tems) is introduced. From the previous research, it follows that very promising
results were obtained through the utilization of different chaotic maps, which
have unique properties with connection to DE. The idea is then to connect these
two different influences to the performance of DE into the one multi-chaotic
concept. Repeated simulations were performed on the selected set of shifted
benchmark functions in higher dimensions. Finally, the obtained results are
compared with canonical DE.

Keywords: Differential Evolution, Deterministic chaos, Dissipative systems,
Optimization.

1 Introduction

These days the methods based on soft computing such as neural networks, evolutio-
nary algorithms (EA’s), fuzzy logic, and genetic programming are known as powerful
tool for almost any difficult and complex optimization problem. Differential Evolu-
tion (DE) [1] is one of the most potent heuristics available.

This research deals with the hybridization of the two softcomputing fields, which
are chaos theory and evolutionary computation. This paper is aimed at investigating
the novel concept of multi-chaos driven DE. Although a number of DE variants have
been recently developed, the focus of this paper is the embedding of chaotic systems
in the form of Chaos Pseudo Random Number Generator (CPRNG) for the DE.

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 306-317, 2014.
© Springer International Publishing Switzerland 2014
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Firstly, the motivation for this research is proposed. The next sections are focused
on the description of evolutionary algorithm DE, the concept of chaos driven DE and
the used test function. Results and conclusion follow afterwards.

2 Motivation

This research is an extension and continuation of the previous successful initial expe-
riment with chaos driven DE (ChaosDE) [2], [3] with test functions in higher dimen-
sions.

In this paper the novel initial concept of DE/rand/1/bin strategy driven alternately
by two chaotic maps (systems) is introduced. From the previous research it follows,
that very promising results were obtained through the utilization of Delayed Logistic,
Lozi, Burgers and Tinkerbelt maps. The last two mentioned chaotic maps have unique
properties with connection to DE: strong progress towards global extreme, but weak
overall statistical results, like average cost function (CF) value and std. dev., and ten-
dency to premature stagnation. While through the utilization of the Lozi and Delayed
Logistic map the continuously stable and very satisfactory performance of ChaosDE
was achieved. The idea is then to connect these two different influences to the per-
formance of DE into the one multi-chaotic concept.

A chaotic approach generally uses the chaotic map in the place of a pseudo random
number generator [4]. This causes the heuristic to map unique regions, since the chao-
tic map iterates to new regions. The task is then to select a very good chaotic map as
the pseudo random number generator.

The focus of our research is the embedding of chaotic systems in the form of
CPRNG for evolutionary algorithms. The initial concept of embedding chaotic dy-
namics into the evolutionary algorithms is given in [5]. Later, the initial study [6] was
focused on the simple embedding of chaotic systems in the form of chaos pseudo
random number generator (CPRNG) for DE and Self Organizing Migration Algo-
rithm (SOMA) [7] in the task of optimal PID tuning. Also the PSO (Particle Swarm
Optimization) algorithm with elements of chaos was introduced as CPSO [8]. The
concept of ChaosDE proved itself to be a powerful heuristic also in combinatorial
problems domain [9]. At the same time the chaos embedded PSO with inertia weigh
strategy was closely investigated [10], followed by the introduction of a PSO strategy
driven alternately by two chaotic systems [11].

The primary aim of this work is to use and test the implementation of natural chao-
tic dynamics into evolutionary algorithm as a multi-chaotic pseudo random number
generator.

3 Differential Evolution

DE is a population-based optimization method that works on real-number-coded indi-
viduals [1]. For each individual X, in the current generation G, DE generates a

new trial individual fc,' ¢ by adding the weighted difference between two randomly
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selected individuals X, ; and X,,; to arandomly selected third individual X,, . The
resulting individual X/ is crossed-over with the original individual X, ;. The fitness
of the resulting individual, referred to as a perturbed vector #, ., , is then compared
with the fitness of X, . If the fitness of u,,, is greater than the fitness of X, ;, then
X, is replaced withu, ,, ; otherwise, X,; remains in the population as X, ;,, . DE is

quite robust, fast, and effective, with global optimization ability. It does not require
the objective function to be differentiable, and it works well even with noisy and
time-dependent objective functions. Please refer to [1], [12] for the detailed descrip-
tion of the used DERand1Bin strategy (1) (both for ChaosDE and Canonical DE) as
well as for the complete description of all other strategies.

Uign =X+ F- (er,G - ‘xr3,G) (1

4 The Concept of ChaosDE

The general idea of ChaosDE and CPRNG is to replace the default pseudorandom
number generator (PRNG) with the discrete chaotic map. As the discrete chaotic map
is a set of equations with a static start position, we created a random start position of
the map, in order to have different start position for different experiments (runs of
EA’s). This random position is initialized with the default PRNG, as a one-off rando-
mizer. Once the start position of the chaotic map has been obtained, the map gene-
rates the next sequence using its current position.

The first possible way is to generate and store a long data sequence (approx. 50-
500 thousands numbers) during the evolutionary process initialization and keep
the pointer to the actual used value in the memory. In case of the using up of the
whole sequence, the new one will be generated with the last known value as the new
initial one.

The second approach is that the chaotic map is not re-initialized during the experi-
ment and any long data series is not stored, thus it is imperative to keep the current
state of the map in memory to obtain the new output values.

As two different types of numbers are required in ChaosDE; real and integers, the
use of modulo operators is used to obtain values between the specified ranges, as
given in the following equations (2) and (3):

rndreal = mod (abs (rndChaos) , 1.0) 2)
rndint = mod (abs (rndChaos) , 1.0) x Range + 1 3)

Where abs refers to the absolute portion of the chaotic map generated number rnd-
Chaos, and mod is the modulo operator. Range specifies the value (inclusive) till
where the number is to be scaled.
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5 Chaotic Maps

This section contains the description of discrete dissipative chaotic maps used as the
chaotic pseudo random generators for DE. In this research, direct output iterations of
the chaotic maps were used for the generation of real numbers in the process of cros-
sover based on the user defined CR value and for the generation of the integer values
used for selection of individuals. Following chaotic maps were used: Burgers (4), and
Lozi map (5).

The Burgers mapping is a discretization of a pair of coupled differential equations
which were used by Burgers [13] to illustrate the relevance of the concept of bifurca-
tion to the study of hydrodynamics flows. The map equations are given in (4) with
control parameters @ = 0.75 and b = 1.75 as suggested in [14].

Xn+1 zaXn _Yn2

“
Y, =bY, + XY,

The Lozi map is a discrete two-dimensional chaotic map. The map equations are
given in (5). The parameters used in this work are: a = 1.7 and b = 0.5 as suggested in
[14]. For these values, the system exhibits typical chaotic behavior and with this pa-
rameter setting it is used in the most research papers and other literature sources.

X, =1-daX,|+bY,
Y, =X

n

(5)
5.1 Graphical Example — Lozi Map and Burgers Map

The illustrative histograms of the distribution of real numbers transferred into the
range <0 - 1> generated by means of studied chaotic maps are in Figures 1 and 2.

Frequency
400

300

100+

L | 1 1 L 1 I Value
02 04 0.6 08 1.0

Fig. 1. Histogram of the distribution of real numbers transferred into the range <0 - 1> generat-
ed by means of the chaotic Lozi map — 5000 samples
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Fig. 2. Histogram of the distribution of real numbers transferred into the range <0 - 1> generat-
ed by means of the chaotic Burgers map — 5000 samples

6 Benchmark Functions

For the purpose of evolutionary algorithms performance comparison within this initial
research, the shifted 1* De Jong’s function (6), shifted Ackley’s original function in
the form (7) and shifted Rastrigins function (8) were utilized.

dim

f(_x):Z(_xi—si)z (6)
i=1

Function minimum: Position for E;: (x;, x,...x,) =s; Value for E;: y=0
Function interval: <-5.12, 5.12>.

f 1 & 2 1 &
f(x)——ZOexp[— 0.02 B;(xi —sl.) ]—exp[ggcos 27z(xl. -, )jJr 7

+20+ exp(l)
Function minimum: Position for E: (x;, x,...x,) =s; Value for E;: y=0
Function interval: <-30, 30>.
dim
f(x):lOdim+Z(x[ —s,)> —=10cos(27mx; —s,) ®)

i=l

Function minimum: Position for E;: (x,x,...x,) =, Value for E: y=0

Where s; is a random number from the 50% range of function interval; s vector is
randomly generated before each run of the optimization process.
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7 Results

The novelty of this approach represents the utilization of discrete chaotic maps as the
multi-chaotic pseudo random number generator for the DE. In this paper, the canoni-
cal DE strategy DERand1Bin and the Multi-Chaos DERand1Bin strategy driven al-
ternately by two different chaotic maps (ChaosDE) were used.

The previous research [2], [3] showed that through utilization of Burgers and Tin-
kerbelt map the unique properties with connection to DE were achieved: strong
progress towards global extreme, but weak overall statistical results, like average
(benchmark function) Cost Function (CF) value and std. dev. Whereas through the
utilization of the Lozi and Delayed Logistic map the continuously stable and very
satisfactory performance of ChaosDE was achieved. The idea is then to connect these
two different influences to the performance of DE into the one novel multi-chaotic
concept. The moment of manual switching over between two chaotic maps as well as
the parameter settings for both canonical DE and ChaosDE were obtained analytically
based on numerous experiments and simulations (see Table 1)

Table 1. Parameter set up for canonical DE and ChaosDE

DE Parameter Value
Popsize 75

F 0.8

Cr 0.8
Dimensions 30
Generations 100D = 3000

Max Cost Function Evaluations (CFE) 225000

Experiments were performed in the combined environments of Wolfram Mathema-
tica and C language, canonical DE therefore used the built-in C language pseudo
random number generator Mersenne Twister C representing traditional pseudorandom
number generators in comparisons. All experiments used different initialization,
i.e. different initial population was generated in each run of Canonical or Chaos
driven DE.

Within this initial research, one type of experiment was performed. It utilizes the
maximum number of generations fixed at 3000 generations. This allowed the possibil-
ity to analyze the progress of DE within a limited number of generations and cost
function evaluations.

The statistical results of the experiments are shown in Tables 2, 4, 6, which
represent the simple statistics for cost function values, e.g. average, median, maxi-
mum values, standard deviations and minimum values representing the best individual
solution for all 50 repeated runs of canonical DE and several versions of ChaosDE
and Multi-ChaosDE.
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Tables 3, 5 and 7 compare the progress of several versions of ChaosDE, Multi-
ChaosDE and Canonical DE. These tables contain the average CF values for the gen-
eration No. 750, 1500, 2250 and 3000 from all 50 runs. The bold values within the all
Tables 2 - 7 depict the best obtained result. The graphical comparison of the time
evolution of average CF values for all 50 runs of ChaosDE/Multi-ChaosDE and ca-
nonical DERand1Bin strategy is depicted in Fig. 3 - 5. Following versions of Multi-

ChaosDE were studied:

e Burgers-Lozi-Switch-500: Start with Burgers map CPRNG, switch to the Lozi map

CPRNG after 500 generations.

e Lozi-Burgers-Switch-1500: Start with Lozi map CPRNG, switch to the Burgers

map CPRNG after 1500 generations.

Table 2. Simple results statistics for the shifted 1* De Jong’s function — 30D

DE Version Avg CF Median CF Max CF Min CF StdDev

Canonical DE 5.929778 5.435726 11.69084  2.53501 2.432546
Lozi-No-Switch 3.73E-05 2.27E-05 0.000222 1.54E-06 4.17E-05
Burger-No-Switch 1.02E-14  2.88E-15 5.73E-14  5.98E-17 1.49E-14
Burger-Lozi-Switch-500 1.78E-06 4.2E-07 2.95E-05 1.59E-08 4.61E-06
Lozi-Burger-Switch-1500 8.34E-10 2.75E-10 1.2E-08 2.81E-11 1.76E-09

Table 3. Comparison of progress towards the minimum for the shifted 1* De Jong’s function

Generation No. Generation No. Generation No. Generation No.

DE Version 750 1500 2250 3000

Canonical DE 482.4017 114.3075 26.34619 5.929778
Lozi-No-Switch 90.40304 0.74516 0.004854 3.73E-05
Burger-No-Switch 0.531726 1.33E-05 4.32E-10 1.02E-14
Burger-Lozi-Switch-500 2.764289 0.022319 0.000201 1.78E-06
Lozi-Burger-Switch-1500 87.49406 0.709014 3.15E-05 8.34E-10

Table 4. Simple results statistics for the shifted Ackley’s original function — 30D

DE Version Avg CF Median CF Max CF Min CF StdDev
Canonical DE 3.791676  3.841045 4518592  2.95934 0.341008
Lozi-No-Switch 0.005533  0.00452 0.014929  0.00154 0.003334
Burger-No-Switch 0.067287  6.34E-08 1.501747  5.47E-09  0.27714
Burger-Lozi-Switch-500 8.04E-04 7.24E-04 0.002667 1.85 E-04  4.84E-04
Lozi-Burger-Switch-1500 1.77E-05 1.03E-05 7.6E-05 1.95E-06 1.46E-05
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Table 5. Comparison of progress towards the min. for the shifted Ackley’s original function

Generation No. Generation No. Generation No. Generation No.

DE Version 750 1500 2250 3000

Canonical DE 13.16276 8.511778 5.506989 3.791676
Lozi-No-Switch 8.199525 1.79389 0.081797 0.005533
Burger-No-Switch 1.548046 0.071167 0.067307 0.067287

Burger-Lozi-Switch-500 2.797948 0.168713 0.009855 8.04E-04
Lozi-Burger-Switch-1500 7.852258 1.621723 0.003654 1.77E-05

Table 6. Simple results statistics for the shifted Rastrigin's function — 30D

DE Version Avg CF Median CF Max CF Min CF StdDev

Canonical DE 2709612  273.2324 3054176  234.2218 15.99992
Lozi-No-Switch 50.68194  45.70853 1104599  21.52906  21.71585
Burger-No-Switch 4436785  43.06218 80.76961 16.9143 15.17985

Burger-Lozi-Switch-500 38.67436  36.68143 82.46749 16.18175 11.82373
Lozi-Burger-Switch-1500 42.94927  43.09553 72.74598  20.8219 13.53718

Table 7. Comparison of progress towards the minimum for the shifted Rastrigin's function

Generation No. Generation No. Generation No. Generation No.

DE Version 750 1500 2250 3000

Canonical DE 790.1378 404.8734 308.3072 270.9612
Lozi-No-Switch 370.954 177.9286 93.68944 50.68194
Burger-No-Switch 189.6604 55.04461 44.56468 44.36785

Burger-Lozi-Switch-500 221.8914 116.8081 60.55444 38.67436
Lozi-Burger-Switch-1500 365.1778 171.6624 57.50722 42.94927

Obtained numerical results given in Tables 2 - 7 and graphical comparisons in Fig-
ures 3 - 5 support the claim that all Multi-Chaos/ChaosDE versions have given better
overall results in comparison with the canonical DE version. Although the shifted
benchmark functions were utilized, from the presented data for the unimodal 1* De
Jong’s function it follows, that Multi-Chaos DE versions driven by Lozi/Burgers Map
have given very satisfactory results, nevertheless the single-chaos concept of original
ChaosDE has given the best overall results. High sensitivity of the differential evolu-
tion on the selection, settings and internal dynamics of the chaotic PRNG is fully
manifested in the case of multi-modal functions. The influence of different internal
chaotic dynamics and the exact moment of switching over of two different CPRNGs
are clearly visible from Fig. 4 and Fig. 5. Multi-ChaosDE concept has reached the
best results from all 50 runs.
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Comparison of Evolution of Avg. CF Values — 50 runs; Shift DeJong 1 function
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Fig. 3. Comparison of the time evolution of avg. CF values for the all 50 runs of Canonical DE,
ChaosDE and Multi-ChaosDE. shifted 1" De Jong’s function, D = 30.

Comparison of Evolution of Avg. CF Values — 50 runs; Ackley’s function
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Fig. 4. Comparison of the time evolution of avg. CF values for the all 50 runs of Canonical DE,
ChaosDE and Multi-ChaosDE. shifted Ackley’s original function, D = 30.
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Comparison of Evolution of Avg. CF Values — 50 runs; Rastrigin function
CF Value
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Fig. 5. Comparison of the time evolution of avg. CF values for the all 50 runs of Canonical DE,

ChaosDE and Multi-ChaosDE. shifted Rastrigin's function, D = 30.

For the Burgers-Lozi-Switch-500 version the progressive Burgers map CPRNG se-
cured the faster approaching towards the global extreme from the very beginning of
evolutionary process. The very fast switch over to the Lozi map based CPRNG helped
to avoid the Burgers map based CPRNG weak spots, which are the weak overall sta-
tistical results, like average CF value and std. dev.; and tendency to stagnation. The
initial faster convergence (starting of evolutionary process) and subsequent conti-
nuously stable searching process without premature stagnation issues is visible from
Figures 3 - 5 (magenta lines).

Through the utilization of Lozi-Burgers-Switch-1500 version, the strong progress
towards global extreme given by Burgers map CPRNG helped to the evolutionary
process driven from the start by mans of Lozi map CPRNG to achieve almost the best
avg. CF and median CF values. The moment of switch (at 1500 generations) is clearly
visible from Figures 3 - 5 (black lines).

8 Conclusion

In this paper, the novel concept of multi-chaos driven DERand1Bin strategy was
tested and compared with the canonical DERand1Bin strategy on the selected bench-
mark function in higher dimension. Based on obtained results, it may be claimed, that
the developed Multi-ChaosDE gives considerably better results than other compared
heuristics in cases of complex multimodal benchmark functions.

This research represents the example of hybridizing of two discrete chaotic sys-
tems as a multi-chaotic pseudo-random number generator with evolutionary algo-
rithms. Presented data shows the high sensitivity of DE to the selection and internal
dynamics of used CPRNG.
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Since this was a preliminary study of the novel presented concept, only small set of
shifted benchmark functions in higher dimensions was utilized to test the influence of
alternating several CPRNGs to the performance of original previous ChaosDE con-
cept. Nevertheless the original concept of ChaosDE itself was tested on huge set of
both simple and complex benchmark functions based mostly on the IEEE CEC 2005
benchmark set and with nine different discrete dissipative chaotic systems. Thus
based on the deeper analysis of results from the previous research the composition of
the presented experiment was prepared.

Future plans include testing of combination of different chaotic systems as well as
the adaptive switching and obtaining a large number of results to perform statistical
tests.

Furthermore chaotic systems have additional parameters, which can by tuned. This
issue opens up the possibility of examining the impact of these parameters to genera-
tion of random numbers, and thus influence on the results obtained using differential
evolution.
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Abstract. Recent studies propose that some dynamical systems, such
as climate, ecological and financial systems, among others, present criti-
cal transition points named to as tipping points (TP). Climate TPs can
severely affect millions of lives on Earth so that an active scientific com-
munity is working on finding early warning signals. This paper deals with
the segmentation of a paleoclimate time series to find segments sharing
common patterns with the purpose of finding one or more kinds of seg-
ments corresponding to TPs. Due to the limitations of classical statistical
methods, we propose the use of a genetic algorithm to automatically seg-
ment the series together with a method to perform time series segmen-
tation comparisons. Without a priori information, the method clusters
together most of the TPs and avoids false positives, which is a promising
result given the challenging nature of the problem.

Keywords: Time series segmentation, genetic algorithms, clustering,
paleoclimate data, tipping points, abrupt climate change.

1 Introduction

In contrast to the famous statement of Linnaeus (1751) “natura non facit saltus”
(or nature makes no leaps), it has been proven that some points of no return,
thresholds and phase changes are widespread in nature and these are often non
linear [1]. Such events can be rarely anticipated and some of them can have detri-
mental consequences on Earth’s climate and large-scale impacts on human and
ecological systems. Therefore, this increases the imperious necessity of study-
ing, analysing and developing techniques for characterizing them in order to
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construct reliable early warning systems. Although the human being have influ-
enced their local environment for millennia, e.g. reducing biodiversity, it is now,
since the industrial revolution, that truly global changes are been noticed [2].
Examples that are currently receiving attention include the potential collapse of
the Atlantic thermohaline circulation, the dieback of the Amazon rainforest or
the decay of the Greenland ice sheet [1]. Formally, a climate “tipping point” (also
known as “little things can make a big difference”) occurs when a small change
in forcing triggers a strongly nonlinear response in the internal dynamics of part
of the climate system, qualitatively changing its future state.

The critical relevance of early TPs detection has produced a growing attention
of the scientific community. Lenton differences between several types of TPs, and
presents some indicators that can help to detect them, such as the increase of
autocorrelation of the series values [3]. In [4], more concrete techniques regard-
ing data processing and indicators are presented. They study a bank of methods
using only simulated ecological data concluding, in concordance with the liter-
ature, that there is no unique best indicator for identifying an upcoming tran-
sition. They also conclude that all the methods require specific data-treatment.
Up to our knowledge, all previous works tackle the TPs detection with statistical
methods trying to select (by trial and error) the method more suitable to detect
those transitions. They require an intensive data preprocessing that include, for
instance, the use of Gaussian filters or rolling windows that introduces extra pa-
rameters (such as the width of the Gaussian function or size of the window) that
need to be optimised [3,4]. The main limitation behind these methods is that
different TPs and different statistical descriptors require different and specific
treatments.

This paper deals with climate time series segmentation. We introduce a seg-
mentation method as a first step to better understand the time series. This
segmentation provides a more compact representation of the time series through
splitting it into segments with similar behaviour [5]. A segmentation analysis
avoids the necessity of specifying predefined sliding windows for the different
TPs, which is one of the main difficulties of previous TP detection methods [4].
Moreover, the segmentation algorithm is able to detect differences between the
TPs. We address the segmentation problem as a heuristic search problem with
the proposal of a Genetic Algorithm (GA) to overcome the limitations of tradi-
tional statistical methods. The GA segments the data trying to obtain diverse
clusters of segments based on six statistical properties. Measuring the quality of
a segmentation can be only achieved by expert evaluation of the solutions given
by the algorithm. An important contribution of this paper is a quantitative
method to perform comparisons with respect to an expected ideal segmentation
of the series to assess the robustness and stability of the method. This method
allows evaluating a segmentation algorithm with a minimal effort by the expert,
who has only to provide the ideal segmentation. We test the proposal with data
collected within the North Greenland Ice Core Project 620 ice core data [6,15]
which includes climate records from -60,000 years to the present.
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The rest of the paper is organised as follows. Section 2 presents the segmenta-
tion algorithm, while Section 3 presents a proposal for segmentation comparison
and discusses the experimental results. The last section depicts the conclusions.

2 Segmentation Algorithm

Given a time series Y = {y,}N_;, our objective is to divide the values of ¥,
into m consecutive subsets or segments. These segments should present a ho-
mogeneous behaviour regarding the values of y,. This is done by partition-
ing the time indexes (n = 1,...,N) into segments: s1 = {y1,...,Ys },S2 =
{Ytsy-- s Uta}s-e oy Sm = {Yt,,_1,--- YN}, Where t’s are the cut points and are
subscripted in ascending order (¢; < t2 < t;,—1). The cut points belong to two
segments (the one before and the one after, which allows to analyse consistently
the transition from one segment to the next). The integer m and the cut points
ti,i =1,...,m — 1, are the parameters to be determined by the algorithm. As
done in [7], we extend this setting by trying to group the segments into k different
classes or clusters (k < m), where k is a parameter defined by the user. In this
way, each s; segment will be associated to a class label: (s1,21), ... ,(Sm, 2m),
where z;, [ = 1,...,m, is the class label of the [-th segment and takes values in
a set of k different labels, z; € {C1,...,C}.

2.1 Summary of the Algorithm

The Genetic Algorithm considered in this paper can be included in the area of
time series segmentation [5,8,9,10]. Each possible segmentation is represented
as an array of binary values (chromosome representation), where a value of 1
represents a cut point. The evolution starts from a population of randomly gen-
erated segmentations. Mutation and crossover operators are applied to explore
and exploit the search space. This procedure is repeated g generations. To eval-
uate a solution (or segmentation), we select a set of statistics to be calculated
for each segment. Then, similar segments are grouped using a clustering process.
The different characteristics of the GA are defined in the following subsections.

2.2 Chromosome Representation

As stated before, each individual chromosome consists of an array of binary
values, where the length of the chromosome is the time series length, N. Each
position ¢; stores whether the time index ¢; of the time series represents a cut
point for the evaluated solution'. In this sense, for a given segment s; delimited
by the cut points t;_1 and ¢; (t;—1 < t;), the corresponding chromosome values
willbe ¢;_1 =1,¢;, =1 and ¢ = O,V”ti_l <l <t.

! Note that the first and last points of the chromosome are considered as cut points.
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2.3 Initial Population

The population of the GA is a set of binary vectors of length N. In order to
initialise the population, an average segment length has to be specified by the
user (sl). Taking into account that the cut points belong to two segments, the
number of cut points will be m = fslji 1], so the chromosomes are binary arrays
where m random positions are 1s and the rest are Os.

2.4 Fitness Evaluation

Evaluation of the quality of a segmentation consists of three different steps:
extracting the characteristics of the segments, applying a clustering process and
measuring the quality of this clustering.

Extracting Segment Characteristics. Given that the segments in a chro-
mosome can have different length, an approach is designed to project all the
segments into the same dimensional space. Six statistical metrics are considered
and measured for all chromosome segments. Then, the similarities between seg-
ments can be calculated in the 6-dimensional space. Consider ss as a segment
fulfilling the previously stated conditions (i.e., s is a segment delimited by the
cut points t;_1 and ts, where the segment length is t; — ¢s—1 + 1). The mapping
is done by the function f : R(ts—ts—1+1) s R6 in the following way:

f(ss) - (Szap)/lsaﬁ)?saasaMSEsaACs) (1)
where the different characteristics are defined as:

1. Variance (S?): It measures the variability of the segment:

ts 2
S? = tsftsl,lJrl Zi:ts,l (yi - yS) ) (2)

where y; are the time series values of the segment, and ¥y, is the average
value of the segment.

2. Skewness (715): It represents the (vertical) asymmetry of the distribution of
the series values in the segment with respect to the arithmetic mean:

1 ts 3
ts—tg_1+1 27‘,&:%71 (yi—ys)

Ts = 53 ) (3)

where S5 is the standard deviation of the s-th segment.
3. Kurtosis (2s): This statistic is related to the degree of concentration that
the values present around the mean of the distribution:

1 t. 4
ts—tg_1+1 Zi;ts_l (yi—ys)

Y2s = 54 -3 (4)

4. Slope of a linear regression over the points of the segment (as): A linear
model is constructed for every segment trying to achieve the best linear
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approximation of the points of the time series in the evaluated segment. The
slope is a measure of the general tendency of the segment:
syt
s = (s1)2) (®)
where, for the s-th segment, S¥! is the covariance between the time indexes,

t, and the time series values, y; and S? is the standard deviation of the time
values. Covariance S¥' is defined by:

S:gt = tsftsl71+1 ZZ;ts—1(i - ts) ) (yz - y‘;) (6)

5. Mean Squared Error (M SE;): Considering the same linear model than the
one used for the slope, we measure the error (M SE;) of this linear fitting:

syt
MSE; = S? - (1 —1r2%), where r2 = s2.(51)?" (7)
6. Autocorrelation coefficient (AC;): This a measure of the correlation between
the current values of the time series and the previous ones:

Zﬁits_l (yi—ys) (Yit1—Ys)

Ac, = s (8)

Clustering Process: k-means. A clustering process is applied to group simi-
lar segments (taking into account the six selected statistical measures). For sim-
plicity, the algorithm chosen for the clustering step is the well-known k-means.
Before the clustering algorithm, note that a normalisation of the values of the
segment metrics is conducted, as the distance from each segment to its centroid
strongly depends on the range of values of each metric (e.g. variance can have a
much broader range of variation than skewness).

In the classic k-means, the initial centroids are randomly chosen from the set
of patterns. Instead, we have developed a deterministic process to select these
centroids which ensures that a chromosome will always present the same fitness.
First, we choose the feature with the maximum standard deviation. The first
initial centroid will be the segment with the highest value for this feature. The
second one will be the segment with the highest Euclidean distance from the
first centroid. The third centroid will be that which is farthest from both, and so
on. This assures a deterministic initialisation, at the same time that the initial
centroids are as far as possible from each other, favouring centroids diversity.

Measuring the Quality of the Clustering Process. The last step of the
evaluation of the chromosome is to measure how well the segments are grouped
(compactness of the clustering). It is clear that different clustering algorithms
usually lead to different clusters or reveal different clustering structures. In
this sense, the problem of objectively and quantitatively evaluating the clus-
tering results is particularly important and this is known in the literature as
cluster validation. There are two different testing criteria for this purpose [11]:
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external criteria and internal criteria. When a clustering result is evaluated based
on the data that was clustered itself, this is called internal evaluation. In exter-
nal evaluation, clustering results are evaluated using for example known class
labels. Based on these concepts, the internal criteria evaluation metrics will be
a suitable option for the evolution, because the GA is not given any a priori
information of the segments to be found. Note that the segments metrics are
normalised at this step as well. We have considered four different metrics:

1. Sum of squared errors (SSE): The simplest error measure is the sum of
squared errors (considering errors as the distance from each point to their
centroid), i.e

SSE = Zf=1 Doxec, d(x,€i)?, 9)

where k is the number of clusters, ¢; is the centroid of cluster C; and d(x, c;)
is the Euclidean distance between pattern x and centroid c;. This function
does not prevent clusters to fall very close in the clustering space. As this
index has to be minimised, the fitness will be defined as f = | n és 5

2. Caliriski and Harabasz index (CH ): This index has been found to be one of

the best performing ones for adjusting the value of k. It is defined as:

on - e ()
where N is the number of patterns, and Tr(Sg) and Tr(Sw ) are the trace
of the between and within-class scatter matrix, respectively. Note that the
value of k will be fixed in our algorithm. As this index has to be maximised,
the fitness will be defined as f = CH.

3. Davies-Bouldin index (DB): This index also attempts to maximize the bet-
ween-cluster distance while minimising the distance between the cluster cen-
troids to the rest of points. It is calculated as follows:

DB =" max; ﬂifﬁf)v (11)
where «; is the average distance of all elements in cluster C; to centroid c;,
and d(c;, c;) is the distance between centroids ¢; and c;. As this index has
to be minimised, the fitness will be defined as f = JJD Y

4. Dunn index (DU ): The Dunn index attempts to identify clusters that are
compact and and well-separated. In this case, the distance between two clus-
ters is defined as d(C;, Cj) = mingec, yec; d(X,y), that is, the minimum dis-
tance between a pair of points x and y belonging to C; and C;. Furthermore,
we could define the diameter diam(C;) of cluster C; as the maximum distance
between two of its members, such as: diam(C;) = maxx yec, d(x,y). Then,
the Dunn index is constructed as:

. . d(Ci.C;
DU = min;—1,.._ (mlnj=i+1,...,k (Inaxz=1( ké?iam(C;))) . (12)

.....

The Dunn index has been found to be very sensitive to noise, but this disad-
vantage can be avoided by considering different definitions of cluster distance
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or cluster diameter. For example, as suggested in [11], the cluster diameter
can be computed as:

diam(C;) = Nci(l\}cfl) Yoxyee, UxY), (13)

where N¢, is the number of patterns belonging to cluster C;. This cluster
diameter estimation has been found to be more robust in the presence of
noise. As this index has to be maximised, the fitness will be f = DU.

2.5 Selection and Replacement Processes

All individuals will be considered for reproduction and generation of offspring,
promoting a greater diversity because all individuals are possible parents. After
the application of the genetic operators, the offspring and the parent population
are joined and a replacement process is performed by roulette wheel selection.
The selection probability for each individual chromosome is calculated from its
fitness value. The roulette wheel process is repeated as many times as the popu-
lation size minus one, and the last place is kept for the best segmentation of the
previous generation, thus being an elitist algorithm. As can be seen, the selection
process promotes diversity, while the replacement process promotes elitism.

2.6 Mutation Operator

Two mutation operators are included in the GA with the aim of reducing the
dependency with respect to the initial population and escaping from local op-
tima. The probability p, of performing any mutation is decided by the user.
Once a mutation is decided to be performed, the kind of perturbation applied to
the chromosome is randomly selected from the following two: 1) add or remove
(with the same probability) a given number of cut points of the segmentation;
and 2) move a given number of cut points of the segmentation towards the left
or the right (with the same probability).

For all the mutations, the number of cut points to be mutated is decided by
a user parameter as a percentage of the current number of cut points. When
moving cut points to the right or the left, each selected cut point is randomly
pushed towards the previous or the following cut point (with the constraint that
it never reaches the previous or the next point).

2.7 Crossover Operator

The algorithm includes a crossover operator, whose main function is to perform
an exploitation of the existing solutions. For each parent individual, the crossover
operator is applied with a given probability p.. The operator randomly selects
the other parent and a time index. It interchanges the left and right parts of the
chromosomes selected with respect to the time index.
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3 Experiments

The dataset chosen for this study is the North Greenland Ice Core Project
(NGRIP) §'80 ice core data [6,15]. The §'80 water isotope record is used as
a proxy for past atmospheric temperature. We focus on the 20-yr resolution
5'80 isotope records. The dataset is pre-processed by obtaining a 5-point aver-
age in order to reduce short-term fluctuations within the data. In this way, the

X . . . N/5 . 5it4
time series we have considered is {y;;}n:/1 with yi =1 232;51 Yi-

3.1 Experimental Setting

The experimental design is presented in this subsection. The GA was configured
with the following parameters: the number of individuals of the population is P =
100. The crossover probability is p. = 0.8 and the mutation probability p,, = 0.2.
The percentage of cut points to be mutated is the integer part of the 20% of the
number of cut points, and the average segment length for the initialisation is
sl = 4. The maximum number of generations is set to g = 100, and the k-means
clustering process is allowed a maximum of 20 iterations. These parameters were
optimised by a trial and error procedure, although the algorithm showed a very
robust performance to their values. The most important parameters for the final
performance of the algorithm were sl and k.

We performed different experiments considering the 4 different fitness func-
tions presented in Section 2.4 and different values of k for the k-means algorithm
(k=2,...,6). It is important to recall that the algorithm estimates the optimal
segments and clusters them without any prior information of the DO events.
The only information given to the algorithm is the time series and the statistic
characteristics to use for the clustering in order to validate whether the statistics
proposed in the literature are useful for characterising paleoclimate TPs in gen-
eral. Given the stochastic nature of GAs, the algorithm was run 30 times with
different seeds to evaluate its stability and robustness.

3.2 Evaluation Metrics

In order to evaluate the results of the algorithm, two evaluation metrics were
used. These measures analyse both the homogeneity of cluster assignation with
respect to the DO events and the robustness of the results obtained from different
seeds. They are not included in the fitness function, serving only as an automatic
way of evaluating the quality of the segmentation, avoiding the intervention of
the expert. Both are indexes comparing two different clustering partitions:

1. Rand index (RI) This metric is particularly useful for data clustering eval-
uation [12]. It is related to the accuracy, but is applicable even when class
labels are not available for the data, as in our case. A set Y = {y,}_; is
given (in our case, the time series), and two clustering partitions of Y are to
be compared: X = {X1,..., X, } and Z = {73, ..., Z,}. For a given segmen-
tation, the partitions are defined in the following way: X; is a set containing
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North Greenland Ice Core Project (NGRIP) data
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Fig. 1. Representation of the ideal segmentation and the different DO events

every y; € ss,Ss € Cy, i.e. the partitions are based on the label assigned to
each time series value y; from the current segmentation. The following two
numbers are defined: a (number of pairs in Y that are in the same set in
X and Z) and b (number of pairs in Y that are in different sets in X and
Z). Then, the Rand index is defined as: RI = (a +b)/(}). This metric has
a value between 0 and 1, with 0 indicating that the two partitions do not
agree on any pair of points and 1 indicating that they are exactly the same.

2. Adjusted rand index (ARI): It is a corrected version of the RI [13] trying to
fix some known problems with the RI, e.g. the expected value of the RI of
two random partitions does not take a constant value and it approaches its
upper limit of unity as the number of clusters increases. ARI values range
from —1 to +1, yielding negative values if the index is less than the expected
index. The detailed formulation can be found in [13].

In order to evaluate the segmentation returned by the algorithm, we com-
pare it with an ideal segmentation?. The ideal segmentation (Fig. 1) has been
designed by examining the literature about Dansgaard-Oeschger (DO) events,
which are associated to TPs. In the Figure, the onsets of the DO events (in a first
approximation, we do not consider the error margin) reported in [15] are repre-
sented by vertical lines and the segments covering the period precursor to the
DO events (which we hypothesize as TP) are delimited by the slope close to the
corresponding onset. The closer the segmentation returned by the GA is to this
ideal segmentation, the better the segmentation. To perform this comparison,
RI and ARI indexes will be used (ARI Ideal and RI Ideal).

Given that the wishful ideal segmentation would be binary (non DO event
or DO event) and the segmentation returned by the GA can have a value of
k > 2, we need to binarise the segmentation of the GA (i.e. decide which clusters

2 Hypothetically ideal segmentation, based on the available data. The hypothesis is
that the onset of the DO events is detected from combined analysis of benthic sedi-
ment data and ice core analysis [14]. Those data do not always agree, therefore part
of the error margin. The method of timing contributes the rest of the error.



Table 1. NGRIP average segmentation results for different algorithm settings

Time Series Segmentation of Paleoclimate Tipping Points

Fitness k ARI_Ideal RI_Ideal ARI_Seeds RI_Seeds
DB 5 0.315+£0.060 0.777£0.015 0.346+0.078 0.727 + 0.040
DU 5 0.308+ 0.067 0.788£0.018 0.341 4+ 0.092 0.727 +0.046
CH 5 0.260 + 0.073 0.772 + 0.008 0.223 +0.105 0.644 + 0.074
SSE 5 0.279 + 0.048 0.770 + 0.018 0.057 + 0.018 0.638 +0.017

Fitness k ARI_TPs RI_TPs ARI_Seeds RI_Seeds
DB 2 0.171 +0.132 0.766 + 0.001 0.258 4+ 0.292 0.821 + 0.081
DB 3 0.257 + 0.081 0.758 + 0.013 0.411 +£0.152 0.780 £ 0.046
DB 4 0.804 +0.045 0.773 + 0.009 0.412 + 0.080 0.761 + 0.037
DB 5 0.315+£0.060 0.777 £0.015 0.346 + 0.078 0.727 + 0.040
DB 6 0.286 + 0.075 0.779 + 0.014 0.214 +0.109 0.615 4+ 0.084

represent the DO events and which not). Preliminary experiments revealed that
DO events were usually grouped under one or two clusters, so we evaluated
ARI Ideal and RI Ideal for all possible combinations of one or two clusters.
The final value was the maximum ARI Ideal and RI_Ideal values of all these
combinations. Moreover, the stability of the GA was estimated by comparing the
30 segmentations from the different runs. This was done by averaging RI and
ARI comparing all possible pairs of segmentations (ARI Seeds and RI _Seeds).

3.3 Results

All these results are included in Table 1. The first part of the table compares
the different fitness functions for a predefined value of £k = 5 (as we initially
observed that this was obtaining suitable results). As can be seen, both DB
and DU fitness functions obtain very good segmentation quality and stability,
although D B performs slightly better. In contrast, CH and SSFE are performing
poorly in both scenarios (it is noteworthy the very low stability obtained by the
SSFE fitness function, which may be due to the fact that it only minimises the
intra-cluster distances and obviates the inter-cluster distances). The result that
the algorithm is robust and stable to different initialisations is crucial for the
following parts of the study (i.e. develop an early warning system for TPs of
climatic component). Concerning the experiment that studies different values of
k, it can be seen that k = 5 is indeed the optimal value for the segmentation.
This result indicates that the concept and nature of DO events is too complex
to only consider a binary approach (TPs versus non TPs). The climate system
exhibits a dynamical behaviour with intrinsic variability hence a binary approach
is not able to encompass all features present within a DO event, being k =5 a
reasonable choice. Moreover, the method can group several DO events together
and is still a useful tool to better understand the behaviour of DO events.

The segmentation obtaining the highest ARI Ideal metric (with a value of
0.498) for the fitness function DB, along with a representation of the 18 DO
events can be seen in Fig. 2. The segments have been coloured according to their
cluster assignation. The clusters associated to the DO events are C; and Cs. If we
compare this segmentation to the one in Fig. 1, we can see that almost all DO
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Fig. 3. Clustering space for the six metrics (each point represents a segment)

events are correctly segmented by the algorithm (C; and C5 segments are always
close to the DO onset) and that there are not “false positives” labels (C; and
Cs segments are not found in a non DO event part of the series). However, five
events are not detected: 2, 9, 11, 13 and 16 (some of which have been found in
the literature to be caused by random fluctuations of the dynamics of the time
series and for which there is no evidence of increase in the selected statistics).
The clustering space of this segmentation can be analysed in Fig. 3. This Figure
confirms that there are some differences between the two clusters associated to
the DO events (C; and Cs), mainly from the values of the S? metric.

4 Conclusions

This work tackles the problem of time series segmentation in the context of pa-
leoclimate time series analysis. We propose a Genetic Algorithm to perform the
segmentation and clustering of the time series by using six statistic characteris-
tics that have been found to reveal incoming tipping points (TPs). The results
have shown that the method clusters together most of the TPs avoiding “false
positives”, which is a promising result because it demonstrates that most of the
TPs can be segmented with the same data analysis, as opposed to other propos-
als in the literature, which design TP-specific descriptors. Future work includes
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extending the method to find early warning signals and considering other time
series datasets, mutation and crossover operators and fitness functions.
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Abstract. Massive open online courses have a large impact in developing
countries, helping to improve education in poor regions. However, instruc-
tors cannot review open-ended work from students as they do in smaller
class settings. In the context of computer science courses where students’
code is reviewed, there are some methods that use code metrics for au-
tomatically providing the student with a qualification. Notwithstanding
this, a high number of incomplete and conflicting sources of information
must be combined in the prediction process, and it may happen that there
are too many variables involved to make any meaningful predictions. In
this work a new method is proposed for sorting a set of metrics by their
relevance in the prediction of student qualifications that can cope with
incomplete and imprecise results. Measurements taken on variable-sized
sets of assignments are aggregated into fuzzy values, and a fuzzy random
variable-based definition of mutual information is used to build a partial
ranking of metrics according to their predictive power. The most relevant
metrics are fed to a genetic fuzzy system that models the dependence be-
tween the fuzzy code metrics and the qualifications of the correspond-
ing students. A set comprising 800 source code files, collected in class-
room Computer Science lectures taught between 2013 and 2014, was used
for validating the hypotheses of this research, and it was found that the
new ranking method significantly improves the predictive capability of the
models.

1 Introduction

On-line courses are ubiquitous nowadays. Almost every institution, university,
college or high-school offers freely accessible on-line courses. Massive Open On-
line Courses (MOOCSs) and Distance Learning have a large impact in developing
countries, helping to improve education in poor regions.

Learning Management Systems or Content Management Systems are used to
provide the students with different kinds of material and also allow students
and teachers to interact via lectures, assignments, exams or gradings. However,
the resources needed for tracking students and taking examination are time
consuming for the organizing institutions, thus there is demand for intelligent
techniques that help the instructor to manage large groups of students. In par-
ticular, procedures are seeked that partial or completely automate the grading

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 330-341, 2014.
© Springer International Publishing Switzerland 2014
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process, understood as taking standardized measurements of varying levels of
achievement in a course [3].

There are topics, however, whose qualification is troublesome. Think for in-
stance in computer programming, where the usual examination procedure con-
sists in challenging the students with a set of problems to be solved. In online
courses, the student’s solutions, comprising one or more source code files, are
uploaded to the platform, where the person at charge scores the task. This
needs a long time and it is also difficult for the teacher to be objective and
unbiased. If the grading depends not only on the program output correctness
(using a set of sample data inputs) but also on the structure of the solution
(data types, control flow, efficiency) or the documentation quality, the situation
is even worse. In addition to this, the students should follow the usual software
developing process and thus the solution of each assignment should pass through
several stages until it reaches a maturity level such that it can be submitted as
a completed task. Those intermediate stages could provide a valuable feedback
to the teacher, regarding individual students’ needs and also teacher’s lectures,
materials or strategies quality.

This problem has been addressed before by different researchers. In [22] a semi
automated system for task submission and grading is proposed, but the grading
itself must be done manually by the teacher. Other systems exist that are able to
check submitted source code automatically, for instance the WebToTeach system
[3]. Similar to this, and focused on programming, the methods in [19] or [11]
achieve an automatic grading by comparing the output of each student program
with the output of a correct program. There is no measurement of the internals of
the source code, which it is labelled as correct if the output is correct, regardless
of the solution strategy. The AutoLEP system [28] is more recent. One of the
salient points of this last work is a procedure to compare any implementation
of an algorithm against a single model. Furthermore, in [27] a methodology is
presented that accomplishes automatic grading by testing the program results
against a predefined set of inputs, and also by formally verifying the source code
or by measuring the similarities between the control flow graph and the teacher’s
solution. The parameters of a linear model are found that averages the influence
of the three techniques in order to match teacher’s and automatic grading in a
corpus of manually graded exercises. Finally, in [16], software metrics are used to
measure the properties of the students’ programs and a fuzzy rule-based system
is used to determine how close the programs submitted by students and the
solutions provided by the teacher are, partially achieving an automatic grading.

However, these approaches are not without problems. Automatic grading may
not only be intended to compare students’ and teacher’s solutions to a particu-
lar problem but also to determine the level of achievement of each programming
concept, as mentioned before. But programming concepts are, generally speak-
ing, related to sets of different source code files written by the students. The
metrics of all source codes in these sets should be jointly considered by the grad-
ing system. Since these sets may be of different sizes for different students and
some of its elements may be missing, a robust combination method is needed.
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Furthermore, not all metrics are equally informative for each programming con-
cept, thus a procedure is needed for chosing the most relevant ones. Because of
this, in this paper:

— A method is proposed for building a fuzzy compound value that summarizes
the values of the software metrics of different source files that are related
to the same programming concept. This compound value takes into account
both the average value and the dispersion of the different metrics.

— The relevance of the different metrics is assessed with an extension of the
Mutual Information (MI) criterion to fuzzy data. It will be shown that the
extension described in this paper exploits better the available data and sig-
nificantly improves the crisp definition of MI for this problem.

— A genetic fuzzy system that can learn rules from interval and fuzzy data
is used to build the fuzzy rule based system that performs the automatic
grading on the basis of the metrics that have been selected in the preceding
step.

This paper is organized as follows: in Section 2, a brief state of the art in soft-
ware metrics for software analysis is given. In Section 3, a method for combining
the values of a metric over a set of different source files is proposed. In Section
4, a method for ranking the importance of the fuzzy aggregated metric values is
proposed, and in Section 5 the rule learning algorithm is described. In Section 6
numerical results are provided that validate the claims of this paper with actual
data collected in classroom lectures in 2013 and 2014. Section 7 concludes the
paper and highlights future research lines.

2 Software Metrics for Software Analysis

Software metrics have been actively researched since the early stages of Com-
puter Science, and an extensive amount of results are available; see for instance
[1] or [18], where comprehensive surveys about Software Metrics are performed.

In this work, software metrics will be used to measure the quality of the
students’ submitted source code. It will be assumed that better coding leads to
higher scoring, but static analysis is also used to obtain additional insights about
the student’s programs. According to [24], the most relevant software metrics in
this context are:

— Number of lines of code: a naive measurement of the code size.

— Ratio between lines of comments and lines of code: a measurement of code
documentation.

— Halstead metrics [13]: these metrics have been reported to be useful to eval-
uate students programs [2].

— Cyclomatic number [20]: often related to complexity measures and thus usu-
ally referred to as cyclomatic complexity number, but there is not a full
agreement about the subject [2]. The cyclomatic number is a graph the-
ory concept that has been translated to software because a program can be
modeled as a strongly connected graph [30].
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Most of the software analysis tools' provide these features and many other in-
dexes. As the number of software metrics increases, the odds that some of them
are closely related or overlap in the property being measured increases too. For
instance, it is hard to conceive an increase of the cyclomatic number without
a simultaneous increase of the lines of code. Moreover, an increase in the value
of a metric is not always consistent with an improvement in the code quality.
For instance, it may happen that the complexity of a given problem solution
is too low, because the student is unwinding a loop, or the complexity may
be greater than expected because the student is using a quadratic algorithm
for a problem with linear solution. In either case, the dependence between the
metric value and the desired solution is highly problem dependent. Because of
this, some researchers propose to use feature selection techniques for finding the
best software metrics for the problem at hand. In [21], a stochastic procedure is
employed to select the subset of quantitative measures that bring out the best
software quality prediction. Another example is [17], where eighteen filter based
feature selection procedures are tested against sixteen software datasets, in this
case searching for fault prone modules.

In this paper, a set of software metrics that are commonly used to measure
student’s source code properties [16] with some additions from [23] for extracting
information related with style and structure will be used, and feature selection
techniques will be developed that help to select the best set of metrics for each
programming concept.

3 Fuzzy Data as an Aggregate of Disperse Information

As mentioned, the grading process is intended to determine the level of achieve-
ment of each programming concept, which in turn is assessed by means of a
set of source code files written by the students. The metrics of all files in these
sets are jointly considered by the grading system. Given that these sets are of
different sizes for different students and some of its elements may be missing, a
robust combination method is needed.

The proposed combination is based on the assumption that the application
of a software metric to a given source code can be assimilated to the process
of measuring the value of an observable variable or item that provides partial
information to describe an unobservable or latent variable. In this case, the
latent variable is the degree of assessment of a given programming concept. It is
remarked that the information provided by different items may be in conflict.

The conversion of a set of items into a compound value that can be fed into
a model has been solved in different ways in other contexts. For instance, in
marketing problems certain models have been designed where sets of items are
preprocessed and aggregated into a characteristic value [6]. The most commonly
used aggregation operator is the mean, although many different functions may
be used instead [7].

! http://www.webappsec.org/
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In [26], however, a different approach was used: it was assumed that there
exists a true value for the latent variable, but also that this value cannot be
precised further than a set that contains it. The same idea will be adopted in
this paper. Observe that this method is compatible with a possibilistic view
of the uncertainty, where fuzzy sets are used for describing partial knowledge
about the data. This interpretation is grounded in the result that the contour
function of a possibility distribution is a fuzzy set [12], and a-cuts of fuzzy
sets are linked to confidence intervals about the unknown value of the feature
with significance levels 1 — « (see reference [10]). This last property supports
the use of intervals or fuzzy data for modelling uncertain data: a fuzzy set is
found such that their a-cuts are confidence intervals with degree 1 — « of the
expected value of the observation error. In this paper, bootstrap estimates of
these confidence intervals have been used, that are stacked to form the fuzzy
membership functions describing the aggregated value of the metrics.

4 Feature Selection for Fuzzy Data

In this section, a method for ranking the importance of the fuzzy aggregated
metrics in relation to the grading problem is presented. The importances of
the different metrics will be ordered by means of an estimation of the degree
of independence between the scores assigned by the teacher to the members
of a control group and the fuzzy aggregated values of the metric in the set of
source files. This degree of independence is based on an estimation of the mutual
information between a random variable (the grades) and a fuzzy random variable
(each aggregated metric).

A fuzzy random variable will be regarded as a nested family of random sets,
(Aa)ae(o,1), each one associated to a confidence level 1 —a [9]. A random set is a
mapping where the images of the outcomes of the random experiment are crisp
sets. A random variable X is a selection of a random set I" when the image of
any outcome by X is contained in the image of the same outcome by I'. For a
random variable X : {2 — R and a random set I : 2 — P(R), X is a selection
of I' (written X € S(I")) when

X(w) € I'w) forall we £2. (1)

In turn, a random set can be viewed as a family of random variables (its selec-
tions.)

The mutual information between a random variable X and a random set I’
is defined as the set of all the values of mutual information between the variable
X and each one of the selections of I:

MI(X,T) = {MI(X,T) | T € S(I)}. (2)

and the mutual information between a random variable X and a fuzzy random
variable A is the fuzzy set defined by the membership function

MI(X, A)(t) = sup{a | t € MI(X, Aq)}. (3)
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Let M + 1 paired samples (XF, X5, ..., X%), and (Y1,Y2,...,Yn), with k =

., M, from M + 1 standard random variables X' X2,...,X™ and V. It
will be assumed that all universes of discourse are finite. Let p¥,p5, ..., pk and
q1,92, - - -, ¢m be the relative frequencies of the values of the samples of X* and
Y, respectively, and let ¥, 75.. .. ¥ be the frequencies of the values of the joint
sample X% x Y. The mutual information between the variables X* and Y is

estimated as follows:

MI(k) = MI(XE, .., XK). (V... V) =
Zz lpz IngZ er;l qilogqi+Zz 175 logr

Let
(XY, XM Y) = (01,00,...,00m) (4)
be a ranking of the variables (X!, X2, ... XM) according to their relevance. The
notation
DXL XM Y)Y (k) = oy (5)
will be used in the following In this paper, the ranking X' is a permutation of
the M elements 1,..., M fulfilling that?
MI(O’l) S MI(O’Q) S S MI(CT]VI). (6)

Now let be M + 1 fuzzy paired samples ()~(f, )?f, e ,)~(1’§'[), and an also paired
crisp sample (Y1, Ya, ..., Yx) from M+1 fuzzy random variables X1, X2, . XM
and the standard random variable Y. It is proposed that the ranklng of the
variables X1 X 2, X M ig the fuzzy permutation X defined as follows:

[EX XM Y)(k)] =

«

{ZC XM Y)R) | X € S(X M @)la) - XM € S(IXMW)a)}. (7)

Each element of g’ is a fuzzy set describing the set of ranks of each fuzzy ag-
gregated metric X*. In this paper the metrics will be ordered according to the
modal points of this fuzzy permutation; see Section 6 for a detailed practical
case.

5 Genetic Learning of Fuzzy Rules from Imprecise Data
in Modeling Problems

The fuzzy aggregated metrics are the inputs of a rule-based model that predicts
the grades of a student. In this section the rule learning algorithm introduced in
[25] is briefly described for the convenience of the reader. Fuzzy models comprise
R rules with the form

If  is A, then y is B, with weight w,, (8)

2 Alternatively, X could also be thought of as the outcome of any suitable feature
selection algorithm, for instance [4].
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where x and y are the feature and the output vectors, respectively, and A, are
conjunctions of linguistic labels, which in turn are associated to fuzzy sets. B, is
a singleton or a fuzzy number. In this paper, A, and B, are not modified during
the learning, to preserve the linguistic interpretability, but each rule is assigned
a weight w,.. The output Y of the fuzzy model for a fuzzy input X is defined
through the membership function

V(y) = sup { X(x Zfr )} (9)

where each function f,(z) is a product §, A, (z). A,(z) is the membership of = to
a linguistic expression whose terms are labels of the linguistic variables defined
over the input variables, connected by the operators “AND” and “OR”. 3, is
the product of the centroid of B, and the weight w, assigned to the rule.

5.1 NMIC: A Multiobjective Michigan-Style Genetic Fuzzy Model
for Imprecise Data

The NMIC learning method is based on the hypothesis that the best model
will comprise rules that are in nondominated sets under confidence and support
measures [15]. An extension of the NSGA-IT algorithm to fuzzy data is repeatedly
launched to obtain Pareto fronts containing nondominated rules in terms of
confidence and support. Every front is regarded as a population of a Michigan-
type algorithm, where each individual is an antecedent of a fuzzy rule and the
whole population is a fuzzy model. Individuals (rules) are weighted and selected
by means of a procedure called SVD select that will be explained later in this
section. The pseudocode of the NMIC algorithm is shown in Figure 1. The
codification and genetic operators are described in reference [25].

Initialize P
Evaluate confidence and support in P
SVD select P
Create Intermediate Population Q
while iter < maxiter
Evaluate confidence and support in P+Q
SVD select P+Q
non dominated sort P+Q
compute crowding distance P+Q
P < selection of P+Q
SVD select P
non dominated sort P
Create Intermediate Population Q
end while
Output the nondominated elements of P

Fig. 1. Pseudocode of the NMIC algorithm
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The fitness of an individual has three components: the support of the an-
tecedent of the rule, its confidence and the weight of the rule. The support is
the fuzzy arithmetic-based sum of the memberships of the antecedent for all the
points in the sample. The confidence is used to compare the degree to which a
rule explains all the examples that it covers. In this case, this is understood as
the inverse of the (fuzzy) variance of the examples covered by the rule, i.e. all
examples in the dataset, weighed by their memberships to the antecedent of the
rule.

The SVD select procedure consists in assigning each rule in the Pareto front
a weight, with the purpose of obtaining a compact rulebase, while at the same
time these weights achieve the best matching between the data and the model.
Let A be the matrix of the memberships of the antecedents of all rules in the
Pareto front, at the centerpoint of the inputs. Let Y be a column vector with the
centers of the desired outputs of the model, and let W be another column vector
formed by the weights of these rules, those that we want to obtain. The assign-
ment of weights that minimizes the error (and therefore solves the cooperation
problem) is

K = (A'A)7tAYY (10)

provided that the rank r 4 of A coincides with its number of columns, the number
of individuals in the Pareto front. In most cases, r4 is lower than this, therefore
C = A'A does not have inverse. In this particular case, the eigenvalues of all the
submatrices A’ of A formed by removing only one of its columns are computed.
When it is found a submatrix A’ whose non null eigenvalues are the same as
those of A, the column is removed and the process restarted from A’. At the end
of the process, a matrix with r4 columns and full rank is obtained and Eq. 10
can be applied.

6 Numerical Results

Fourty six volunteering students from the first course of an Engineering Degree
in Computer Science at Oviedo University, Spain, participated in this study.
The Python programming language was used. Students were allowed to upload
as many source code files as they wished, ranging from none to more than a
solution for each problem. 800 files were uploaded. Seven programming concepts
were studied: Standard I/0, Conditionals, While loop, For loop, Functions, File
I/O and Lists. The evaluation of the students comprised both theoretical and
practice skills, with two exams each, at the midterm and at the end of the term.
The uploaded exercises were not part of the exams and had no impact on the final
grading. 23 software metrics and properties were measured for each source file,
thus the feature selection stage has to choose between 161 different combinations
of programming concept and software metric.

The most relevant metrics, and the supports of their fuzzy ranks, are shown
in the following table:
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Programming concept  Description of the metric ~ Average rank

Conditional Number of warnings and errors 2.00 £+ 0.11

Iteration Code documentation 3.17 £+ 0.46
Conditional Number of Characters 4.58 £+ 0.67
Conditional Code ratio 4.77 £ 1.40
Functions Style convention adherence  6.54 + 2.38
Conditional Style convention adherence  7.47 4+ 0.66
Conditional Number of tokens 9.88 £+ 1.60

The first conclusion that may be drawn from this selection is that the best
students seem to have better coding style and produce a larger documentation.
However, these indicators arguably have a limited practical use for automatic
gradings; further work is needed to find a different set of software metrics with
a higher descriptive power.

Notwithstanding this, from a methodological point of view the proposed tech-
nique is robust and the available information is better exploited with the combi-
nation of the fuzzy feature selection and NMIC than it is with alternate feature
selection and model learning algorithms. To prove this fact, neural networks,
generalized additive models [14], regression trees [5] and the NMIC algorithm
were launched over subsets comprising the first 6, 8 and 10 metrics chosen by
the both the fuzzy feature selection algorithm and their crisp version operating
on the centerpoints of the aggregated data. The combination of the NMIC algo-
rithm with fuzzy data was consistently better in all cases (statistically relevant
results, according to Friedman/Wilcoxon tests).

6 var 8 var 10 var
Algorithm Crisp IM Fuzzy IM Crisp IM Fuzzy IM Crisp IM Fuzzy IM
NEU 12.69 8.52 14.70 20.34 19.77 12.72
GAM 7.09 7.24 9.25 8.25 10.94 10.36

TREE 7.60 7.19 8.58 8.30 8.33 7.31
NMIC 7.35 6.94 8.40 7.88 6.55 6.54

AVG RANK  1.75 1.25 1.75 1.25 2 1

In the left part of Figure 2 a set of boxplots is drawn containing the paired dif-
ferences of linear regression (LIN), neural networks (NET), generalized additive
models (GAM), regression trees (TRE), the NMIC algorithm applied to the cen-
terpoints of the fuzzy data (NMC) and the same algorithm applied to the fuzzy
aggregated metrics (NMI). Values lower than zero mean than the fuzzy feature
selection algorithm is better than the crisp selection, and positive values mean
the opposite. Again, the ranking proposed in this paper is significantly better
than the same estimator applied to the average value of the metrics, demon-
strating that the fuzzy aggregation loses less information than the alternatives
and also that the proposed method is able to exploit this extra information.
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Fig. 2. Left part: paired differences of linear regression (LIN), neural networks (NET),
generalized additive models (GAM), regression trees (TRE), the NMIC algorithm ap-
plied to the centerpoints of the fuzzy data (NMC) and the same algorithm applied to
the fuzzy aggregated metrics (NMI). Right part: most relevant metrics according to
the proposed algorithm (black circles and bars) and according to a MI-based ranking
estimated on the centerpoints of the data (red circles).

Finally, in the right part of the same Figure 2 the rank of the most relevant
metrics, according to the proposed algorithm, are graphically displayed with
black circles and bars. The ranking of the same metrics, according to a MI-
based ordering which is based on the centerpoints of the data (red circles) is
superimposed. In this practical case, the first three metrics are the same for
both methods, but at the fourth position both ranks begin to differ. The black
error bars mean that the dispersion of the fuzzy data is high enough so that the
rank of the metric changes for different selections of the data; this information
would have been lost if a crisp feature selection method was used.

7 Concluding Remarks

A method for ranking software tests according to their relevance in an automatic
grading systems has been proposed. The main innovation of the new method lies
in the development of a set of techniques that can make use of a fuzzy aggregation
of the information contained in a variable number of exercises about the same
learning subject.

The technique has proven to be effective, as the fuzzy aggregation clearly pre-
serves information that would be lost with crisp aggregations. From a method-
ological point of view, the new algorithm is a solid alternative. However, from
the point of view of the automated grading techniques for MOOCs, the results
are less convincing, as the most powerful metrics found in the available list were
related to the quality of the documentation, the programming style and the size
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of the code. While it is clear that the best students consistently perform better in
these metrics, it is also clear that these indicators could be easily altered by the
student thus their use for grading online students cannot be recommended and
further work is needed to find a different set of software metrics with a higher
descriptive power.
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Abstract. This paper proposes an improvement of Evolutionary Strategies for
objective functions with non-linearly correlated variables. It focuses on detecting
non-linear local dependencies among variables of the objective function by ana-
lyzing the manifold in the search space that contains the current population and
transforming individuals to a reduced search space defined by the Kernel Princi-
pal Components. Experiments performed on some popular benchmark functions
confirm that the method may significantly improve the search process, especially
in the case of complex objective functions with a large number of variables, which
usually occur in many practical applications.

1 Introduction

Evolutionary Algorithms (EAs), [1], [5], [12], are an increasingly popular technique of
solving optimization problems, which try to find an optimum of an objective function
on a search space by maintaining a population of candidate solutions, representing data
points in the search space, and moving it towards more and more promising regions
using some evolutionary operators.

Many contemporary applications of EAs concern complex optimization problems
with objective functions of a large number of variables defined on highly dimensional
search spaces. Classic EAs usually do not inspect neither the real dimensionality of the
search space nor the dependencies between variables of the objective function. How-
ever, in many practical applications, such as decision support systems, classifier sys-
tems, image analysis or signal processing systems, where the dimension of the search
space often exceeds one hundred, some correlations between variables of the objec-
tive function exist. Discovering such correlations provides an opportunity to reduce the
dimensionality of the optimization problem and its complexity.

Although there are numerous techniques of detecting global dependencies among
variables over the entire search space [14], usually in a preprocessing phase, there has
been little research on local dependencies over neighborhoods of optimal solutions and
detecting them during runtime. It includes Correlation Matrix Adaptation - Evolution-
ary Strategies (CMA-ES) [6] or Evolution Strategies with Internal Dimensionality Re-
duction (ESIDR) [9].

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 342-353, 2014.
(© Springer International Publishing Switzerland 2014
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The most popular techniques for exploring linear dependencies include the Princi-
pal Component Analysis (PCA) [7] and the Multidimensional Scaling (MDS) [4]. PCA
tries to transform the original coordinate system to a new system with orthogonal axes
ordered by the amount of variance of the original data sample that they describe. It uses
the covariance matrix of the data sample and compute its eigenvalues and eigenvec-
tors that defines the principal components being the axes of the new coordinate system.
Ignoring the principal components with the lowest values of the corresponding eigen-
values leads to the dimensionality reduction. MDS tries to find a transformation from
the original data space to a reduced one that preserve the distances between particular
data points. It is similar to PCA, if the distance is euclidean, but may work with other
distance functions. MDS is often used to visualize data samples on the plane, espe-
cially if the data sample contains non-numeric variables, which does not allow to use
euclidean distances.

Exploring non-linear dependencies is more challenging [2]. Some methods, rather
simple but efficient in many cases, extend PCA. For instance, the Kernel Principal
Component Analysis (KPCA) [11], which maps the data sample to a higher dimen-
sional space by a non-linear transformation and then tries to apply PCA to the mapped
data sample and reduce its dimensionality. It uses the so-called kernel trick to avoid
computing distances in the higher dimensional space. Other methods, such as Isomap
[13], extend MDS with additional distance measures. Some techniques, such as the Lo-
cally Linear Embedding (LLE) [10], focus on preserving some local characteristics of
the data sample. LLE defines each data point in the data sample as a linear combina-
tion of its neighbors and tries to find a transformation of the original data space to a
reduced one in such a way that each mapped data point will be a linear combination of
its mapped neighbors with the same coefficients as in the original data space.

Some recent Evolutionary Algorithms, called Estimation of Distribution Algorithms
(EDAs) [8], try to regard the population of candidate solutions as a data sample with
a probability distribution approximating the probability distribution describing optimal
solutions. A similar approach is presented in this paper to detect correlations among
variables — it treats the current population as the data sample from a neighborhood of
optimal solutions and endeavours to discover dependencies among variables in such a
neighborhood using KPCA.

In the approach, first, a number of iterations of the main evolution is performed in
the entire original search space to move the population to some promising regions of
the search space. Next, a number of subevolution iterations is performed in a manifold,
defined by the current population of the main evolution - usually lower dimensional
than the original search space, and then the population is restored back to the original
search space in order to ensure whether the manifold corresponded to a neighborhood
of the global optima or not. Few next main iterations may correct the population and
move it to some other promising regions of the search space, and then a number of
subevolution iterations exploit the new manifold.

This paper is structured in the following manner: Section 2 concerns the kernel-based
mappings and the population dimensionality reduction. Section 3 introduces the im-
provement of Evolutionary Strategies for objective functions with non-linearly
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correlated variables. Section 4 discusses the experimental evaluation of the approach.
Finally, Section 5 concludes the paper.

2 Kernel-Based Mappings and Population Dimensionality
Reduction

Let P = {x1,%X2,...,Xn} C R? be a population of N individuals, where each indi-
vidual x; = (241, T2, . .., xiq)T € R, fori =1,2,..., N, is a data point in the search
space {2 = R?, where d is the dimensionality of the optimization problem.

We may investigate the manifolds in {2 that contain the population. In the pessimistic
case, the population is chaotic and widespread across the entire search space without
any significant dependencies, so the only one reasonable manifold to consider is the
entire search space itself. In the optimistic case, the population may be chaotic, but fo-
cused on a certain manifold in the search space, possibly of a lower dimensionality than
the entire search space. It may happen when some variables of the objective function are
correlated, so there are some dependencies between values of genes in the chromosome.

It is worth noticing that such dependencies may be local, occurring only in a certain
region of the search space, e.g. in the neighborhood of a local or global optimum of the
objective function, where the current population focuses on, so they usually cannot be
discovered by popular preprocessing methods before the evolution process starts.

Figure 1 presents an example illustrating the approach. Figure 1(a) presents an ob-
jective function of two correlated variables and its values for a hypothetical population.
Figure 1(b) presents the population in the original search space, where it focuses on a
circle manifold. Figure 1(c) presents the population after a non-linear transformation to
a new search space. It is easy to see that the population may be quite well described by
only one variable. Figure 2 presents a similar example with another objective function.

Assume that the population lies in a certain manifold in the search space. Although
the manifold is embedded in the d-dimensional search space, it may be homeomorphic
to another manifold of a lower dimensionality. However, the homeomorphism may not
be obvious and discovering it may not be simple, especially in the case of local and
non-linear dependencies.

One of the possible approaches, based on the Kernel Principal Component Analysis
(KPCA) [11], is first to transform the search space to a highly dimensional data space,
where it is easier to separate data points, i.e. to simplify the geometry of the mani-
fold, and then to reduce the dimensionality of the highly dimensional mapping of the
population by transforming it to a new lower dimensional search space.

Let @ : {2 — II be a mapping, not necessarily linear, from the original search space
{2 to a hypothetical highly dimensional data space I7, which may be even of the infinite
dimensionality, assumed only to be a Hilbert space. At the beginning, assume that the
population P mapped by the transformation ¢ is centered, i.e.

N
> B(x) =0, (1)
=1

where ®(x;) is the mapping of the individual x; in the data space I1.
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Fig. 1. An objective function with two correlated variables and its values for a hypothetical pop-

ulation (subplot (a)), the population in the original search space (subplot (b)) and in the reduced
search space (subplot (c)), where the second variable seems to be redundant

In order to try to reduce the dimensionality of the mapped population in the highly

dimensional data space II, one may try to perform the classic Principal Component
Analysis (PCA) [7] and to find eigenvalues and eigenvectors of the covariance matrix

1 N
z= ;@(xl)@(xl)T. 2)

It is obvious that all the eigenvectors must be linear combinations of #(x; ), P(x2), . . .,
&(x ) and lie in the span of &(x1), P(x2), ..., P(xn), so the eigenvalue equation

Av = v, 3)
where A denotes the eigenvalue and v denotes the corresponding eigenvector of the
matrix X, is equivalent to a system of linear equations

D(x) T (Mevi) = D(x)T (Zvy), foreachi =1,2,..., N, “4)
fork=1,2,..., K,where A1, Ao, ..., Ag are non-zero eigenvaluesand vy, vo, ..., Vg
are corresponding eigenvectors of the matrix X'. As each eigenvector vy, is a linear com-
bination of &(x1), ¢(x2), ..., P(xn), let

N
Vi =) o B(x;), &)
j=1

345
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Fig. 2. An objective function with two correlated variables and its values for a hypothetical pop-
ulation (subplot (a)), the population in the original search space (subplot (b)) and in the reduced
search space (subplot (c)), where the second variable seems to be redundant

where a, = (g1, Qg2, - - - Ok N)T € RY is a vector of linear coefficients. Therefore,
the system of linear equations (4) reduces to
N N
Me Yo @(x:) B(x;) = Y o @(xi)" ZD(x;),  foreachi=1,2,...,N,
, o
(6)

and using (2) to

N
Ak Z Oékj@(xi) (x5) N Z Z arjP(x;) (Xl)gp(xl)T(p(Xj)v )

j=11=1

thus after defining a matrix K € RV*¥ with elements k;; = &(x;)T ®(x;), the system
of linear equations (4) is equivalent to

NrogK = Kay,. ®)
Finally, it may be shown that the solution to the system of linear equations (4) are the
eigenvalues NV \; and corresponding eigenvectors o of the matrix K. Therefore, the
mappings &(x;) of individuals x; may be reduced to y; = (yi1,¥i2, - - -, Yiq) € RE
by projecting ¢(x;) onto the K eigenvectors vy, Vs, ..., Vv, corresponding to the K
non-zero eigenvalues, so

N
Yir = Vi, P Z ki ®((x) " B((x:) = Y anjhii- €))
j=1
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In the approach proposed in this paper, based on the KPCA, the so-called kernel trick
allowed to avoid the direct evaluation of the mappings ®(x;) of the individuals x; in the
highly dimensional data space I with evaluation only their dot products ¢(x; ) @(x;),
i.e. the kernel values k;;.

Regarding the assumption (1) that mappings are centered, it may be relaxed with
transforming the arbitrary kernel matrix K into

K=K -1K - K1 + 1K1, (10)

where 1 is a matrix of ones divided by IV of the same size than the matrix K.

In the literature, a number of different kernel functions has been proposed, among
the others, the polynomial kernels, the gaussian or radial basis kernels, the sigmoid
kernels and the kernels constructed from particular mappings. In this paper, we focus
on gaussian kernels defined by the gaussian kernel function & : R% x R? — R:

\|X—Y\|2)
202 ’

k(x,y) = exp(— (11)

where o is a parameter and the kernel matrix K defined by k;; = k(x;,y;).

3 Evolution Strategy with Kernel Principal Components
Dimensionality Reduction

Algorithm 1 presents an overview of the Evolution Strategy with Kernel Principal Com-
ponents Dimensionality Reduction (ESwWKPCDR) for an objective function F' : R"™ —
R of non-linearly correlated variables.

ESwKPCDR begins with generating a random population Py of N individuals and
evaluating it. In the main evolution loop, a parent population Pt(P) of M individu-
als is selected with the roulette wheel method, recombined with the local intermediary
recombination and mutated with adding some gaussian noise to each gene of each chro-
mosome independently, as in classic ES [12]. It finally forms an offspring population
Pt(o) of M individuals, which is compared with the current population P, and selected
to the new population Py 1. In some main evolution iterations, ESWKPCDR performs
a subevolution, which analyses the current population, transforms it to a reduced search
space, and performs the same routine as the main evolution, but on the selected mani-
fold only.

The main evolution and the subevolution is run in such a way that first a number of
main iterations is performed in the entire original search space to move the population
to some promising regions of the search space, then a number of subevolution iterations
is performed in a selected manifold and then the population is restored to the original
search space in order to ensure whether the manifold corresponded to a neighborhood
of the global optima or not. Few next main iterations may correct the population and
move it to some other promising regions of the search space, and then a number of
subevolution iterations exploit the new manifold.
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Algorithm 1. Evolution Strategy with Kernel Principal Components Dimensionality
Reduction (ESwKPCDR)
Po = Random-Population(N, M)
Population-Evaluation(Po, F')
t=0
while not Termination-Condition(7?;) do
P") = Parent-Selection(P;, M)
P9 = Recombination(P{", M)
P9 = Mutation(P{?), M)
Population-Evaluation(P ", F)
Pi+1 = New-Population-Selection (P, Pt(o))
t=t+1
if Subevolution-Starting-Condition() then
Search-Space-Reduction()
Ro = Population-Reduction(P;)
s =0;
while not Subevolution-Termination-Condition(R.) do
RE) = Parent-Selection(R s, M)
RO = Recombination(Rgp), M)
Rgo) = Mutation(Rgo), M)
Reduced-Population-Evaluation (RFf” , F)
Rs+1 = New-Population-Selection(R s, R§O>)
s=s5+1
end while
Search-Space-Restoring()
‘P: = Population-Restoring(Rs—1)
end if
end while

3.1 Search Space and Population Reduction

The subevolution starts with determining the manifold in the search space R? that con-
tains the current population P; and transforming it to a reduced population R by pro-
jecting it onto a number of kernel principal components, as described in the previous
section, usually smaller than the dimensionality of the original search space.

It is worthy noticing that although the original population is transformed to the re-
duced one, the mapping & itself, which transform the original search space {2 to the
highly dimensional data space I still remains unknown, as only the dot products in
the data space II are evaluated (by the kernel function, without prior evaluating the
mapping P).

3.2 Reduced Population Evaluation

Although the evolutionary operators of the subevolution are derived from the main evo-
Iution without modifications, i.e. only the chromosome length changes, the problem
occurs in evaluating the reduced population. As the mapping ¢ remains unknown, as
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well as its inverse mapping, the new reduced individuals cannot be straightly evaluated
by the original objective function.

In the literature concerning the kernel-based mappings, [11], a few solutions are
suggested to restore a point from the reduced data space to the original one. They are
usually based on some approximation or regression methods, beside the case of the
kernel functions constructed from particular mappings.

In the algorithm proposed, a mechanism derived from restoring in Locally Linear
Embedding [10], based on local linear dependencies, is used. In order to evaluate a
reduced individual y € R, first, we find k mappings of the original data points nearest
to the reduced individual. Then, we try to approximate the reduced individual by a linear
combination of the k nearest mappings. Finally, we define the restored individual as a
linear combination of the k original data points corresponding to the k nearest mappings
with the same linear coefficients and evaluate the objective function for the restored
individual.

3.3 Search Space and Population Restoring

After termination of the subevolution, the current reduced population R is restored to
the original search space by applying the same procedure as during the reduced popu-
lation evaluation, described in the previous subsection.

4 Experimental Evaluation of the Approach

A number of experiments were performed in order to validate the approach proposed in
this paper by comparing the algorithm that uses kernel principal components and works
on the reduced search space with the original algorithm that works on the original search
space.

Each experiment concerned a deceptive objective function being a transformation of
one of the classic benchmark functions usually used in testing evolutionary algorithms
for continuous problems [15]. Such a transformation extends the original benchmark
function to a function of a larger number of correlated variables, otherwise, the compar-
ison would not make any sense, because the original benchmark functions have usually
independent variables and the improvement mechanism proposed in this paper would
not be certainly capable of reducing the search space.

Some experiments were also performed on real-world problems, such as constructing
optimal weights for a rule-based decision support system, where the weights are highly
dependent due to existing similarities in the decision rules, but are not discussed here
due to the size constraint of the paper.

4.1 Classic Benchmark Functions

The first part of benchmark functions concerns the classic De Jong test suite composed
of the unimodal function F7, the discontinuous function F3 and the noisy function Fy
[15].
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Fi(x) :Zx? (12)
=1

Fy(x) =[] (13)
=1

Fy(x) = iz} +N(0,1) (14)

i=1

The second part of the benchmark functions includes other popular benchmark func-
tions, such as the Rastrigin function Fg, the Schwefel function F~, and the Griewangk
function Fg [15].

n

Fs(x) = 10n + Z(m? — 10 cos(2mz;)) (15)
=1
Fr(x) = 418.9829n — > _ a;sin(y/|z;]) (16)
i=1
n 2 n
F(x)=1+5" "1 T cos(x:i/Vi) 17)
; 4000 1;[1

4.2 Deceptive and k-Deceptive Benchmark Functions

Each classic benchmark function F' : R™ — R was extended by a mapping ¥ : R™ —
R™, for m > n, so that the actual objective function f : R™ — R, called the m-
dimensional deceptive objective function, was a composition of the mapping ¥ and the
classic benchmark function F, i.e. f(x) = F(¥(x)). It is easy to see that variables of
the final objective function f were correlated (although the objective function f was
formally a function of m variables, the real dimensionality of the optimization problem
was n < m) and the improvement mechanism proposed in this paper might have a
chance to reduce the search space.
Both, the linear mappings ¥ with a random matrix A € R"*™ and a random vector
b € R", where
U(x) = Ax+b, (18)

and the non-linear mappings ¥ based on polynomial functions with random parameters,
were considered.

Furthermore, k-deceptive objective functions were defined by the analogy to the k-
deceptive objective functions used for evaluating the ECGA algorithm: the entire chro-
mosome x was divided into blocks of successive k£ genes, then a chosen k-dimensional
deceptive objective function was evaluated on each block, next the values of the decep-
tive objective function on all the blocks was summed and finally returned as the results
of the k-deceptive objective function.
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4.3 Results

Each experiment concerned a classic benchmark function transformed to a k-deceptive
benchmark function with the final chromosome length d = 50, 100, or 250, divided
into blocks of k = 25 genes, where on each block, the k-dimensional deceptive bench-
mark function based on a n-dimensional classic benchmark function, for n = 5, 10, or
15, was evaluated. Parameters of the transformation ¥ extending the n-dimensional
classic benchmark function to a k-dimensional deceptive benchmark function were gen-
erated randomly for each experiment. Such an optimization problem was solved twice:
once with the kernel mappings mechanism turned off, and once with turned on. In both
cases, the population size was N = 500 and the number of offspring was 2/N. The
original algorithm run for 5000 iterations. The improved algorithm run for 5000 iter-
ations in total: main evolution was run for 100 iterations, then subevolutions was run
for 400 iterations, and it was repeated 10 times. Thus, during their run, both algorithms
evaluated the same number of individuals.

Figure 3 illustrates the typical behavior of these two algorithms on the benchmark
function based on F; with £ = 50, 100, and 250 (subplots (a), (b), and (c), respectively)
and n = 5. It presents the best values of the objective function (the vertical axis) in
successive iterations of the evolutionary algorithm (the horizontal axis), for the original
algorithm (the red line) and the improved one (the black line). It is easy to see that the
improved algorithm outperformed the original one. One may also see the effect of the
search space reduction and restoring on the black line.

(@) (b) (©
100 100 100

50 50

0 2500 5000 0 2500 5000 0 2500 5000

Fig. 3. A comparison of the original algorithm with the improved one on the benchmark function
based on F with £k = 50, 100, or 250 (subplots (a), (b) and (c), respectively) and r = 5: the
best values of the objective function (the vertical axis) in successive iterations of the evolutionary
algorithm (the horizontal axis), for the original algorithm (the red line) and the improved one (the
black line)

Table 1 presents a summary of results for all the benchmark functions. In order to
compare the original algorithm with the improved one, for each experiment, the differ-
ence between the best found solution and the actual optimum of the objective function
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Table 1. Summary of results

experiments with linear mappings ¥

d n fi fs fa fo fr fs

50 5 15.75 84.53 235.53 1.86 1.00 4.73
50 10 11.33 79.24 372.24 1.38 0.99 4.54
50 153.00 78.61 192.51 1.30 1.00 3.28
100 5 9.89 83.19 119.53 1.19 1.01 3.86
100 10 9.84 57.34 58.17 1.31 1.01 2.89
100 15 4.37 64.23 16.47 1.23 0.99 2.67
2505 7.26 36.00 101.58 1.48 0.99 1.94
250 10 8.63 8.25 55.12 1.43 1.00 2.03
250 15 6.48 7.57 43.73 1.36 1.00 1.51
experiments with non-linear mappings ¥

50 5 7.00 72.53 78.24 1.96 0.99 9.38
50 10 4.81 75.24 64.54 1.48 1.00 6.68
50 15 6.61 69.37 53.24 1.10 0.99 3.83
100 5 14.29 79.84 130.97 1.78 1.00 6.56
100 10 9.03 53.12 32.53 1.37 0.99 2.98
100 15 4.83 12.50 16.23 1.25 1.00 2.61
2505 7.69 8.60 79.57 1.56 1.00 2.28
250 10 7.05 9.55 25.28 1.48 1.00 1.73
250 15 3.82 5.00 42.54 1.28 1.00 1.47

was evaluated for each algorithm. The difference for the original algorithm was divided
by the difference for the improved one and noted in Table 1. Therefore, the values below
1 mean that the original algorithm found a better approximation of the optimum of the
objective function than the improved one, while values above 1 correspond to the op-
posite case. It is easy to see that the improved algorithm outperformed the original one
in most cases. Only in the case of the Schwefel function, the results of both algorithms
were similar. Probably the Schwefel function needs an individual parameter settings.

5 Conclusions

This paper proposed an improvement of Evolutionary Strategies for objective func-
tions with non-linearly correlated variables, which focused on detecting non-linear lo-
cal dependencies among variables of the objective function by analyzing the manifold
in the search space that contains the current population and transforming individuals
to a reduced search space defined by the Kernel Principal Components. Experiments
performed on some popular benchmark functions confirm that the method may signifi-
cantly improve the search process, especially in the case of complex objective functions
with a large number of variables, which usually occur in many practical applications.
Certainly, the improvement proposed requires some additional computational ef-
fort and resources, and consequently increases the computational complexity of the
algorithm. However, in many practical applications, such as training decision support
systems, classifier systems or signal processing, the main computational cost is the eval-
uation of the objective function that usually needs performing a kind of a simulation or
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validation. Therefore, in such applications, the computational cost of dimensionality
reduction is low comparing to the rest of the algorithm.
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Abstract. This paper addresses the problem of creating crowd based
scenes in animated films automatically. The main problem in this area
is how to provide a natural way for the animator or director to define
what they want the crowd to do. To this end, we propose here a hybrid
neuro-evolutionary scheme where the artists regulate the behavior that
is desired from the crowd by drawing colored lines and areas within a
scenario. These elements are then transformed into energy based aggrega-
tive fitness functions that can be used to evaluate the behaviors of the
individuals within the crowd during the evolutionary process that pro-
duces the controller for all the characters and, consequently, determines
the behavior of the crowd as a whole. The approach has been tested on
several different real scenes within the workflow of a local animation film
company and the results it produced were very satisfactory.

Keywords: Neuro-evolution, collective intelligence, behavior specifica-
tion, crowd animation, visual interfaces.

1 Introduction

The 3D animation film industry has been increasing the technical quality of its
productions in the last two decades due to the improvements in computational
capabilities, both in software and hardware. Designers now have powerful tools
that run in powerful computers, so they can carry out better work from an
artistic point of view in an affordable amount of time. Nevertheless, a higher
realism level is still possible and there are several open issues.

One of the most challenging topics is crowd animation [14]. The original pro-
cedure of animating a small set of characters and then copying this animation to
other characters in the crowd is not valid for the current quality requirements.
As a consequence, researchers have devoted much effort to automatically obtain
the behavior of the characters with the aim of producing crowds made up of
real independent characters, with independent ”brains” [8][1]. Thus, we can find
several approaches in the literature that differ in the computational technique
used to control each character, resulting in different levels of autonomy and ”in-
telligence”. Most of them come from the collective intelligence field due to the
similarities between a crowd in a scene and a multiagent system [15][2].

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 354-364, 2014.
© Springer International Publishing Switzerland 2014
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On one hand, we can find authors that use physics-based models like particle-
flows, force fields, etc. [9][14] to determine the movement of the elements in the
crowd. With these approaches, realistic results can be produced, but limited to
motion scenes, and where all the characters are homogeneous and perform a
slightly different movement most of the time. At a higher level of autonomy we
can find rule-based systems, where the designer can specify the behavior of one
character in a more general way [13][12][10]. The ”brain” follows the same rules
for all the characters, but the result is different depending on the different state
variables of each individual in the scene. The main problem of these approaches
is that, again, the variability is limited because it depends on the number and
complexity of the implemented rules, which could grow exponentially with the
number of characters and as their heterogeneity increases. The other problem
with these approaches is the complexity of the behavior definition, requiring
expert users or an intensive formation period.

In this work, we describe a crowd animation system called Multitude that
uses a neuro-evolutionary approach in order to automate the crowd animation
and to provide the characters with a higher level of autonomy. Other authors
have used genetic algorithms for crowd animation like [7] and [6], but their
application in real productions is still marginal. Multitude has been developed in
collaboration with a 3D animation company to be applied in its productions, so
applicability, reliability and usability have been very relevant issues. In fact, the
main contributions of this paper are in the design decisions that have been made
to make a neuro-evolutionary approach practical for real applications, especially
in terms of how the artists have to express what they want from the scene
in a natural manner so that the neuro-evolutionary system can really produce
appropriate results. The resulting system is a combination of a powerful search
procedure with a visual design technique that shows the practical potentially of
intelligent hybrid approaches [16][4].

The remainder of the paper is structured as follows: section 2 is devoted to
the description of the Multitude system, including the details about scene spec-
ification, the neuro-evolutionary approach proposed here, the visual behavior
definition tool and the fitness assignment method. Section 3 contains the de-
tails of a prototypical crowd scene solved using Multitude and, finally, section 4
comments on the main conclusions of this work.

2 The Multitude Tool

2.1 Scene Specification

In order to provide some context, it is necessary to explain the elements and
processes involved in the manual creation of a scene in the basic Multitude tool.
All the information required to specify a scene is represented in the scene spec-
ification file. This file defines, along with other important information, all the
types of characters that appear in the scene. Each type contains the common
information to all the characters of the same group, such as its 3D model or
the textures. Also, each type of character will have an associated definition of
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its brain, that is, the subsystem devoted to the execution of actions. Once a
character type is defined, instances of it can be created and placed in the scene.
Each character has a particular set of attributes, which are different from those
of other characters, like its starting position or height. The brain is defined at a
character-type level, so every character of the same type in the scene will have
its own implementation of the same brain.

The brain of a character returns the actions the character should execute ev-
ery frame, depending on its previous state. For example, if the character is facing
a wall, turn 180 degrees could be an action. In order to simplify the behavior
definition, the brain can be programmed using a node-based graphical language.
Each node is a box representing a command with inputs and outputs. Inputs
and outputs from different nodes can be connected to create commands that are
more complex. There are three kind of nodes: sensors, actuators and operators.
The sensors return information about the character or the environment, such as
the speed of the character or the current frame. The actuators create a response
in the character. For example, double speed or turn 45 degrees could be actuator
outputs. Finally, the operators allow creating complex programs transforming
the outputs of the sensors into the desired inputs for the actuators. Some op-
erator examples could be arithmetic operators, such as sums or multiplications;
logic operators such as or, and, etc.

Once the scene specification file is created, the scene can be executed. As a
result, we obtain a visual representation of the situation and a scene summary
file. This file contains all the information about the simulation, like the distance
covered by each character, the number of jumps performed, etc. This information
is computationally costly to obtain, but it is very important for the automatic
evaluation of a scene.

2.2 Neuro-evolutionary Design

In general terms, our objective in this work was to provide each character with
an ANN in the brain subsystem. The ANN node is a black box impossible to
manipulate and transform into a nodes network, consequently, it will not be
equivalent to any network created manually. Performance is a priority in this
system, so for the brains we have implemented a multilayer perceptron with
two hidden layers and with the weights as the only variable parameters. This
architecture is flexible enough for the purpose we have in mind and minimizes
the number of values to find. Ideally, the ANN-node should have all the sensors
as inputs and all the actuators as outputs, but if some are not going to be used
in a scene (for example a jump is not always allowed) they can be removed to
reduce the number of parameters to improve performance.

In order to produce the appropriate values for the parameters of the ANNS,
we are going to evolve them [5]. That is we are going to evolve the ANNs starting
from a random population of chromosomes that encode the weights of the ANN
using the Differential Evolution (DE) algorithm. This algorithm provides fast
convergence with small populations [3], making it the most suitable for our task
given the fact that a simulation needs to be run for each chromosome and the



Neuro-evolutionary 3D Crowd Animation 357

simulations are the bottleneck of this system. The specific version of DE that
has been used is the DE/rand/1/bin described in the original work of Storn and
Price [11].

The fitness required by the evolutionary algorithm for each individual in the
population will be obtained by running a simulation and determining how good
the scene is in terms of how similar the behavior of the crowd is to the one
that is desired. This is the key aspect of this work, as for a director or an
artist to express how they want the crowd to behave in terms of something the
evolutionary algorithm can use in order to calculate fitness is not obvious.

2.3 Visual Behavior Definition and Fitness Assignment

As indicated, the main problem of any automatic behavior generation approach
to produce scenes that are going to be part of films resides in evaluating if a scene
is what the director wants. Obviously, the ideal way for evaluating it would be
for the director to see it and directly score how good she considers the scene.
However, scoring by hand all the scenes that are generated by simulating the
operation of each possible brain in the evolutionary algorithm population is a
very inefficient procedure. It would take much longer than obtaining the scene in
the traditional way. An alternative method needs to be found to evaluate a scene
from objective data, so that it can be carried out automatically. In the end this
implies that the director or animator needs to somehow specify what he wants
in a way that is natural to him and this specification can then be used to score
the different scenes produced by relating it to the information from the scene
summary file. In other words, the real challenge of this application, is finding a
way of converting the desires of the user (director) on how the scene should pan
out into something understandable by the system without using a programming
language. This software is aimed at artists and computer animators that usually
do not have these kinds of skills, so we will try to demand from them what they
do better: to draw.

Thus, the way to represent how the user wants a crowd behavior to take
place in an environment is going to be by drawing what the user expects from
the crowd. However, the behaviors a director requires are in general complex,
that is, they usually involve a series of basic behaviors that are carried out
simultaneously or sequentially.

To calculate the fitness value, the main behavior is going to be divided into
different sub-behaviors, and each one will be evaluated separately. For instance,
let’s consider a scene where we want the characters to walk to a point in the
environment avoiding any obstacles such as pillars they main find, and, once
there, sit down. This complex behavior can be divided into three simpler ones:
walk to the target point, sit down and avoid obstacles. The scene will be better if
all the objectives are achieved than if only some of them are. Also, each objective
can be evaluated independently from the others.

Additionally, whenever possible, each sub-behavior should should not evaluate
characteristics of the crowd but characteristics of a single character that affect
the behavior of the crowd. The reason being that a character should act reacting
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to its own situation. It is easy to see, for instance, that if you want the center
of mass of the crowd to reach a given point, some characters may be far from it
and the scene achieve a high fitness value.

Obviously, this division into sub-behaviors that are evaluated independently
converts the problem into a multi-objective problem. As such, two approaches
can be used to evolve the populations of ANNs: use a dominance based evo-
lutionary algorithm or integrate the objectives through some type of weighed
combination function and use more traditional evolutionary algorithms. Here
we have chosen the second approach as one of the requirements was for the users
to be able to decide on the importance of the different objectives and try them
out easily. Thus, the users are provided with sliders that allow them to assign
a relevance to each objective. This relevance will correspond to the weight with
which the objective will be weighed in a sum that produces the global fitness of
the scene. They are also provided with a checkbox that allows them to indicate
whether a sub-behavior is mandatory (that is, for instance, the character must
jump, otherwise the scene is not valid) and these will be used as product terms
over the fitness value.

Thus, for the animator the procedure is quite simple. A set of the most com-
mon types of behaviors are defined and each one of them is assigned a way of
representing it as the intensity of color in a line or area. For example, if the
objective is for the crowd to move from one area of the environment to another,
a 7go to” behavior is defined. To represent it, the user should associate a color
channel to the behavior and draw a path from the origin to the target with grow-
ing intensity. The character should interpret that it should move in the direction
of the increasing gradient. Once the behavior is defined, a fitness function is
constructed to evaluate it as a function of color intensity. In this case, the fitness
for one character could be the normalized value of the sum of the intensities of
the color under the character in each frame of the scene. The nearer to the target
the character finishes the scene, the higher the fitness value will be.

In order to recognize the colors in the environment, each character is provided
with a sensor for each behavior that is painted. Those sensors sense the following
information: the color intensity under the character, the angle to the direction
of highest increasing intensity and the angle to the direction of least intensity in
his surroundings. The information about the different color channels under the
characters in each frame will be stored in the scene summary file. Although new
behaviors can be added as needed, the user must have a set of the most common
ones. To use one of them it only needs to select it from the list, assign it a color
channel, and paint in the environment the desired behavior.

For the sake of making how the system works more understandable, a set of
basic behaviors are described in what follows:

— Go to: We already talked about this behavior earlier.

— Path: The characters should stay during the whole scene within areas painted
with the highest intensity of the associated color. This behavior is useful to
draw paths or areas where the characters can move freely. The fitness value
for each character (FC) is obtained, as in the previous example, by adding
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the value of the channel under it in each frame and normalizing it between
0 and 1.

— Border: Complementary to paths, characters should not cross borders. Al-
though it is similar to path, users find it more intuitive to split complemen-
tary behaviors.

— Acceleration: Characters should increase speed when they are over the color
associated to this behavior. The speed can have values between 0 and 1, and
the intensity of the channel is the desired increase of speed. To calculate the
fitness, the speed in the next frame should be the speed in the current frame
plus the intensity of the acceleration channel. The fitness value will be the
normalized average of the differences between observed and desired values.

— Deceleration: The complementary channel to acceleration.

— Dispersion: If the value of the dispersion channel is larger than zero, the
characters must try to separate from each other. The more intense the color,
the larger the separation. Being together or separate from one another is not
an absolute concept and it depends on the size of the characters. To calculate
this fitness value, the user needs to define two extra parameters indicating
the distances that can be considered close and far (an approximation could
be obtained from the measurements of the scenery and the characters). To
calculate the fitness value, the user should proceed as in the previous ex-
amples but using the difference between the current distance to the closest
character and the new one.

— Concentration: The complementary channel to dispersion.

— Jump: The characters must jump if they detect the jump channel. The more
intense the associated color, the higher the fitness. The fitness value is the
average of the intensities of the channel in the frames where the character
jumps.

— Animation: Similar to jump but for changing the animation cycle. For ex-
ample, run, walk, dance, sit down...

This way of representing behaviors is easy to understand and does not require
much training. Also, it is easily extendable in the case of users with programming
skills. Adding a new behavior only requires creating a new class defining how
the fitness value should be calculated for a character.

3 Practical Example

In what follows we will present an example of the operation of Multitude in a
particular scene. In the stage, as we can see in figure 4, there are two adjacent
rooms and one door connecting them. A crowd, which is standing in a room, has
to walk over to the second room avoiding collisions among the characters and
with the walls. Obviously, the behavior has to be realistic, and, therefore, the
characters must get closer together as they approach the door. In the same way,
the characters must move away from each other after going through the door.
Besides, if a character goes through the left side of the door it should keep on
walking on the left side and not cross over to the right side of the scenario.
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g

Fig. 1. Gradients that determine the behavior of the crowd for the scene

maxGradientAngle g

Fig. 2. The behavior node network for the two rooms scene

To produce this scene we have used a node network with one output and four
inputs. The output will determine the turning angle for the character in each
frame and the inputs are:

— Direction of the greatest intensity of the path.

— Direction of the greatest intensity of the destination.
— Dispersion intensity at the current position.

— Angle to the nearest character.

The first step is to determine the desired behavior for the characters by paint-
ing behavior gradients onto the scene. To achieve this, the artist used four dif-
ferent gradients as shown in figure 1:
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Fig. 3. Evolution results for the scene

1. A path gradient, to indicate which path the crowd must follow (top left
gradient in the figure).

2. A destination gradient, to determine that the door is the destination in the
first room (top right gradient).

3. An acceleration gradient indicating that the crowd must increase its speed
when getting close to the door, just before going through it (bottom left
gradient).

4. A dispersion gradient to make the characters move away from each other
after going through the door (bottom right).

Three fitness terms are taken into account in order to score the solutions:
following the path, reaching the destination and finishing the scene with enough
distance between all of the characters. We consider that speed is a non evolvable
parameter. The speed changes are solved by using a simple behavior node net-
work that fulfills the requirements provided by the acceleration gradient. With
this in mind, the following formula is used to evaluate the fitness of a solution
> _ Path + Destination

fitness(S) = 5 x 0.6 + Dispersion x 0.4

Figure 2 displays the ANN node in the top network with the four inputs and
one output commented above. Specifically, this ANN was made up of 4 inputs,
two hidden layers of 4 and 3 neurons and one output neuron. The bottom network
displayed in figure 2 is created to manage the speed.

On the other hand, figure 3 shows the results of the evolutionary process in
terms of the evolution of the fitness value with growing generations of evolution.
The best individual fitness as well as the population average improves with the
number of generations.
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Fig. 4. Different frames of the final scene

The maximum theoretical fitness is 100 but, due to the nature of the problem,
there is no way to know if the best scene will ever achieve that value. In fact,
in most cases it will achieve a very low value well below this maximum. This
test, which achieved a fitness value of 64.43, ran on 35 processors, considering
a population of 35 individuals and 600 generations, for 168 minutes. The scene
length was 300 frames.

In figure 4 we display four frames of the final scene obtained with Multitude,
showing the potentiality of the tool for future productions.

4 Conclusion

This paper deals with the problem of automating the generation of crowd behav-
iors in animated films. To this end, we propose a neuro-evolutionary approach
that is integrated with the traditional way in which artists and animators do
their work. Thus, the different characters that make up the crowd in a scene
are controlled by a brain consisting of a neural network based node that con-
trols those behaviors whose generation need to be automated, together with any
additional nodes the designer wants to introduce with respect to behaviors he
knows how to obtain. The network based behavior controller is the same for all
the individuals in the crowd and it is evolved using as fitness a composition of
the fitness of the individual sub-behaviors that make it up. The most important
element for artists and animators within the field is that these fitness functions
are defined by the user as drawings of colored lines or areas in the environ-
ment which, through their color intensity and its gradients, provide an energy
based aggregative fitness value for the individuals in the crowd. The approach
presented here has been tested in the creation of different scenes within the
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animation department of a local film company and the results have been very
promising. It produces realistic results and, what is more important for them,
it provides a very simple way to define what the director wants from the scene
and to manipulate the different objectives in order to achieve the desired result
precisely.
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Hybrid System for Mobile Image Recognition
through Convolutional Neural Networks
and Discrete Graphical Models

William Raveane and Maria Angélica Gonzélez Arrieta

Universidad de Salamanca, Salamanca, Spain

Abstract. A system is presented which combines deep neural networks
with discrete inference techniques for the successful recognition of an
image. The system presented builds upon the classical sliding window
method but applied in parallel over an entire input image. The result
is discretized by treating each classified window as a node in a markov
random field and applying a minimization of its associated energy levels.
Two important benefits are observed with this system: a gain in per-
formance by virtue of the system’s parallel nature, and an improvement
in the localization precision due to the inherent connectivity between
classified windows.

Keywords: computer vision, deep neural networks, graphical models.

1 Introduction

Hybrid intelligent systems have consistently shown benefits that outperform
those of their individual components in many tasks, especially when used along
neural computing [1]. In recent years, two main areas of computer vision have
gained considerable strength and support: On one side, soft computing tech-
niques based on non-exact but very accurate machine learning models like neural
networks, which have been successful for high level image classification [7]. Con-
trasting these systems, computer vision techniques modeled by graphical models
have enjoyed great reception when performing low level image processing tasks
such as image completion [6]. In this paper, we combine both of these techniques
to successfully classify and localize a region of interest within an input image.

We use Convolutional Neural Networks (CNN) [3] for the classification of im-
age content. CNNs have become a general solution for image recognition with
variable input data, as their results have outclassed other machine learning ap-
proaches in large scale image recognition tasks [4]. Paired to this CNN classifier,
we use energy minimization of a Markov Random Field (MRF) [8] for inference
and localization of the target within the image space. Graphical models such as
this have been implemented in areas of computer vision where the relationship
between neighboring regions plays a crucial role [2].

We review the implementation of this system specifically within a mobile de-
vice. With the increasing use of mobile hardware, it has become a priority to

M. Polycarpou et al. (Eds.): HAIS 2014, LNAI 8480, pp. 365-376, 2014.
© Springer International Publishing Switzerland 2014



366 W. Raveane and M.A. Gonzalez Arrieta

provide these devices with computer vision capabilities. Due to the high compu-
tational requirements, this need has mostly been met by outsourcing the analysis
to a remote server over the internet. This approach introduces large delays and
is hardly appropriate when interactivity and responsiveness are paramount. Em-
bedded environments have intrinsic architecture constraints which require algo-
rithms to make the best use of the available computing capacity. The proposed
system exploits this specific platform by reducing the overall required memory
throughput via a parallel execution approach. This is achieved by applying layer
computations over the entire image space, as opposed to running smaller patches
individually, as is common with the sliding window approach normally used in
this type of image classification.

2 Background

The network on which our system is based upon is a standard CNN. Figure 1
depicts the layer structure of such a network, and it is the reference architecture
used throughout this paper to describe the concepts of the framework presented.

INPUT 12C5 + 12MP2 _ 32C5 + 32MP2_ 128L < 2L (OUTPUT)

ST AN RTTTT T T N RTTTTE T N ST N\ ST 777 S

Neuron R N N Y
Map Size: 32x32 28x28 14x14 10x10 5x5 1x1 1x1
(Scalar) (Scalar)

Fig. 1. A typical convolutional neural network architecture, with three input neurons
for each color channel of an analyzed image patch, two feature extraction stages of
convolutional and max-pooling layers, and two linear layers to produce a final one-vs-
all classification output

In the initial stages of the CNN, a neuron consists of a two-dimensional grid
of independent computing units, each producing an output value. As a result,
every neuron will itself output a grid of numerical values, a data structure in
R? referred to as a map. When applying CNNs to image analysis, these maps
represent an internal state of the image after being processed through a con-
nective path leading to that particular neuron. Consequently, maps will usually
bear a direct positonal and feature-wise relationship to the input image space.
As data progresses through the network, however, this represenation turns more
abstract as the dimentionality is reduced. Eventually, these maps are passed
through one or more linear classifiers, layers consisting of traditional single unit
neurons which output a single value each. For consistency, the outputs of these
neurons are treated as 1x1 single pixel image maps, although they are nothing
more than scalar values in R,
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2.1 CNN Layer Types

The first layer in the network consists of the image data to be analyzed, usually
composed as the three color channels. The notation N; X K is used to describe all
subsequent layers, where N, is the neuron map count of layer j, X € {C, MP, L}
denotes the layer type group (Convolutional, Max-Pooling, and Linear), and K
is the parameter value for that layer.

The first part of every C — MP feature extraction stage is a convolutional
layer. Here, each neuron linearly combines the convolution of one or more pre-
ceding maps. The result is a map slightly smaller than the input size by an
amount known as the kernel padding, which arises from the boundary condi-
tions of the valid convolution algorithm. It is defined as Ki/2 — 1, where K; is
convolutional kernels size of layer j. Therefore, the layer’s map size will be given
by M; = M;_1 — Ki/2— 1, where M;_; is the the preceding layer’s map size.

A max-pooling neuron acts on a single map from a preceding convolutional
neuron, and its task is to subsample a pooled region of size K;. The result is a
map size that is inversely proportional to said parameter by M; = Mj-1/k;.

Linear layers classify feature maps extracted on preceding layers through a
linear combination as in a perceptron — always working with scalar values — such
that M; =1 at every layer of this type.

Finally, the output of the final classification layer decides the best matching
label describing the input image. Fig. 2 shows the information flow leading to
this classification for a given image patch, where the CNN has been trained to
identify a particular company logo.

Per-Window CNN Execution

INPUT 12C5 + 12MP2 32C5 + 32MP2 128L OUTPUT
Map Size: 32x32 Map Size: 14x14 Map Size: 5x5 Map Size: 1x1 Map Size: 1x1
Map Count: 3 Map Count: 12 Map Count: 32 Map Count: 128 Map Count: 2

A

Fig. 2. Visualization of the first three neuron maps at each stage of the CNN. Note
the data size reduction induced at each stage. The output of this execution consists of
two scalar values, each one representing the likelihood that the analyzed input image
belongs to that neuron’s corresponding class. In this case the logo has been successfully
recognized by the higher valued output neuron for class “Logo”.
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2.2 The Sliding Window Method

Recognition of images larger than the CNN input size is achieved by the sliding
window approach. This algorithm is defined by two quantities, the window size
S, usually fixed to match the CNN’s designed input size; and the window stride
T, which specifies the distance at which consecutive windows are spaced apart.
This stride distance establishes the total number of windows analyzed W for a
given input image. For an image of size I, X I, the window count is given by:

(L,—S In—S LoIn
w5 a) (M) = wa )

Figure 3 shows this method applied on an input image downsampled to
144x92, extracting windows of S = 32 for the simple case where T' = S/2. A
network analyzing this image would require 40 executions to fully analyze all ex-
tracted windows. The computational requirement is further compounded when
a smaller stride is selected — an action necessary to improve the resolving power
of the classifier: at T = S/s, 464 separate CNN executions would be required.

Window: br /)
My

Classified As: Background Logo Background

Fig. 3. An overview of the sliding window method, where an input image is subdivided
into smaller overlapping image patches, each being individually analyzed by a CNN. A
classification result is then obtained for each individual window.

3 Optimized Network Execution

The method proposed introduces a framework where the stride has no significant
impact on the execution time of the C — M'P stages, as long as the selected stride
is among a constrained set of possible values. This is achieved by allowing layers
to process the full image as a single shared map instead of individual windows.
Constraints in the possible stride values will result in pixel calculations to be
correctly aligned throughout the layers.

3.1 Shared Window Maps

CNNs have a built-in positional tolerance due to the reuse of the same convo-
lutional kernels over the entire neuron map. As a result of this behavior, their
output is independent of any pixel offset within the map, such that overlapping
windows will share convolved values. This is demonstrated in Fig. 4.
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5//” V74 Eﬁ nia

Input Windows 12C5 + 12MP5 Result Overla;ping RegiO;

Fig. 4. Two adjacent windows extracted from an input image, passed through the 12C5
+ 12MP5 feature extractor. A detailed view of the convolved maps in the overlapping
top-right and bottom-left quarters of each window shows that these areas fully match.

This leads to the possibility of streamlining the feature extractors by running
their algorithms over the full input image at once. Hence, each C — MP neuron
will output a single map shared among all windows. This greatly reduces the
expense of calculating again convolutions on overlapping regions of each window.
Figure 5 shows an overview of the shared map process, which passes the input
image in its entirety through each stage of the network.

Shared Map CNN Execution
INPUT 12C5 + 12MP2 32C5 + 32MP2 128L OUTPUT
Map Size: 144x92 Map Size: 70x44 Map Size: 32x20 Map Size: 29x16 Map Size: 29x16
Map Count: 3 Map Count: 12 Map Count: 32 Map Count: 128 Map Count: 2
: w1
g BG
i "

Logo

Sole shared execution
results in localization
over the entire image

Window

h h L Window Window Window
Size: 32x32 Size: 14x14 IEI Size: 55 * Size: 1x1 - Size: 1x1
Stride: 4x4 Stride: 2x2 Stride: 1x1 Stride: 1x1 Stride: 1x1
Overlap: 98% Overlap: 98% Overlap: 96% Overlap: 0% Overlap: 0%
Count: 29x16 Count: 29x16 Count: 29x16 Count: 29x16 Count: 29x16

Fig. 5. The shared map execution method for a convolutional neural network, where
each layer processes an entire image in a single pass, and each neuron is now able to
process maps with dimensions that far exceed the layer’s designed input size

By doing this, the output layer now produces a continuous and localized class
distribution over the image space, a result which contrasts greatly to that of a
single classification value as was previously seen in Fig. 2. The output of this
execution consists of image maps where each pixel yields the relative position of
all simultaneously classified windows.

Similar to the per-window execution method, the intensity value of a pixel
in the output map represents the classification likelihood of the corresponding
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window. Note how the relative position of the logo in the input image has been
discovered after only one shared map execution of the network. An account of
the window size and stride is also displayed, illustrating how it evolves after each
layer, while the total window count remains the same. Here, the correspondence
of each 32x32 window in the input image can be traced to each one of the pixels
in the output maps.

3.2 Window Configuration

The operation of the shared map process relies greatly on the details of the
dimensionality reduction occurring at each layer within the network. For this
reason, it is necessary to lay certain constraints that must be enforced when
choosing the optimum sliding window stride.

At each layer, the window size and stride are reduced until they eventually
become single pixel values at the final linear layers. The amount of reduction at
each stage varies according to the type of the layer and its parameters. All of
these quantities can be found in a well defined manner as given by:

Sj_l—Kj—l if jecC

S; =1 S;1/K; if jeMP (2)
S; 1 if jeL
- L

7 -4 aecur )
i-1/K; if jeMP

Where the window size S; and its stride 7} at layer j depends on the various
parameters K; of the layer and the window size and stride values at the preceding
j — 1 layer. This equation set can be applied over the total number of layers of
the network, while keeping as the target constraint that the final size and stride
must remain whole integer values. By regressing these calculations back to the
input layer j = 0, one can find that the single remaining constraint at that layer
is given by:

Ty=0mod [] K; (4)
jEMP

In other words, the input window stride must be perfectly divisible by the
product of the pooling size of all max-pooling layers in the network. Choosing
the initial window stride in this manner, will ensure that every pixel in the final
output map is correctly aligned thoughout all shared maps and corresponds to
exactly one input window. Fig. 6 follows the evolution of the window image data
along the various layers of the sample network architecture, showing this pixel
alignment throughout the CNN.
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INPUT
12C5
wi H T~
H H 12MP5
= = 32C5
o o 32MP5 128L OUTPUT
g - "
g g S p———— f ,,,,,,,,,,,,, H :[ w?
H H T, = T, = Ty =
H H T, = Sy~ S5~ Se =
u u Tz =2 S3 = 10
H —H s, =14
2 m e
AU/ N i R T, = 4
To = s, =28
S, = 32

Fig.6. The CNN layers and their effect on the window pixel space, illustrated in
one dimension for simplicity. Two successive 32x32 windows W' and W? are shown.
Overlapping pixels at each layer are shaded. Starting with an input layer window stride
To = 4, the final output layer results in a packed Ts = 1 window stride, so that each
output map pixel corresponds to a positional shift of 4 pixels in the input windows, a
relationship depicted by the darkened column path traversing all layers.

4 Discrete Inference of CNIN Output

The common practice to obtain a final classification from an output value set
as seen in Fig. 5 is to identify which class has a higher output value from the
CNN at each each window (here, each pixel in the output map). While efficient,
results from this procedure are not always ideal because they only take into
account each window separately.

Furthermore, maximum value inference is prone to false positives over the
full image area. Due to their non-exact nature, neural network accuracy can de-
crease by finding patterns in random stimuli which eventually trigger neurons in
the final classification layer. However, such occurrences tend to appear in isola-
tion around other successfully classified image regions. It is therefore possible to
improve the performance of the classifier by taking into account nearby windows.

There exist many statistical approaches in which this can be implemented,
such as (i) influencing the value of each window by a weighted average of neigh-
boring windows, or (ii) boosting output values by the presence of similarly clas-
sified windows in the surrounding area. However, we propose discrete energy
minimization through belief propagation as a more general method to determine
the final classification within a set of CNN output maps. The main reason being
that graphical models are more flexible in adapting to image conditions and can
usually converge on a globally optimal solution.
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4.1 Pairwise Markov Random Field Model

Images can be treated as an undirected cyclical graph G = (N, £), where nodes
n; € N represent an entity such as a pixel in the image, and graph edges e;; € £
represent the relationship between these nodes. If, for simplicity, 4-connectivity
is used to represent the relationship between successive nodes in a graph; then
each node will be connected to four others corresponding to its neighbors above,
below, and to each side of the current element.

The output space of the convolutional neural network can therefore be rep-
resented in this manner through a graph. However, instead of describing pixel
intensity values, each node in the graph represents the classification state of
the corresponding window. This state takes on a discrete value among a set
of class labels ¢ € C = {BG, Logo} corresponding to the classification targets
of the CNN. Thus, each node in the graph can take on one of several discrete
values, expressing the predicted class of the window that the node represents.
Fig. 7 (Left) displays the structure of such a graph.

It can be seen that if nodes represent classification outcomes, there is a strong
relationship between them. The reason is that continuity throughout a map
tends to be preserved over neighboring regions due to strong local correlation in
in input images. This inflicts a Markovian property in the graph nodes where
there is a dependency between successive nodes. Therefore, this graph follows
the same structure as an MRF, and any operations available to this kind of
structure will be likewise applicable to the output map.

4.2 Energy Allocation

To implement energy minimization on an MRF, it is necessary to assign energy
potentials to each node and edge. These energies are usually adapted from ob-
served variables, and in this case, they correspond to the values of the output
maps and combinations thereof. Therefore, MRF optimization over a graph G
can be carried out by minimizing its Markov random energy F, given by:

E(G)=EW,&) = Y Oi(n)+ Y Oijley) (5)

n, €N Eijeg

Here, ©;(-) corresponds to the singleton energy potential of node n;, and 0;;(+)
is a pairwise potential between nodes n; and n;. Starting from the CNN output
map observations, the singleton potentials can be assigned as:

— 2 jfa=c
w?ZZ{l o5 s o

(O ¢)? otherwise
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Where C' is the total number of classes in set C (2 in the sample CNN archi-
tecture), and O § is the observed CNN value for window n; € N and class ¢ € C.
In this manner, each w{ value is an MSE-like metric that measures how far off
from ideal training target values did the CNN classify window n; as. Thus, a
lower potential value will be assigned to the most likely class, while a higher
potential value will be given to other possible classes at this node.

Pairwise potentials can be defined as:

00 01 0C
5% 5?-1...5?-0

Oij = ’ . (8)

bO C . ccC
05 05t 63
58 =10¢-07%] 9)

Where each value 5%” is a straightforward distance metric that measures the
jump in CNN output values when switching from class a to class b between
windows n; and n;. Thus, these potentials will be small if the same class is
assigned to both nodes, and large otherwise. Fig. 7 (Right) shows all energy
assignments per node pair.

LL
OF o =5 C = Logo
o)z o oG
G e BT
(Ill’ 12 <1’12>
Window 1 Window 2

Fig. 7. Left: A subset of the MRF graph G formed by the CNN output space, where
each node n; represents the classification state of a corresponding window analyzed with
the network, whose outputs are implemented into this system as the observed hidden
variables O. Nodes have a 4-connectivity relationship with each other represented by
the edges e;; thus forming a grid-like cyclical graph. Right: A detail of the potential
energies assigned to each of two nodes {ni,n2} connected by edge e12. The singleton
potentials © { correspond to the energy associated with node 4 if assigned to class a,
and the pairwise potentials © ij°® are the changes in energy that occur by assigning
class a to node n; and class b to node n;.

Applying Belief Propagation [5] to find the lowest possible energy state of the
graph will now yield an equilibrium of class assignments throughout the image
output space.
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5 Results

The test application is developed for the Android mobile OS as an OpenGL ES
shader which makes use of the available computing capabilities of the device
GPU. The main logic of the system is placed within a fragment shader running
the CNN per-pixel over a Surface Texture memory object. The test device is
equipped with a quad core 1.3 GHz Cortex-A9 CPU with a 12-core 520 MHz
Tegra 3 GPU. This SoC architecture embeds 1 Gb of DDR2 RAM shared by
both the CPU and GPU.

The test system executes the same CNN architecture described in Fig. 1,
except for the classification layer having 32 output neurons corresponding to
one background label and 31 different logo labels. This network is exectued over
8 simultaneous 144 x92 images forming a multi-scale image pyramid. The energy
minimization technique as described in Section 4 is then applied, but over a 3D
graph formed with 6-connectivity between nodes such that each window is also
aware of window classifications at the corresponding larger and smaller scale
steps. Table 1 gives a summary of the results obtained from this setup.

Table 1. Results of tests with several input layer stride Ty configurations, from the
closest packed 4x4 to the non-overlapping 32x32 layouts. A total window count W
at each pyramid level and over the full 8 level pyramid, as well as the window overlap
coverage OC per input map is given for each of the stride selections. An average over
20 test runs for each of these configurations was taken as the execution time for each
of the methods described herein — the traditional per-window execution method, and
our shared map technique. A speedup factor is calculated showing the performance
improvement of our method over the other.

To w ocC Execution Time (ms) Speedup
Level Pyramid Per-Window Shared Map
4x4 464 3,712 98.4% 29,730 1,047 28.4x
8x8 112 896  93.8% 7,211 387 18.6x
12x12 60 480 85.9% 3,798 311 12.2x
16x16 32 256 75.0% 2,051 240 8.5x
20x20 24 192 60.9% 1,536 252 6.1x
24x24 15 120 43.8% 945 203 4.7x
28x28 15 120 23.4% 949 200 4.7x
32x32 8 64  0.00% 514 171 3.0x

It is of great interest to note the final 32x32 configuration. Regardless of
the fact that there is no overlap at this stride, a 3.0 speedup is still observed
over running the windows individually. This is due to the inherent reduction in
memory bandwidth through the system’s pipelined execution approach, where
the entire image needs to be loaded only once per execution. This contrasts the
traditional approach where loading separate windows into memory at different
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times requires each to be individually sliced from the original memory block — a
very expensive operation in the limited memory throughput of mobile devices.

The results of the inference system are more of a qualitative nature, as it
is difficult to objectively establish a ground truth basis for such experiments.
This system aims to localize classified windows, therefore it is subject to an
interpretation of which windows cover enough of the recognition target to be
counted as a true positive. Regardless, Table 2 gives an indicative comparison of
the system against the competing techniques previousy described. Fig. 8 shows
a visual comparison.

Table 2. Results of various inference algorithms for the final classification, describing
the Accuracy (TP+TN/arLr), PPV (TP/rp+FpP), and Fi (2TP/2rpP4+FP+FN) metrics

Algorithm Accuracy PPV F1
Maximum Value 0.942 0.341 0.498
Weighted Average 0.964 0.391 0.430
Neighbor Boosting 0.972 0.489 0.591
Energy Minimization 0.981 0.747 0.694
‘ - Maximum Value Extraction
1.l BG

Logo
Energy Minimization

Fig. 8. Comparison of the final “Logo” classification and localization, applying the
classical maximum value per class extraction vs. our proposed energy minimization
inference method on the two CNN output maps introduced in Figure 5

6 Conclusions

A system for the optimization of convolutional neural networks has been pre-
sented for the particular application of mobile image recognition. Although a
simple logo classification task was used here as a sample application, CNNs al-
low for many other image recognition tasks to be carried out. Most of these
processes would have great impact on end users if implemented as real time mo-
bile applications. Some examples where CNNs have been successfully used and
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their possible mobile implementations would be (i) text recognition for visually
interactive language translators, (ii) human action recognition for increased user
interactivity in social applications, or even (iii) traffic sign recognition for em-
bedded automotive applications. Any of these applications could be similarly
optimized and discretized by the system presented here.

In addition to the CNN classifier, the MRF model is very flexible as well and
its implementation can be adjusted to domain-specific requirements as needed
by each application. For example, a visual text recognizer might implement pair-
wise energy potentials which are modeled with the probabilistic distribution of
character bigrams or n-grams over a corpus of text, thereby increasing the overall
text recognition accuracy.

Therefore, we believe this to be a general purpose mobile computer vision
framework which can be deployed for many different uses within the restrictions
imposed by embedded hardware, but also encouraging the limitless possibilities
of mobile applications.
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Abstract. The paper presents a method of object recognition by means of a re-
duced data set. These data are specially prepared. The proposed method was
also compared with two other well-known data reduction techniques, Principal
Component Analysis (PCA) and Singular Value Decomposition (SVD). Objects
can mostly be described through many features but these features can have
different discriminant powers. The Hotelling’s statistical method, allows deter-
mining the best discriminatory features and similarity measures which can be
simultaneously selected.

Keywords: Hotelling’s statistics, classification, recognition, biometrics.

1 Introduction

Any object can be characterized by means of features. The choice of features is an
important criterion in the recognition process because the selection of features can
change the recognition level accuracy and also allows a reduction in the number of
features which should be taken into consideration [14], [16]. Features are selected by
analyzing the efficacy of a feature in grouping objects of the same class and discrimi-
nating it from the members of other classes. The algorithm presented in this work
performs the selection of the features but also indicates the best similarity measures
which should be used in the recognition process (from the set of available measures),
allowing the object recognition error to be minimized.

Today, many features of objects can be captured. For this reason there is a ques-
tion of which features should be preferred in object recognition. In other words we
ask which features have the greatest discriminant factors. A reduced number of
features also ultimately reduces the computation time required for the recognition
process and the size of databases can be smaller. The approach can be applied espe-
cially in recognition, classification, computer vision, and biometric systems. From a
practical point of view a biometric system is a pattern recognition system which
recognizes a user based on anatomical or behavioral characteristics [4], [5], [22].
Depending on the context, a biometric system can operate in either verification or
identification mode. Verification involves confirming or denying a person's claimed
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identity. In this paper only the object verification problem will be considered. In
this study, we present a Hotelling's T”test that utilizes data to identify objects in
two test groups [9], [12], [17]. The Hotelling method has been applied to various
aspects of life, including genome association studies, microarray process control,
charts or human liver cancers [13].

If a similarity measure is inappropriately selected, the object can be incorrectly
recognized and assigned to the wrong class. If the grouping result is unsatisfactory
due to the wrong choice of features describing the object, it will be necessary to the
new feature selection through the removal of certain features and possibly the addi-
tion of others.

Various statistical methods have been proposed for the differentiation of objects on
the basis of features analysis [4], [10], [15], [16], [18], [21]. A common characteristic
of these methods is that they are essentially of univariate nature. Multivariate analyses
take advantage of the correlation information and analyze the data from multiple ob-
jects jointly. However, applications of well-established multivariate statistical tech-
niques for data analyses are not straightforward because of high dimensionality.

2 A New Method of Objects’ Features Preparation

The main goal of the paper is to analyze two kinds of objects — original and forged
signatures. In the first step two sets of signatures are formed. In the first step two sets
of signatures are formed for every person. Let the set containing the original signa-
tures be denoted as follows:

T ={S,,8,,....5,.}. 1)
Let the set containing the forged signatures of the same person be denoted as:
7, ={SP,85,....85 ). )

In the recording process, the discrete biometric features are sampled by a device (tab-
let), so signature S can be represented as a set of z points:

§ ={5(1).52).....5(2)}, 3)
where:
s(t) —  the 1" point of the signature S,
z  — the total number of signature points.

During signing, the tablet is capable of measuring many dynamic parameters such
as a pressure of a pen on the tablet surface, the pen’s position, velocity, and accelera-
tion, and so on. This implies that each discrete point s(f) is associated with many fea-
tures recorded by the device. Let the set of attainable features be denoted as
F ={f. f5.- f,} - Hence, each discrete point s(t)=[f/, f,,.... f, ] is a vector of the

features. The most popular features [1], [8], [15] present Table 1.
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Table 1. List of analysed features

Feature ﬁ ,i= Name Feature ﬁ ,i= Name
1 Pressure 6 x-coordinate
2 Acceleration 7 y-coordinate
3 x-velocity 8 Time of measurement
4 y-velocity 9 Pen-up time
5 x,y — velocity 10 Pen-down time

Objects can be compared by means of the different similarity coefficients. Let a set
of these methods be labeled as M ={@,,®,,...,®, }. This means that the set M con-
tains methods and mathematical rules which can be included in the classification
process. In this paper different similarity coefficients are taken into consideration.
Table 2 presents various similarity computation methods. The similarities from Table
2 were utilized in the practical tests performed in this paper.

Table 2. List of similarity measures or coefficients [7]

Measure/coeff. , , .
Name Measure/coeff. @, ,i= Name

i=

1 Euclidean 6 Jaccard

2 Gower 7 Fidelity

3 Minkowski 8 Bhattacharyya

4 City Block 9 Hellinger

5 Cosine 10 Matusita

The similarity of the two objects can be determined by means of the same feature
f,, € F which occurs in these objects. The similarity of objects can be computed by

means of the method @, € M . For this assumption we can construct a set FM of all

possible combinations of ‘““feature—method” pairs:

FM={£i<(fm,a)j)i:fmeF,a)jeM}, i=1,..,uk, @)
where:
(fm>@;); — the i™ pair: “object’s feature ( f,,) — analysis method (@, ) ”,m=1,...,u,
j=L..k, i=1..u-k,
u — number of features of the object,
k — number of methods used in a comparison of the features.

Data prepared can be appropriately ordered in matrix form. The matrix X is built
on the basis of the set 7, of objects, while the matrix Y is created on the basis of

the set 7, U 7, . It can be observed that matrix X is constructed on the basis of origi-

nal signatures of a given person (say person ) when matrix Y consists of data from
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original and forged signatures of the same person. The matrices contain values of the
similarity coefficient Sim calculated between pairs of objects:

X=[[5, &8,]...[5 oS, ][5, e SC]]W)X[C] =X, X, ] (5)
z H
Y=[[8 o8 ][5 o8 ][5 Hsﬂlukw) =[Ym ¥, ] (6)

where:
S;,S, — the i"and j™ original signatures of a given person,
c — the number of all genuine signatures of a given person,
S., S]?‘ — the i" genuine and the j” forged signature of a given person,
d — the number of all unauthorized (falsified) signatures of a given person.

The similarity coefficients are computed using all combinations of “feature-
method” pairs. The first columnar vector of the matrix X and Y is shown below:

B Sin,L(Sl’Sz)(fiv”l)n ] B Sl'm(SI’SIA)(fiv”l)u ]
Sim(Sl,Sz )(fiv@ Dk Sim(Sl,SlA)(ﬁ foym
Xox =[S, <S,]= : Yoy, =[S, <S84 ]1= : @)
Sim(S,,S,) < Sim(S,, Sp)
_SlWI(SI , S2 )(.f;r'@ Dk Lo _Sm,KSI , SIA )(.fu Ok i
where:
Sim(S,,S,)"*" — the i" similarity coefficient of the feature f, of the objects
S,.S, € @, which was determined by means of the method @, ,
Sim(S,,S2 Y@ — the i" similarity coefficient of the feature f,, of the objects

S,er and S, e 7, which was determined by means of the

method @ i

3 The Object Feature Reduction Method

The main goal of the investigation is to select the features that allow different objects
to be distinguished. Features with low impact on the recognition process should be
removed if possible. Features (Table 1) can be compared by means of different me-
thods (Table 2). The features selection and reduction methods are frequently used in
practice. One of these methods is Hotelling’s discriminant analysis where feature
reduction can be conducted automatically [2], [6], [10]. In the basic definition of the
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one-sample Hotelling’s statistics we have n independent vectors of dimension p, ob-
served over time, where p is the number of dependent characteristics (features) of the
objects which are being measured. In the approach considered in this paper only a
two-class problem will be examined. For a two-class problem, the two-sample T
statistics will be performed. In such a case we have two sets of independent vectors of
features which form the two observation matrices X and Y.

M2t A Yu Y2 0 Vim
D1 Xp X Yar, Yo 0 M

X= . T . :” =[x,.%),..x, ], Y=|"] C :m =[y1 Yo ¥m) » (8)
Kot Xp2 7 X Ypr Yp2 " Vpm

where:

T

X; =[x1l-,x2l-,...xpl-] ,
T
yj =[y1j9y2j9-~-9ypj] .

In the basic version of Hotelling’s approach, the i row of the matrix X or Y means
the i feature among all of the p features in all observations, while the j” column
means the j” observation among all of the n observations. The object’s features create
the vectorsx; ,y; and should form a p-dimensional normally distributed population

X, ~N,(1K,2), ¥y, ~N,(L,X) [16]. The parameters L and I are unknown, and

they have to be estimated. The parameter Ll can be expressed by the mean vectors,
separately for the matrix X or Y:

1

m

m
1 i
Y=;Zyi=[y1,y2,...,y,,] , 9)

n
_ 1 1 o _ T _
X=—Y=— E xi:[xlyxz,...,xp] R y
n n
i=1 i=1

The v