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Preface

This volume contains the proceedings of the 5th International Symposium on Ambi-
ent Intelligence (ISAmI 2014). The Symposium was held in Salamanca, Spain on June
4th-6th at the University of Salamanca, under the auspices of the Bioinformatic, Intelli-
gent System and Educational Technology Research Group (http://bisite.usal.es/) of the
University of Salamanca.

ISAmI has been running annually and aiming to bring together researchers from var-
ious disciplines that constitute the scientific field of Ambient Intelligence to present and
discuss the latest results, new ideas, projects and lessons learned, namely in terms of
software and applications, and aims to bring together researchers from various disci-
plines that are interested in all aspects of this area.

Ambient Intelligence is a recent paradigm emerging from Artificial Intelligence,
where computers are used as proactive tools assisting people with their day-to-day ac-
tivities, making everyone’s life more comfortable.

After a careful review, 27 papers from 10 different countries were selected to be
presented in ISAmI 2014 at the conference and published in the proceedings. Each
paper has been reviewed by, at least, three different reviewers, from an international
committee composed of 78 members from 24 countries.
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Context-Aware Automatic Service Selection Mechanism 
for Ambient Intelligent Environments 

Houda Haiouni and Ramdane Maamri 

Lire Laboratory, Constantine 2 University,  
Constantine, Algeria 

h.haiouni@gmail.com, rmaamri@yahoo.fr 

Abstract. To develop context-aware Ambient Intelligence systems, suitable 
context models and reasoning approaches are necessary to provide the suitable 
services to users in dynamic and transparent manner. Due the advantages in 
modeling dynamic systems, Colored Petri Nets are adopted in this paper.  So 
based on Colored Petri Nets modeling language, we propose a context-aware 
automatic service selection mechanism for intelligent environments. Using this 
formalism we also propose a solution to avoid conflict that can occur among re-
sources sharing. 

Keywords: Ambient Intelligence, Context Awareness, Multi Agent Systems, 
Colored Petri Nets, conflict resolution. 

1 Introduction 

The concept of Ambient Intelligence (AmI) has been introduced by European Com-
mission’s Information Society Technologies Advisory Group (ISTAG) [10]. AmI 
describes the future vision of computer science [23]. It deals with the vision that com-
puting and communication ability are spread everywhere among nearly every object 
in our daily environment.  An ambient system is a ubiquitous environment capable to 
interact intelligently with users and to provide the users with all the available functio-
nalities and services in a flexible, integrated and almost transparent way for the  
end-user. For this purpose objects forming ambient systems must have some characte-
ristics such as autonomy, reactivity, social abilities and proactivity.  

The agent-based paradigm is one of the paradigms that can be used for the imple-
mentation of distributed systems. Typically, an agent has four properties [11]: auton-
omy, social ability, reactivity and pro-activeness. A multi-agent system (MAS) is a 
federation of agents interacting in a shared environment that cooperate and coordinate 
their actions given their own goals and plans. A MAS design can be beneficial in 
many domains, particularly when a system is composed of multiple entities that are 
distributed functionally or spatially [7].  Based on the above definitions, it is clear that 
agent paradigm is particularly appropriate for AmI. For these reasons, the use of  
MAS technology in ambient environments has been addressed in many researches 
like [2, 3], [5], [9], [21]. 
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To provide intelligent and pertinent services to users, AmI-based systems are ex-
pected to use contextual information such as   location, identity, time, presence, tem-
perature, etc. Dey and al [6] define the context as any information used to characterize 
the situation of an entity, which can be a person, a place or an object. A system is 
context-aware if it uses context to provide relevant information and/or services to the 
user, where relevancy depends on the user’s task [8].  

In this paper we focus both on context awareness and planning ability on ambient 
environments and we present a context-aware automatic service selection mechanism. 
Our proposed mechanism based on Colored Petri Nets (CPN) modeling language (an 
extension of Petri Nets (PN)).  CPN are used to model contextual information and 
reasoning about.  Based on this formalism we have proposed a solution to avoid 
conflict that can occur among resources sharing.  The remaining part of this paper is 
organized as follows: section 2 shows a brief overview of the PN based context-
awareness and MAS planning for AmI. The key concept of PN and CPNis given  In 
section 3. In section 4, we present a context awareness modeling principals and  we 
explain the reasoning process for context aware automatic services selection. An 
illustrative scenario is given in section 5.  Finally, we recapitulate the main arguments 
and present some outline of future work. 

2 Related Work 

In this section, we briefly present some related work on multi-agent planning and 
Petri net-based context modeling for AmI systems.  

Weld defines the planning problem as follows [24]. Given a description of the 
known part of the initial state of the world, a description of the goal (i.e., a set of goal 
stats), and a description of the possible actions that can be performed, modeled as 
state transformation functions.  In the domain of AmI, to develop a planning mechan-
ism we might take into consideration that distributed devices composing such systems 
are more compact in size, but their CPU and memory are much less powerful, and are 
often battery-powered. Consequently, these devices could not perform complex com-
putations such those required by planning tasks. Because of AmI systems features, 
centralized planning is suitable.  Many researches have proposed the use of man cen-
tralized components such [3, 4].  In [3] for example, the authors study what is the 
planner most appropriate for AmI systems. They have proposed the D-HTN (Distri-
buted Hierarchical Task Network) planner. They based on the idea that, each smart 
spaces is equipped by an agent called majordomo that deals with the planning and 
execution activities and it is composed of one agent called device agent (split in the 
cooperative semiagent (CO) and the operative semiagent (OP)) for each device 
present in the environment.  Really, for   the required flexibility of the system and the 
number of devices involved, it is obvious that centralized control is not viable. How-
ever for limited smart spaces like smart homes, conferences rooms and many others, 
centralized planning could be adopted as solution. For systems with a large number of 
individuals we might push toward distributed planning.  Authors in [19] present  
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Context-Aware Multi-Agent Planning (CAMAP), an approach for multi-agent plan-
ning that applies argumentation mechanisms to decide the most appropriate course of  
action according to the context information distributed among the agents. CAMAP is 
applied to AmI environment in the field of health-care.  

Recently, the PN-based context-awareness modeling approaches were proposed in 
several works and they have been recognized as promising context models [20]. This 
is due mainly to both formal and graphical nature, expressiveness, and analytical 
property of PN.  Modeling with PN inherently satisfies the requirements of context 
model, especially the usability of modeling formalisms and representation of relation-
ships among context information [20]. Kwon [14] proposed an extension of CPN 
called Amended CPN to represent and analyze the context-aware systems. In this 
work the system is decomposed into several meaningful subsystems as a pattern. 
Amended CPN consist of multiple CPN, the Pattern and Context net represent contex-
tual state and dynamic contextual change of another dimensional PN. As we proposed 
also in this work, in [14] each context type (location, weather, etc) is identified as 
color in Amended CPN and contextual information can be represented by a set of 
colors.  Wang and Zeng [22] proposed a modeling methodology allows nondetermi-
nistic time duration for the activity. It permits to estimate the minimum and maximum 
duration time of each activity when the model is built. Moreover, it includes the re-
source constraints representing the resources which must be satisfied for executing the 
services. There are two kinds of places in the PN model for representing the activity 
and resources, Pa and Pr, respectively. A Pr containing a token means that the corres-
ponding resource is available.  Time and resource are critical ingredients in context-
aware environment. This approach is one of the rare ones that consider both the time 
and resource constraints. However it presents few detailed information to represent 
resources constraints. 

The related work presented above is summarized in Table 1. This paper contributes 
with the design of a model for Context-Aware Multi-Agent Planning, applied to 
Smart Home scenarios in AmI environments. Our approach uses CPN to model con-
text and different services. We present also a solution to resource conflict occurring 
when services compete for the same resource in the same period of time.  

Table 1. Summary of the related work 

 AmI PN MAS Resources constraints 

[3] Yes No Yes No 

[4] Yes No Yes No 

[20] Yes No Yes No 

[15] Yes Yes Yes No 

[23] Yes Yes No Yes 

Our approach Yes Yes Yes Yes 
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3 Concept of the Petri Nets  

In contrast to (ordinary) PN, in which a token are uniform and represent typeless in-
formation, CPNs can carry complex information. They provide data typing (color 
sets) and sets of values of a specified type for each place.  Formally a CPN [12] is a 
structure (P, T, A, N, ∑, V,  C, E, G, M0), where: 

• P, T, A are finite set of places, finite set of transitions and  finite set of arcs, respec-
tively. Such as P T P A T A  ;                

•  N : is a node function  such as :   A→ (P x T  U T x P);   
•  ∑ : is a finite and non-empty set of data types, also called color sets or colors.  
• V: is finite set of typed variables such as:  TYPE [V] ∑; 
• C: is a color set function. It assigns a color type (set) to each place: P→ ∑; 
• E: A→ Expression E(a) of type C(p(a)), is the arc function. It maps each arc to an 

arc expression such:  a A Type E a C p a MS Type Var E a ∑   Where p(a) 
is the place of N(a); 

• G: is a guard function. It assigns a guard to each transition. It is defined from T into 
Boolean expressions such that :  t T Type G t boolean Type Var G t ∑  

• M0: is the initial marking. It is defined from P into expressions such that:            p P Type I p C p MS  

A transition t is said to be enabled if and only if the guard function G(t) attached to 
this transition  is  evaluated to true , and all of its input places are marked with at least 
E(p, t) tokens. The firing of   an enabled transition t removes E(p, t) tokens from each 
input place p of t and adds E(t,p) tokens to each output place p of t.  

4 Context-Aware Automatic Service Selection Mechanism        

The multi agent architecture used for developing context awareness applications for 
smart spaces can contain mainly three types of agents: Planner Agent, Context Man-
ager Agent and Sensor Agents (Fig 1).   Agents communicate by sending and receiv-
ing messages following the hierarchy using communication language such as ACL 
(Agent Communication Language) language. Sensor agents residing in sensor level 
represent all perceptual components. Perceptual components are distributed through 
the environment, in order to provide a detailed model of the real world and make it 
available to the application. They provide elementary contextual perceptual informa-
tion which is a key component of context awareness systems.  In Context Manage-
ment Level, an agent gathers data from different sensor agents. It aggregates sensor 
data over a time period. It can also deduce high-level context information from basic 
sensed contexts. The reasoning process is carried out by the Planner Agent in Reason-
ing & decision level.   The reasoning about context is the process of mapping between 
context and services.   Planner Agent uses information provided by Context manager 
Agent to select a set of possible services from Services library. 
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Fig. 1. Multi-Agent Architecture in Smart Home 

4.1 Modeling Principles 

The real world presents a dense multi-dimensional contextual space. Representing all 
of them is impossible for many reasons: i) this needs an enormous memory space; ii) 
some information is irrelevant or less important than others; ii) in practice, some type 
of context can’t be captured, or it is expensive to capture them.   So to develop con-
text awareness applications, the first step consist of selecting form infinite contextual 
information list,   those which are the interesting ones. In this setup, designers must 
determine which types of contextual information to be captured and to be used by the 
application. 

After determining which information should be perceived and collected. The ques-
tion now is how to represent context and how to reason about. Context modelling and 
reasoning are the core components of context-aware systems. In the following sub 
sections, we discuss of key concepts that can be modeled by CPN constructs (Fig. 2).   

Context Modeling. Context-aware computing is the ability of applications to discov-
er and react to changes in the environment in which they are situated (17). In order to 
represent the context and to reasoning about, we propose the adoption of CPN based 
model.  With the flexibility of token definition it is possible to use them to model 
various contextual information. A context is a set of contextual information such as 
Context = C1* C2*…*Cn. 

Resources Modeling. In the modeling of plans using CPN, we represent resources by 
resource places. We can use one resource place for each resource type as we can use 
one single resource place with a composite data type for convenience. In Fig. 1, PR1, 
PR2,…, PRn are resources places. An arc from action transition to resource place 
means that the execution of the action needs one (or more) resource (s) of that type.  

Services Modeling. A service is a set of predefined ordering actions that refer to one 
(or more) contextual situation (s) (e.g. real world situation(s)). To model a service by 
CPN we use transitions to represent actions whereas places are used to represent ac-
tions stats. All service models will be stored in a plan library witch be used later by 
planner agent.  
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Fig. 2. CPN-based Context Awareness Modeling. 

4.2 Reasoning about Context 

Reasoning is used to decide what services should be invoked when any change of 
context occurs. Fig.3 shows the proposed service selection process: 

Context Delivering & Management. In order to provide proactive and adequate 
services to the user, context delivering components have to be integrated. The role of 
these components is to continuously track information about user and his environ-
ment.  Context management includes many operations such as sensor data aggrega-
tion over a time period and inferring high-level context information from basic sensed 
contexts …etc.  

 
 
 
 

 
 
 
 

Fig. 3. Services Selection Process 

Situations Identification. The reasoning about context is the process of mapping 
between context and services. A situation can be defined by collecting relevant con-
texts, uncovering meaningful correlations between them, and labeling them with a 
descriptive name. The descriptive name can be called a descriptive definition of a 
situation, which is about how a human being defines a state of affairs in reality [13].  
Situation Identification is the processes to deriving a situation by interpreting or 
merging several pieces of perceived information.  Situation identification techniques 
have been studied extensively in AmI. The most promise one have been highlighted 
in [13].  In this stage all possible contextual situations will be identified.   Each con-
textual situation represents a service modeled by CPN. Services models are created by 
designers of context-aware applications.   According to token values, all possible 
services models will be selected from service models library.  The Planner Agent will 
have n CPN service models (n is positive integer). 
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CPN Composition & Conflict Resolution.  It is possible that for some context val-
ues many services can be invocated. However in certain cases conflict among re-
sources sharing can bloc system evolution. In the other hand, in many cases some 
types/values of information are more important than others, or in other words not all 
services have the same importance. As an example, consider the tow following infor-
mation: “the gas range is turned on for 10units of times” and “weather is raining”. In 
this situation, conflict among resources which are windows could happen. Because it 
is raining windows must be closed. In the other hand   the windows must be opened 
because the gas range has been turned on (if there are not other kinds of aeration). 
From our point of view, this phenomenon can be avoided by Establishing Priority for 
Services. To do that, we propose in this framework to classify services into several 
types.  For each service class we associate a priority level as fallow:   class 1     
level 0     (higher priority), class 2    level 1 ,…, and   class n    level n-1   (lowest 
priority) 

The priority mechanism can be applied using CPNby assigning priority to transi-
tions. We choose to define priority as a positive real-valued function over transitions, 
the higher the value, the greater the priority. So we define the priority function   
mapping a transition into R+. When two transitions are enabled, the one with the high-
est priority fires. All transitions forming the   same service model have the same 
priority.   The role of priority transitions appears in merging services models phase 
where conflicts among resources can take place. After applying priorities and merging 
CPN Models the resultant net will be executed to  obtain the order in which a set of 
possible services are executed. 

5 Illustrative Scenario: Smart Home 

AmI can be applied in any dynamic environment where is a need to manage tasks and 
automate services (e.g., hospitals schools, homes, etc). Abascal et al [1] assumes that 
home is the ideal place to apply percepts and technologies for giving high- level ser-
vices to the user. Smart homes represent the ideal solution for individuals with differ-
ent needs and abilities (child, old, blind, handicap, etc). So we illustrate our approach 
through smart home scenario. The main expected benefits of this technology can be: 
i) Increasing safety: e.g., by automating specific tasks that an individual with disabili-
ties or elderly can’t perform them. Or by providing a safe and secure environ-
ment;ii)Comfort: e.g., by adjusting light, temperature , TV channels automatically); 
iii)Economy: e.g., by monitoring the use of energy. To ensure these benefits, the sys-
tem must provide many services. Services can be classified into three classes accord-
ing to their objective. The first class represents services providing safety or security. 
The second class represents all services that provide users comfort, and the last one 
represents services having economic aspect. From our point of view, assuring safety 
of peoples has much important than assuring there comfort. For this reason, the first 
service class must have the higher priority. Concerning the second and the third ones, 
we assume that comfort aims became before economy one. For instance, if the user 
prefers high lighting, and energy module detects an over use of energy, the systems 
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The CPN model presented in Fig. 6 is obtained by merging service 1 and service2 
CPN models. Note that both services compete for the same resource (Pr place) simul-
taneously. Both of them pretend to take the control over windows. Our solution to this 
conflict pass through using priorities associating to services to choose which one has 
the privilege of accessing first the resource. Because service 2 deals with unsafe situa-
tion it will have the higher priority. So all transitions of service 2 model (Ts21, Ts22, 
Ts23) will have the higher priority,  =1, and for all transitions t’ of service 2 
CPN model,  =0.  As consequence service 2 will be executed before  
service 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. The resultant Merged CPN 

6 Conclusion and Future Work 

In this paper we have proposed context-aware automatic service selection approach in 
intelligent environment. PN have been successfully used for modeling and analysis 
behavior of various complex dynamic systems. For this reason we have adopted CPN 
as modeling language to model contextual information and reasoning about.   We 
have proposed a solution to avoid conflict that can occur among resources sharing.  
Our solution based on the idea of establishing priorities to services. Using CPN for-
malism, this idea has been   represented by associating priorities to transitions.  Future 
research would investigate the establishment of priorities in a flexible manner rather 
than being done during the development process.    In this work only the conflict oc-
curring among resources sharing has been taken into account. However, Con-
flicts can occur for many others reasons in AmI systems [25]. For instance, when 
there are conflicting user preferences in the same moment, e.g.   One user prefers a 
lamp to be turned on while another user prefers that it should be turned off. So our 
efforts now are concentrated on expending the proposed reasoning process based on a 
formal model   to detect other kinds of conflicts on AmI environments and resolve 
them. 
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Abstract. Conversational agents have became a strong alternative to
enhance educational systems with intelligent communicative capabilities.
In this paper, we describe a multimodal conversational agent that facil-
itates an independent and user-adapted second language learning. The
different modules of the system cooperate to interact with students using
spoken natural language and visual modalities, and adapt their function-
alities taking into account their evolution and specific preferences. The
results of a preliminary evaluation show that users’ satisfaction with the
system was high, as well as the perceived didactic potential and adaptive
functionalities.

Keywords: Multimodal conversational agents, e-learning, educative
technology, natural language processing.

1 Introduction

Ambient Intelligence is characterized by intelligent, pervasive, and seamless
computer systems embedded into everyday devices, tailored to the individual’s
context-aware needs and providing a natural and intelligent interaction. This
way, multimodal conversational agents [1] have became a strong alternative to
enhance multi-agent systems with these intelligent communicative capabilities
[2].

With the growing maturity of conversational technologies, the possibilities
for integrating conversation and discourse in e-learning are receiving greater
attention. Using natural language in educational software allows students to
spend their cognitive resources on the learning task, and also develop more
social-based agents [3].

Current possibilities to employ conversational agents for educative purposes
include tutoring applications [4], question-answering [5], conversation practice
for language learners [6], pedagogical agents and learning companions [7], and
dialogs to promote reflection and metacognitive skills [8]. These agents may also
be used as role-playing actors in immersive learning environments [9].

C. Ramos et al. (eds.), Ambient Intelligence - Software and Applications, 13
Advances in Intelligent Systems and Computing 291,
DOI: 10.1007/978-3-319-07596-9_2, c© Springer International Publishing Switzerland 2014
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Systems developed to provide these functionalities typically rely on a variety
of components, such as speech recognition and synthesis engines, natural lan-
guage processing components, dialog management, databases management, and
graphical user interfaces. Laboratory systems usually include specific modules of
the research teams that build them, which make portability difficult. Thus, it is
a challenge to package up these components so that they can be easily installed
by novice users with limited engineering resources. In addition, due to this vari-
ability and the huge amount of factors that must be taken into account, these
systems are difficult to develop and typically are developed ad-hoc, which usually
implies a lack from scalability. Our work represents a step in this direction.

In this paper we describe a multimodal conversational agent for adaptive sec-
ond language learning. The system has been developed by means of a modular
approach that allows to easily developing multimodal conversational agents for
pedagogical applications. This approach facilitates a rapid and cost-effective de-
velopment. This way, different alternatives can be considered for each module,
and the pedagogic knowledge is separated from the technical details, so that
teachers and parents can add new contents without having a technical back-
ground at the same time as the software includes these new data for the inter-
action with the students.

2 The Test Your English Pedagogical System

The Test Your English pedagogical system has been designed with the main
aim of facilitating an independent and personalized second language learning.
Figure 1 shows the initial screen of the system. As it can be observed, users
must register in the application. This way, their previous interactions can be
taken into account to provide user adaptation functionalities.

Fig. 1. Main screen of the Test Your English system
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The current version of the system is web-based. The application consists of
the set of core components for multimodal dialog systems (speech recognition,
spoken language understanding, dialog management, language generation, and
speech synthesis) and split across a server and a client device running a standard
web browser. Core components on the server provide speech recognition and
speech synthesis capabilities, access to the databases, and a logger component
which records user interactions.

The system is accessible to any user with a standard web browser and a net-
work connection. This way, the application can be easily accessed not only from
desktop, laptop, and tablet computers, but from a variety of mobile devices as
well. In addition, an Audio Controller component runs on the client to cap-
ture a user’s speech and stream it to the speech recognizer, as well as to play
synthesized speech generated on the server and streamed to the client.

Natural language understanding is performed by means of grammars which in-
clude the different options that are also visually provided to the student. To do
this, we follow the Java SpeechGrammar Format (JSGF, www.w3.org/TR/jsgf/),
which allows specifying these sentences in a compact way, easily adapted and also
embedding semantics into the grammar.

Speech recognition hypotheses are passed to the dialog manager architecture
for processing. Regarding dialog management, all the events in the application
are controlled using JavaScript. Given the requisites of the task, we decided to
use a dialog model based on finite states in which at each moment a question
is selected and shown in the screen along with the alternative answers and the
associated multimedia files.

The main functions of the system can be classified into three main modules:
Practice, Assessment, and Contents management. The Practice module includes
three kinds of exercises: grammar, vocabulary, and listening exercises. Students
can access this module by means of a form in which they can select the level and
category of the exercises (e.g., verbal tenses for the grammar exercises, topic for
the vocabulary exercises, or title of the text for the listening exercises).

Grammar exercises (see Figure 2 top-left) consist of filling gaps in sentences
with a verb, adjective, adverb or other grammar elements from the topic and
difficulty level initially selected. Vocabulary exercises (Figure 2 top-right) allow
users to dictate or write words that are described by means of images displayed to
the user. Listening exercises consist of two main parts (Figure 2 bottom). Firstly,
the multimodal system reads the text selected by the user. Then, a set of related
questions are presented to the user to evaluate their reading comprehension.

The Assessment module (see Figure 3) allows users to review the answers that
they provided to the previously selected exercises, visualize the correct solution in
case of errors, and know detailed statistics about the student’s specific evolution
using the system.

The personalization of the system is carried out by means of the “choose for
me” functionality of the Practice module. This functionality takes into account
the number of exercises in each category and level correctly solved by each user,
so that the system can provide personalized suggestions and select the following

www.w3.org/TR/jsgf/
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Fig. 2. Example of the different kinds of exercises offered by the system

exercises according to the errors found in previous interactions. To do this, the
system manages the database containing the exercises completed by the user
for the current category and difficulty level. The system also analyzes whether
the number of mistakes made for the current difficulty level is highest than a
specific threshold (initially predefined to the half of them). The objective is to
personalize users’ recommendations taking into their specific evolution with the
different categories of exercises and difficulty levels.

Figure 4 shows a set of use cases for the personalization functionality of the
system. In the first case, the system recommends trying additional exercises
from the same difficulty level that the previously selected given that the student
has not already successfully completed at least the half of them. In the second
case, the system provides the same recommendation given that the number of
mistakes is higher than a specific threshold. In the third case, the system suggests
selecting the next difficulty level given that the results for the current level are
satisfactory.
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Fig. 3. Assessment module of the Test Your English system

Finally, the Contents management module allows administrator users to mod-
ify and insert new contents in the system. This module is based on different
functionalities provided by the phpMyAdmin tool (www.phpmyadmin.net) to fa-
cilitate creating new exercises and editing or removing existing ones. The system
comprises three main databases that contain the learning contents, multimodal
elements and the history of the interaction respectively. The first database stores
the questions and answers categorized in different topics. For each question, there
is a text, optional multimedia contents (audio and video) and several answers.
For each answer, there is also text and/or multimedia, as well as the positive and
negative feedbacks and hints to be provided to the student in the case he/she
selects the answer. For each question only one answer is assumed to be correct.
The second database contains the visual rendering of the interface, and the third
database stores the information about the previous interactions of the user with
the system.

The objective is to facilitate including new questions and editing the exist-
ing ones. This way, different people can help in the development of the system
without requiring an expert knowledge in conversational agents. For example,
teachers and parents can include new questions in the database, and graphic
designers can create attractive multimodal contents for the system and include
them into the corresponding databases.

www.phpmyadmin.net
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Fig. 4. Use cases describing the operation of the choose for me functionality

3 Preliminary Evaluation

We have already completed a preliminary evaluation of the developed pedagogic
system. A total of recruited 25 users participated in the evaluation, aged 21
to 57 (mean 27.2), 17 male and 8 female. Prior to the evaluation, an assistant
explained to the users what the system is about and how it is used. Then,
they were given 30 minutes to get accustomed to the system, while the doubts
were solved by a teacher and the assistant. To do this, each user had at his/her
disposal a computer and had to wear a microphone headset. They were allowed
to break up the interaction at any time for any reason. Then, each user freely
interacted with the application during 10 sessions of at list 15 minutes.

At the end of the last session each user was required to complete the ques-
tionnaire shown in Table 1 was defined for the evaluation. The responses to the
questionnaire were measured on a five-point Likert scale ranging from 1 (strongly
disagree) to 5 (strongly agree). The users were also asked to rate the system from
0 (minimum) to 10 (maximum) and there was an additional open question to
write comments or remarks.

Also, from the interactions of the experts with the system we completed an
objective evaluation of the application considering the following interaction pa-
rameters: i) Question success rate (SR). This is the percentage of successfully
completed questions: system asks - user answers - system provides appropriate
feedback about the answer; ii) Confirmation rate (CR). It was computed as the
ratio between the number of explicit confirmations turns and the total of turns;
iii) Error correction rate (ECR). The percentage of corrected errors.
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Table 1. Questionnaire employed for the subjective assessment

Interaction experience and technical quality
IT01. The system is easy to use
IT02. The system provides adequate feedback
IT03. The system is helpful
IT04. The system offers enough interactivity
IT05. It is easy to know what to do at each moment
IT06. The amount of information that is displayed on the screen is adequate
IT07. The system is adapted to my learning degree
IT08. I would use the system again
Learning contents and didactic potential
LD01. The questions were easy to understand
LD02. The questions were easy to answer
LD03. The system help me to learn new things
LD04. The activities support significant learning
LD05. The feedback provided by the agent improves learning
LD06. The system encourages continuing learning after errors
LD07. The system made me appreciate my skills for learning English

Table 2. Results of the evaluation of the system

Min / max Average Std. deviation
IT01 3/4 3.87 0.26
IT02 4/5 4.73 0.40
IT03 4/5 4.85 0.34
IT04 3/5 4.06 0.73
IT05 4/5 4.86 0.31
IT06 4/5 4.93 0.15
IT07 3/5 4.52 0.41
IT08 5/5 5.00 0.00
LD01 3/5 4.26 0.55
LD02 3/5 4.33 0.39
LD03 4/5 4.85 0.22
LD04 5/5 5.00 0.00
LD05 4/5 4.77 0.59
LD06 4/5 4.85 0.38
LD07 3/5 4.32 0.41

SR CR ECR
93.05% 17.25% 91.92%

The results of the questionnaire are summarized in Table 2. As can be ob-
served, the system was rated fairly well and most of the users learned new
contents and most of them would like to use again the system. The satisfaction
with technical aspects was high, as well as the perceived didactic potential. The
system was considered attractive and adequate and the users felt that the system
is appropriate and the activities relevant. The global rate for the system was 8.7
(in the scale from 0 to 10).

Although the results were very positive, in the open question the users also
pointed out desirable improvements. One of them was to make the system listen
constantly instead of using the push-to-talk interface. In fact, an analysis of the
main problems detected showed that most of these errors were due to the users
not holding the push-to-talk button correctly and thus the input was cut, or
because they used longer phrases or fillers which were not correctly processed
by the system. However, in most cases, these problems could be overcome by
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confirming or asking again for the data, as shown by the question success rate of
93.05%. Additionally, the approaches for error correction by means of confirming
or re-asking for data were successful in 91.92% of the times when the speech
recognizer did not provide the correct answer.

4 Conclusions

According to previous works, multimodal conversational agents can accelerate
the learning process, facilitate access to education, personalize the learning pro-
cess, and supply a richer learning environment. These important points are usu-
ally addressed by establishing a more engaging and adaptive relationship between
the students and the system. In this paper, we have described the Test Your En-
glish multimodal conversational agent, which has been developed to provide this
enhanced educative environment for second language learning. The system is
comprised of different modules that cooperate to interact with students using
speech and visual modalities, and adapt its functionalities taking into account
their evolution and specific preferences.

Although there are currently many systems for students to learn a second
language, most of them are designed to follow the same behavior for every stu-
dent, not taking into account their specific evolution during the learning process.
The experimental results show that the adaptation provided by our system and
the natural communication that it provides have a very positive impact on the
learning outcomes and satisfaction of the students. For future work, we plan
to replicate the experiments with more students to validate these preliminary
results and incorporate their suggestions.

Acknowledgements. This work was supported in part by Projects MINECO
TEC2012-37832-C02-01, CICYT TEC2011-28626-C02-02, CAM CONTEXTS
(S2009/TIC-1485).

References

1. Pieraccini, R.: The Voice in the Machine: Building Computers that Understand
Speech. The MIT Press (2012)

2. Corchado, J., Tapia, D., Bajo, J.: A multi-agent architecture for distributed services
and applications. Computational Intelligence 24(2), 77–107 (2008)
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Abstract. We propose as centrality measures for social networks two
classical power indices, Banzhaf and Shapley-Shubik, and two new mea-
sures, effort and satisfaction, related to the spread of influence process
that emerge from the subjacent influence game. We perform a compari-
son of these measures with three well known centrality measures, degree,
closeness and betweenness, applied to three simple social networks.

Keywords: Social Network, Centrality, Power index, Influence game,
Simple game.

1 Introduction and Preliminaries

We propose to study networked societies, social networks or agent societies,
from the social networking point of view. Social network analysis is a multidis-
ciplinary field related to sociology, computer science and mathematics, among
other topics. One of the most studied concepts is centrality, that measures how
structurally important is an actor within a social network [4,15,8,12]. Here we
consider seven centrality measures: Banzhaf and Shapley-Shubik power indices
through the use of influence games [10]; two new measures, the effort and the
satisfaction; and the classic ones [8], degree, closeness and betweenness. We per-
form an experimental comparison on three simple real social networks, monkeys’
interaction [3,8], dining-table partners [11,2], and student Government discussion
[6,2].

A social network is a directed edge-labeled graph (G,w), where G = (V,E)
is a graph without loops, V is the set of nodes representing individuals, actors,
players, etc., E is the set of edges representing interpersonal ties between actors,
and w : E → R is a weight function which assigns a weight to every edge,
representing the strength of each interpersonal tie. An actor i ∈ V has influence
over another j ∈ V if and only if (i, j) ∈ E.
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Now we consider three of the most well-known (normalized) centrality mea-
sures [8], which study the relevance of a node inside a network [15]. We use the
notation deg−(i) = |{j ∈ V | (j, i) ∈ E}| and deg+(i) = |{j ∈ V | (i, j) ∈ E}|.
Degree centrality (CD): measures the average indegree or outdegree of each actor,
C−

D(i) = deg−(i)/(n− 1), or C+
D(i) = deg+(i)/(n− 1). For undirected networks,

deg(i) = deg−(i) = deg+(i), so we set CD = C−
D = C+

D.

Closeness centrality (CC): It is based on the inverse of the sum of the shortest
distances from i to the other actors. Let D be the usual distance matrix of the
network in which, if there is no path from i to j, we set (D)ij = n. We define
CC(i) = (n− 1)/

∑
i�=j(D)ij .

Betweenness centrality (CB): Let bjk the number of shortest paths from the
node j until k, and bjik the number of these shortest paths that pass through
i. If there is no path from j to k, we assume that bjik/bjk = 0. We define

CB(i) =
∑

j �=k
bjik
bjk

/((n− 1)(n− 2)).

Notation related to simple and influence games comes from [13,10]. An influ-
ence graph is a tuple (G,w, f) where (G,w) is asocial network and f : V → N a
labeling function that quantifies how influenciable each actor is.

Given an influence graph (G,w, f) and an initial activation set X ⊆ V , the
spread of influence [7], in the linear threshold model, is denoted by F (X), where
F (X) ⊆ V is formed by the actors activated through an iterative process in
which initially only the nodes in X are activated. Let F t(X) be the set of nodes
activated at some iteration t, then at the next t+ 1 iteration a node i ∈ V will
be activated iff

∑
j∈F t(X) w((j, i)) ≥ f(i). The process stops when no additional

activation occurs.
A simple game is a tuple (N,W) where N is a finite set of players and W

is a monotonic family of subsets of N formed by the winning coalitions, such
that if X ∈ W and X ⊆ Z, then Z ∈ W . An influence game is a simple game
defined by a tuple (G,w, f, q) where (G,w, f) is an influence graph and q is a
quota 0 ≤ q ≤ |V | + 1. X ⊆ V is a winning coalition iff |F (X)| ≥ q, otherwise
X is a losing coalition. Note that every simple game is an influence game [10].
From now on, we assume N = V and n = |N | = |V |.

2 Power Indices and New Centrality Measures

A power index is a measure of the relevance of the players in a game [1,5].
We consider the two main power indices of a given simple game (N,W). The
Banzhaf index Bz(i) = |Ci|/

∑
i∈N |Ci| and the Shapley-Shubik index SS(i) =

(
∑

S∈Ci
(|S| − 1)! (n− |S|)!)/n!, where Ci = {S ∈ W | S\{i} /∈ W}.

Power indices, in influence games, can be considered centrality measures be-
cause an actor is more central in a network while more necessary is for generating
of winning coalitions. Moreover, influence games also provide other new criteria
to determine measures of centrality. Let f(S) =

∑
i∈S f(i), for a coalition S ⊆ N .

For an influence game (G,w, f, q), Effort(i) = min{f(S) | |F (S ∪ {i})| ≥ q},
the (minimum) effort required by the network to choose a winning coalition that
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Fig. 1. Monkeys’ interaction network and comparisons among Bz-C4, SS-C4, CC , CB

contains a required actor. While greater is the required effort for a node, this
node should be less central. Therefore, the effort centrality measure is the ef-
fort required to make the social network follows the opinion of an actor, i.e.,
CE(i) = (f(N)− Effort(i))/f(N).

The second new measure is the satisfaction centrality measure, based on the
satisfaction score [14], representing the level of satisfaction of each actor applied
to an influence game (G,w, f, q), i.e., CS(i) = (|Wi|+ |L−i|)/2n, where Wi =
{X ⊆ V (G) | i ∈ X, |F (X)| ≥ q} and L−i = {X ⊆ V (G) | i /∈ X, |F (X)| < q}.

3 Cases of Study

We consider three simple real social networks to compare the new centrality
measures Bz, SS, CE and CS , with some traditional ones, CD, CC and CB. In
each comparative table the three more central values will be highlighted in bold.
We used enough significant digits to distinguish all the different values.

Monkeys’ interaction. This is a network representing the real interactions
amongst a group of 20 monkeys observed during three months next to a river
provided in [3]. It is represented by an undirected graph with an edge {i, j}
whenever monkeys i and j were witnessed together in the river. See Figure 1, on
the left.

In order to analyze this network ((V,E), w) we assume, as usual, that every
undirected edge {i, j} with i, j ∈ V represents in fact two arcs (i, j) and (j, i) of
E, and the weight function is defined by w(e) = 1, for all e ∈ E. In our context,
this means that a monkey can influence and be influenced by other monkey if
and only if they have interacted. To define an influence game we have to set
the quota and define the labeling function. We select q = 14, which corresponds
to the maximum spread of influence which can be obtained from a monkey. We
consider four labeling functions representing different influence requirements.
For every node i ∈ V , (C1) minimum, f(i) = 1; (C2) average, f(i) = �deg(i)/2	;
(C3) majority, f(i) = 
deg(i)/2�+ 1; and (C4) maximum,f(i) = deg(i).

The Bz, SS, CE and CS measures have been computed for all these cases
(Table 1). Note that only isolated nodes for Bz, SS and CE , as well as the last
column of CE assume a score exactly equal to zero. For (C1), the new measures
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Table 1. Comparison for the Monkeys’ interaction network for q = 14

Bz SS CE CS

Node CD CC CB C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4

1 0.21 0.134 0.006 0.07 0.038 0.0708 0.0885 0.07 0.025 0.068 0.075 0.9 0.43 0.14 0 0.501 0.521 0.575 0.598
2 0.00 0.050 0.000 0.00 0.000 0.0000 0.0000 0.00 0.000 0.000 0.000 0.0 0.00 0.00 0 0.500 0.500 0.500 0.500
3 0.68 0.143 0.260 0.07 0.156 0.1214 0.1730 0.07 0.219 0.150 0.192 0.9 0.36 0.07 0 0.501 0.589 0.644 0.736
4 0.16 0.133 0.000 0.07 0.059 0.0673 0.0343 0.07 0.047 0.062 0.044 0.9 0.50 0.14 0 0.501 0.537 0.547 0.580
5 0.11 0.132 0.000 0.07 0.019 0.0373 0.0438 0.07 0.013 0.032 0.036 0.9 0.43 0.14 0 0.501 0.510 0.543 0.578
6 0.00 0.050 0.000 0.00 0.000 0.0000 0.0000 0.00 0.000 0.000 0.000 0.0 0.00 0.00 0 0.500 0.500 0.500 0.500
7 0.16 0.133 0.000 0.07 0.049 0.0497 0.0460 0.07 0.032 0.043 0.045 0.9 0.43 0.14 0 0.501 0.528 0.551 0.583
8 0.16 0.133 0.003 0.07 0.048 0.0282 0.0863 0.07 0.040 0.024 0.066 0.9 0.43 0.07 0 0.501 0.527 0.532 0.601
9 0.05 0.131 0.000 0.07 0.028 0.0281 0.0003 0.07 0.017 0.022 0.005 0.9 0.43 0.14 0 0.501 0.516 0.531 0.548
10 0.16 0.133 0.000 0.07 0.074 0.0538 0.0205 0.07 0.069 0.050 0.035 0.9 0.50 0.14 0 0.501 0.536 0.555 0.582
11 0.11 0.132 0.000 0.07 0.037 0.0470 0.0035 0.07 0.023 0.040 0.016 0.9 0.50 0.14 0 0.501 0.520 0.553 0.574
12 0.47 0.139 0.060 0.07 0.154 0.1004 0.1671 0.07 0.180 0.107 0.160 0.9 0.43 0.14 0 0.501 0.580 0.604 0.625
13 0.32 0.136 0.011 0.07 0.091 0.1197 0.1395 0.07 0.096 0.125 0.116 0.9 0.43 0.07 0 0.501 0.546 0.586 0.596
14 0.21 0.134 0.000 0.07 0.081 0.1028 0.0375 0.07 0.075 0.100 0.055 0.9 0.50 0.14 0 0.501 0.541 0.569 0.584
15 0.32 0.136 0.011 0.07 0.091 0.1197 0.1395 0.07 0.096 0.125 0.116 0.9 0.43 0.07 0 0.501 0.546 0.586 0.596
16 0.00 0.050 0.000 0.00 0.000 0.0000 0.0000 0.00 0.000 0.000 0.000 0.0 0.00 0.00 0 0.500 0.500 0.500 0.500
17 0.16 0.133 0.000 0.07 0.074 0.0538 0.0205 0.07 0.069 0.050 0.035 0.9 0.50 0.14 0 0.501 0.536 0.555 0.582
18 0.00 0.050 0.000 0.00 0.000 0.0000 0.0000 0.00 0.000 0.000 0.000 0.0 0.00 0.00 0 0.500 0.500 0.500 0.500
19 0.00 0.050 0.000 0.00 0.000 0.0000 0.0000 0.00 0.000 0.000 0.000 0.0 0.00 0.00 0 0.500 0.500 0.500 0.500
20 0.00 0.050 0.000 0.00 0.000 0.0000 0.0000 0.00 0.000 0.000 0.000 0.0 0.00 0.00 0 0.500 0.500 0.500 0.500

are not good representatives. As the spread of influence is fluid, i.e., actors
do not require too many restrictions to form winning coalitions, then all the
non-isolated nodes have the same value. However, for the other cases in which
differences between influence are relevant, only the pair of monkeys (10, 17) and
(13, 15) assume the same value for Bz, SS and CS , allowing a more relevant
classification.

Dining-table partners. This network represents the companion preferences of 26
girls living in one cottage at a New York state training school [11,2]. See Figure 2,
on left. Each girl was asked about who prefers as dining-table partner in first and
second place. Thus, each girl is represented by a node, and there is a directed
edge (i, j) per each girl i preferring girl j as dining-table partner. Every node
has an outdegree equal to 2: edges with weight 1 denote the first option of the
girl, and edges with weight 2 denote her second option.

We could assume that a girl has some ability to influence another one which
has chosen her as a partner. Figure 2 (on right) shows the corresponding network
of this influence game, reversing each arc (i, j) by (j, i), so that a node points
to another when the first one has some influence over the second one. Further,
the weights of the edges must be exchanged, so that an original edge (i, j) with
weight 1 now becomes in an edge (j, i) with weight 2, and viceversa. Because a
girl has more influence over another one if that other has chosen her in the first
place rather than in the second place. Of course, now every node has an indegree
equal to 2: one edge with weight 1 and the other with weight 2. We consider a
quota q = 14, so that a coalition is winning if and only if it achieves to convince
(through its spread of influence) most of the girls absolute majority. For every
node i ∈ V , we consider the following labeling functions:
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Fig. 2. Network for dining-table partners and the associated influence graph
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Fig. 3. Comparative between Bz-C3, SS-C3, CC and CB for Dining-table partners

(C1) minimum, f(i) = 1; (C2) average, f(i) = 2; and (C3) maximum, f(i) =
3. Unlike in the previous network, here there are no isolated nodes, but we can
still obtaining scores for Bz and SS equal to zero. See the columns of Bz-C1 and
SS-C1 on Table 2.

Indegree centrality C−
D does not provide any relevant information, because

the indegree for each node is always 2 (see Table 2 and Figure 3). Similarly
as it succeded in the previous network, Bz-C1, SS-C1, CE-C1 and CS-C1 have
several nodes with the same rank, but while the required influence to convince-
ment increases, the values of the measures are more diverse for the power indices
and satisfaction centrality. Measures Bz-C2, SS-C2 and CS-C2, as well as C

+
D and

CC , have only some values that are repeated, but measures Bz-C3, SS-C3
and CS-C3 have the same values only for girls 1 and 2. These girls are equivalent
in this sense for all the other measures except by CB , in which, however, together
with CE , girls 23 and 26 have the same centrality.

Girl 15 has a high centrality in all measures, as well as girl 9, except in CE -C2,
as well as in Bz-C2 and SS-C2, where is far less central. Girl 13 is fairly central
exclusively in C+

D, because despite of its high outdegree, only exist paths from
this node to another four, which is a severe restriction for all other measures.
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Table 2. Comparison values for the Dining-table partners network for q = 14

Bz SS CE CS

Node C−
D C+

D CC CB C1 C2 C3 C1 C2 C3 C1 C2 C3 C1 C2 C3

1 0.08 0.04 0.0400 0.035 0.00 0.028 0.0274 0.0000 0.0103 0.0259 0.92 0.85 0.42 0.500000 0.5024 0.5300
2 0.08 0.04 0.0400 0.033 0.00 0.028 0.0274 0.0000 0.0103 0.0259 0.92 0.85 0.42 0.500000 0.5024 0.5300
3 0.08 0.08 0.2273 0.072 0.08 0.008 0.0302 0.0832 0.0014 0.0331 0.96 0.85 0.54 0.500217 0.5006 0.5329
4 0.08 0.08 0.0473 0.039 0.00 0.028 0.0413 0.0000 0.0103 0.0383 0.92 0.85 0.42 0.500000 0.5024 0.5451
5 0.08 0.12 0.0473 0.049 0.00 0.028 0.0452 0.0000 0.0103 0.0463 0.92 0.85 0.42 0.500000 0.5024 0.5494
6 0.08 0.08 0.3165 0.102 0.08 0.043 0.0481 0.0832 0.0142 0.0473 0.96 0.85 0.42 0.500217 0.5036 0.5526
7 0.08 0.00 0.0385 0.015 0.01 0.024 0.0216 0.0003 0.0075 0.0176 0.92 0.85 0.42 0.500027 0.5020 0.5236
8 0.08 0.04 0.0471 0.036 0.00 0.024 0.0278 0.0000 0.0075 0.0239 0.92 0.85 0.42 0.500000 0.5020 0.5303
9 0.08 0.24 0.4902 0.232 0.08 0.027 0.0820 0.0832 0.0072 0.0965 0.96 0.85 0.54 0.500217 0.5023 0.5896
10 0.08 0.08 0.3378 0.089 0.08 0.104 0.0506 0.0832 0.1953 0.0578 0.96 0.92 0.54 0.500217 0.5089 0.5552
11 0.08 0.08 0.2778 0.107 0.08 0.008 0.0383 0.0832 0.0014 0.0410 0.96 0.85 0.54 0.500217 0.5006 0.5418
12 0.08 0.04 0.0452 0.052 0.00 0.004 0.0321 0.0001 0.0007 0.0292 0.92 0.85 0.42 0.500004 0.5003 0.5350
13 0.08 0.16 0.0454 0.061 0.00 0.014 0.0500 0.0001 0.0041 0.0511 0.92 0.85 0.42 0.500004 0.5012 0.5546
14 0.08 0.08 0.3571 0.083 0.08 0.104 0.0486 0.0832 0.1953 0.0465 0.96 0.92 0.42 0.500217 0.5089 0.5531
15 0.08 0.24 0.3906 0.145 0.08 0.104 0.0683 0.0832 0.1953 0.0755 0.96 0.92 0.54 0.500217 0.5089 0.5746
16 0.08 0.00 0.0385 0.025 0.00 0.015 0.0279 0.0000 0.0055 0.0256 0.92 0.85 0.42 0.500000 0.5013 0.5305
17 0.08 0.33 0.0614 0.091 0.08 0.051 0.0469 0.0832 0.0232 0.0459 0.96 0.85 0.42 0.500217 0.5043 0.5512
18 0.08 0.12 0.3425 0.123 0.08 0.104 0.0404 0.0832 0.1953 0.0361 0.96 0.92 0.42 0.500217 0.5089 0.5442
19 0.08 0.08 0.0595 0.053 0.08 0.036 0.0356 0.0832 0.0126 0.0327 0.96 0.85 0.42 0.500217 0.5031 0.5389
20 0.08 0.12 0.3247 0.164 0.08 0.075 0.0394 0.0832 0.0413 0.0395 0.96 0.85 0.42 0.500217 0.5064 0.5430
21 0.08 0.08 0.0605 0.038 0.08 0.051 0.0457 0.0832 0.0232 0.0512 0.96 0.85 0.54 0.500217 0.5043 0.5499
22 0.08 0.04 0.0452 0.046 0.00 0.025 0.0325 0.0001 0.0082 0.0293 0.92 0.85 0.42 0.500004 0.5021 0.5355
23 0.08 0.00 0.0385 0.027 0.00 0.011 0.0191 0.0000 0.0029 0.0173 0.92 0.85 0.42 0.500000 0.5010 0.5208
24 0.08 0.08 0.0417 0.057 0.01 0.029 0.0324 0.0003 0.0083 0.0301 0.92 0.85 0.42 0.500027 0.5025 0.5354
25 0.08 0.00 0.0385 0.020 0.01 0.024 0.0218 0.0003 0.0075 0.0187 0.92 0.85 0.42 0.500027 0.5020 0.5239
26 0.08 0.00 0.0385 0.027 0.00 0.004 0.0197 0.0000 0.0007 0.0177 0.92 0.85 0.42 0.500000 0.5003 0.5215

Student Government discussion. The last case of study starts with the social
network illustrated in Figure 4. This network represents the communication in-
teractions among different members of the Student Government at the University
of Ljubljana in Slovenia. Data were collected through personal interviews in 1992
and published by [6], being used later by [2].

Every directed edge is a communication interaction and all of them have the
same weight equal to 1. Each node is a member of the Student Government, and
unlike the previous cases, here nodes are labeled beforehand: There are three
advisors labeled 1, seven ministers labeled 2, and one prime minister labeled 3.

We modified slightly this network to obtain the influence graph of Figure 4.
We assume that every communication interaction is an attempt to influence an-
other student. Thus, the capacity to influence depends on the student’s position.
For instance, the advise of a prime minister does not have the same effective-
ness —marked with weight 3— than the advise of an advisor —marked with
weight 1. Furthermore, as the labels of the nodes should represent the difficulty
of each student i ∈ N to be influenced, according to their position in the Student
Government, then they have been changed by the following values: f(i) = 1, if
i is an advisor; f(i) = �deg−(i)/2	, if i is a minister; and f(i) = deg−(i), if i is
the primer minister. We consider a majority influence required to win, setting
q = 6 (see Table 3 and Figure 4).

Traditional measures provide different rankings. In fact, none of the most
central nodes measured with CC and CB coincide, and while the most central
node for CC is the advisor 10, this is the less central according to CB . Moreover,
the ministers 3 and 1 are very central for CC but with CB are at the bottom
of the ranking. This is because nodes 1, 3 and 10 have a high accessibility to
all other nodes, but however, they are not good intermediaries for connecting
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Fig. 4. Student Government discussion network and the asssociated influence graph

Table 3. Comparison for the Student Government discussion networ and q = 6

Node C−
D C+

D CC CB Bz SS CE CS

1 0.2 0.3 0.357 0.130 0.164 0.176 0.91 0.516
2 0.5 0.1 0.200 0.195 0.154 0.076 0.45 0.515
3 0.2 0.6 0.435 0.169 0.164 0.176 0.91 0.516
4 0.7 0.2 0.208 0.204 0.005 0.009 0.55 0.500
5 0.2 0.5 0.238 0.211 0.164 0.176 0.91 0.516
6 0.4 0.5 0.238 0.304 0.164 0.176 0.82 0.516
7 0.6 0.4 0.227 0.316 0.005 0.009 0.64 0.500
8 0.8 0.4 0.227 0.262 0.005 0.009 0.55 0.500
9 0.2 0.4 0.227 0.193 0.005 0.009 0.82 0.500
10 0.0 0.4 0.556 0.111 0.164 0.176 0.91 0.516
11 0.3 0.3 0.227 0.306 0.005 0.009 0.82 0.500

distant nodes through paths. Nevertheless, nodes 1, 3 and 10, as well as ministers
5 and 6, have a high score for measures Bz, SS and CS . Thi is so since the spread
of the influence over the other students, starting from the coalitions where they
participate, is often necessary to overcome the required quota q. The same occurs
for CE , except for the minister 6, which is a bit less central.

4 Conclusions and Future Work

Our main motivation in this work was to use influence games as a way to pro-
pose additional centrality measures coming from the field of cooperative game
theory. The framework of influence games derives a connection between social
network analysis and spread of influence in decision processes. We exploit this
link with simple game theory to propose new centrality measures: Banzhaf,
Shapley-Shubik, Effort and Satisfaction. This is the first approach to apply power
indices as centrality measures for social networks (for specific game-theoretic net-
works [9] has been used the Shapley-Shubik index as centrality measure). Our
results do not contradict the relevance criteria provided by traditional central-
ity measures like degree centrality, closeness or betweenness. In some cases such
measurements are similar to our measurements, but there are also cases where
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the results have been quite different. Indicating that an additional study on more
realistic social networks is of interest.

Our proposal can be extended to other power indices [5] and measures, it
will be of interest to determine which of them provide relevant rankings for
social network analysis. Finally, we want to mention that there are other well
known concepts related with players in simple games, such as dummy, vetoer
or dictators [13], that could provide interesting properties of actors in a social
network.
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Abstract. An agent is a computer system capable of flexible and autonomous 
action in dynamic, unpredictable and typically multi-agent domains. Most dis-
tributed computing environments today are extremely complex and time-
consuming for human administrators to manage. Thus, there is increasing  
demand for the self-healing and self-diagnosing of problems or errors arising in 
systems operating within today’s ubiquitous computing environment. This pa-
per proposes a proactive self-healing system that monitors, diagnoses and heals 
its own internal problems using self-awareness as contextual information for 
crop production monitoring system in the future. The proposed system consists 
of Multi-Agents that analyze the log context, error events and resource status in 
order to perform self-healing and self-diagnosis. To minimize the resources 
used by the Adapters which monitor the logs in an existing system, we place a 
single process in memory. By this, we mean a single Monitoring Agent moni-
tors the context of the logs generated by the different system components. For 
rapid and efficient self-healing, we use a 6-step process. The effectiveness of 
the proposed system is confirmed through practical experiments conducted with 
a prototype system. 

Keywords: Self-healing, Self-diagnosing, Agent, Ubiquitous computing, 
CBE(Common Base Event), Crop Production Agent Systems. 

1 Introduction 

Applications where agent technologies will play a crucial role include: Ambient Intel-
ligence, Grid Computing, e-Business, the Semantic Web, and Bio-informatics.  
Agent systems are one of the most vibrant and important areas of research and devel-
opment to have emerged in information technology. Most distributed computing envi-
ronments today are very complex and time consuming for a human administrator to 
manage. Thus, there is a growing need for experts who can assure the efficient man-
agement of various computer systems. However, management operations involving 
human intervention have clear limits in terms of cost effectiveness and the availability 
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of human resources [1]. With regard to all computer problems, about 40% are attri-
butable to errors made by the system administrators [2]. Thus, the current system 
management method, which depends mainly on professional managers, must be im-
proved. 

In ubiquitous environments, which involve an even greater number of computing 
devices, with more informal modes of operation, this type of problem will have rather 
serious consequences. In order to solve these problems when they arise, effective self-
healing systems are required. A self-healing system allows the system or computing 
device itself to recognize, identify and heal problems arising, without depending on 
administrators [3]. 

The existing self-healing systems consist of a 5-step process, including Monitoring, 
Translation, Analysis, Diagnosis and Feedback. This architecture has various draw-
backs. These drawbacks are presented as the existing system is a log-based system, if 
an error or problem arising in a component does not generate a log event, it can’t heal 
the problem or error. It also increased log file sizes and frequency and the wastage of 
resources (such as ‘RAM’, ‘CPU’, etc). It is a lot of dependency on the administrator 
and vendor. 

In this paper, we propose an SHMAP (Self-Healing Multi Agent Prototyping 
proactive self-healing system which incorporates several functions designed to re-
solve the problems mentioned above, namely  (1) the minimization of the resources 
required through the use of a single process (Monitoring Agent), (2) the use of a Meta 
Policy which offers different healing strategies according to the components situation, 
viz. ‘Emergency’, ‘Alert’, ‘Error’ and ‘Warn’. (3) for the sake of rapid and efficient 
self-healing, we use a 6-step process. The proposed system is designed and imple-
mented in the form of a prototype, in order to prove its effectiveness through experi-
mentation. 

2 Related Works 

Self-adaptive software has the capability to modify its own actions in response to 
changes in areas such as system faults, and resource variability. These self-adaptive 
behaviors are the essence of the self-healing system or, in other words, the self-
healing system must contain self-adaptive behaviors [11]. Oreizy et. al. [4] proposed 
the following processes for self-adaptive software: Monitoring the system, Planning 
changes, Deploying the change descriptions and Enacting these changes [5][6][7][8]. 

2.1 Adaptive Service Framework (ASF) 

The Adaptive Service Framework (ASF) [10] proposed by IBM and CISCO is applied 
in the form of self-adaptive behaviors. The functions of the ASF are  the Adapters [9] 
monitor the logs from the various components and  the Adapter translates the  
logs generated by the component into the CBE (Common Based Event) format.  
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The Autonomic Manager [9] analyzes the CBE log. This step identifies the relation-
ship between the components through their dependency. The Autonomic Manager [9] 
finds the appropriate healing method by means of the Symptom Rule [9] and Policy 
Engine [9] then applies the healing method to the applicable component. The feed-
back from the Resource Manager [9] enables the system to heal itself. 

In the event that the component has a critical problem or one which cannot be 
solved easily, the Autonomic Manager sends a Call Home Format  message to the 
Support Service Provider (SSP) / Vendor, requesting them to find a solution. 

2.2 Context Awareness for Self-adaptive Software 

Adaptive software evaluates its own action. If it does not perform an intended goal, it 
changes its own action in order to achieve more efficient performance [14]. It must 
consider a realistic environment for system operation, and possess appropriate archi-
tecture operating in the external environment. Through the architecture, the self-
adaptive software is able to change its own behavior to achieve an intended goal. 
These behavior changes achieve results depending on the context in the environment. 
It is difficult to adapt in changing external environments using the contextual infor-
mation, because situation information is widely variable and representation is not 
accurately defined [15]. To develop Adaptive software, the software needs to involve 
context-awareness for external environments. The environment during operating 
software is called ‘context’. 

However, it has progressed slowly in the study of context self-awareness. Thus, 
this paper proposes a ‘proactive self-healing system’ that knows the situation in sys-
tem and infers when system failure occurs. 

3 Design of SHMAP   

3.1 Basic Designs Concepts 

The functions of the proposed SHMAP system are as follows: 

(1) the Monitoring Agent, which runs as a single process, provides real time monitor-
ing of error events, in order to overcome the problem associated with the number of 
Adaptors [10], which result in memory wastage. (2) if problems or errors arising in 
systems result in an emergency situation, the Component Agent can take proactive 
and immediate action. (3) the System Agent using threshold values of the system 
resources recognizes system situations and chooses an applicable policy on the Meta 
level. (4) before translating the original log into the log of the CBE type, a filtering 
process is performed. In effect, the Component Agent reduces the size of the log  
file. (5) in the event that there is no applicable method of healing, the  
Searching Agent searches the web server of the vendor in order to interact with the 
administrator. 
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3.2 System Architecture 

Fig. 1 shows the structure of the proposed system, which is composed of a Monitoring 
Agent, Component Agent, System Agent, Diagnosis Agent, Decision Agent and 
Searching Agent. The Proposed system consists of 6 consecutive processes, viz. Mon-
itoring, Filtering, Translation, Analysis, Diagnosis and Decision and Feedback 
 

 

 

Fig. 1. Architecture of SHMAP Systems 

3.2.1   Monitoring Agent (Monitoring Phase) 
As shown in Fig.2, the functions of the Monitoring Agent are as follows: 

It monitors resource (such as Ram, CPU, etc) status and the size of the log file gener-
ated by the components. To deal with errors or problems arising in the component that 
do not generate log events, it monitors error events arising in the operating system, in 
order to detect problems or errors concerning these components. 

Through resource status, log files and error events, if the Monitoring Agent detects 
suspicious events of the components, it executes the Component Agent. 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Monitoring Agent’s behavior 
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3.2.2   Component Agent (Filtering and Translation Phase) 
The functions of the Component Agent are as follows; It gathers the information pro-
vided by the Monitoring Agent. It filters error context from normal log context File 
(as shown in Fig 3). As can be seen, the error context is filtered by means of designat-
ed keywords, such as “not”, “error”, “reject”, “notify”, etc. It also translates the  
filtered error context into the CBE format. Using the syslog service existing in the 
operating system, as shown in Table1, it classifies the Error Event, and sets up  
the priorities. It takes immediate action corresponding to Emergency (Priority ‘1’) 
situation, through the code cache 

 

 
Fig. 3. The filtering source code 

Table 1. Classification of the Error Event 

Error Level Priority 

Emergency 1 

Alert 2 

Error 3 

Warn 4 

 
The log contexts generated by the component as the result of observing an error is 

referred to as an error report. The Component Agent can take proactive and imme-
diate action. As shown in Fig.4, the Component Agent generates the Error Report and 
the CBE. The Error Report is an administrator document, and the CBE is a document 
for the system.  
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Fig. 4. Component Agent’s behavior 

3.2.3   System Agent (Execution Phase) 
The System Agent consists of the CBE Log Receiver, Resource Collector, Adaptation 
Module and Executor, as shown in Fig 5. When the System Agent receives the CBE 
log from the CBE Log Receiver, the Resource Collector gathers the CPU information, 
Memory information, process information and Job Schedule information, in order to 
deliver it to the Adaptation Module. 

 
 

 

Fig. 5. Architecture of the System Agent 

The Adaptation Module is in possession of the threshold values pertaining to the ga-
thered resource information. According to the threshold value, a suitable policy is 
implemented. The Executor then executes the best healing method. In this step, we 
distinguish the dependency of the components. The collected information and CBE 
logs are sent to the Diagnosis Agent. The System Agent applies the best healing me-
thod in accordance with the threshold value. 

3.2.4   Diagnosis Agent (Analysis and Diagnosis Phase) 
The first major attribute of a self-healing system is self-diagnosing [9]. The Diagnosis 
Agent analyzes the CBE log, resource information (received from the System Agent) 
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and the dependency of the components,  and then diagnoses the current problem 
(through the Symptom DB). It provides technology to automatically diagnose prob-
lems from observed symptoms. The results of the diagnosis can be used to trigger 
automated reactions. 

The following is the algorithm performed by the Diagnosis Agent. 
Step1 Extract the CBE log from an encapsulated message 
Step2 Read the correlated component in the CBE log 
Step3 Search the correlated CBE logs during the assigned time 
Step4 Cluster the correlated logs 
Step5 Diagnose a set of the logs using IF~THEN rules 
Step6 Send a result to the Decision Agent with additional Information 

3.2.5   Decision Agent (Decision and Feedback Phase) 
Through the information delivered by the Diagnosis Agent, The Decision Agent de-
termines the appropriate healing method with the help of the Policy DB. It also rece-
ives feedback information from the System Agent in order to apply the more efficient 
healing method. 

The Information received from the diagnosis Agent is used to determine the heal-
ing method. The Decision Agent determines the solutions that can be classified into 
root healing, temporary healing, first temporary healing and second root healing. 

Temporary healing is a way of resolving a problem temporarily, such as discon-
necting a network connection, assigning temporary memory. The root healing is the 
fundamental solutions on the diagnosed result, including re-setting, restarting, and 
rebooting. The Decision Agent stores the methods in the DB as below Fig. 6, and 
decides how to select the appropriate healing method. However, in the event that the 
desired conditions do not exist, using the Decision Tree, the Decision Agent deter-
mines the most appropriate healing method and sends out the code to heal the system. 

Table 2. Decision Table 

 

 
The Table 2 is the table to determine the optimal resolution method by analyzing 

given attributes. Looking at the DECISION column, when placed under the current 
diverse context, it helps to determine R(Root Solution), T(Temporary Solution), or 
TR(first Temporary Solution, second Root Solution). The FEEDBACK Column is 
showing feedbacks that were executed by the System Agent to heal the system. 

The Decision Agent compares the fields with the information received by the Sys-
tem Agent, these fields are CURRENT JOB, FUTURE JOB and AVAILABLE 
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MEMORY. If the value of the FEEDBACK Column is POSITIVE, the appropriate 
method is determined. 

However, if there are no matched fields, the Decision Tree using the ID3 algorithm 
generates the generalized classification rules on the given pattern, and can be used in 
classifying patterns not already in possession. 

If the final decision is made through this algorithm, the Decision Agent sends the 
scripts and codes for healing to the System Agent. At this time, the Decision Agent 
delivers the appropriate method and several alternative methods assigned with a prior-
ity. And then, this learns using reinforcement learning 

3.2.6   Searching Agent 
The Searching Agent is used to search the vendor’s website for the knowledge re-
quired to solve the problem, This Agent uses search engines such as Google to search 
for the address of the web site at which the patch specified in the CBE Log can be 
obtained. It sends the resulting search information to the administrator. The Code 
Cache is used to provide healing code to solve the error of the component arising in 
emergency situations. If the system may not perform self-healing processes, the ad-
ministrator interface helps the Administrator heal his system through scripting. It 
provides a browsing interface to see the information sent by the Searching Agent. The 
administrator can perform patching or any other action such as scripting or reconfi-
guring specific files through the interface. 

3.3 Meta Policy for Self-Healing 

In this section, we describe the Meta Policy that reconfigures the component of the 
proposed system. Using the Meta Policy, agents can select the appropriate adaptation 
policy. Fig. 6 shows that a suitable strategy is selected via a Meta policy, and then the 
architecture of the proposed system is reconfigured by this strategy. 

 
 

 

Fig. 6. The Meta Policy of the Component Agent and System Agent 

<MetaPolicy> 

 <Agent name = “Component Agent”> 

  <Policy name = “Eermgency”> 

   <statusName = “no-operation” 

       resourceName = “Component”> 

       Method = “default” value = “terminated”> 

      urn : emergencyPolicy.xml 

   </status> 

  </Policy> 

 </Agent> 

 <Agent name = “System Agent”> 

   <Policy name = “Alert”> 
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The Meta policy document identifies the different polices that can be applied, 
namely the “Emergency”, “Alert”, “Error” and “Warn” policies. Theses policies each 
have a status, linked to their respective policy, and then the architecture of the pro-
posed system is reconfigured by this strategy. 

We can understand their behavior from the above document. The Component 
Agent looks up the current status in the MetaPolicy.xml file. If the agent classifies the 
current situation as an emergency based on the information contained in the MetaPo-
licy.xml file, it acts to heal the component which is controlled 표 this agent. The 
operation that it performs is described in the emergencyPolicy.xml file, in the form of 
Component Agent behavior. 

The System Agent uses the Meta policy to identify the current situation of the sys-
tem. For example, when the number of processes in memory is 70, the system agent 
interprets the current situation as an emergency. When the agents classify the status as 
an emergency, it applies the policy corresponding to the link in the Meta policy doc-
ument: “urn:<finename.xml>”. 

4 Implementation and Evaluation of SHMAP 

We employed JAVA SDK1.4, and used Oracle9i as the DBMS. Also we used 
JADE1.3 for the Agent development. The sample log used for the self-healing process 
was a log generated with APACHE. We implemented the Agents of the proposed 
system (in the form of a JADE Agent Platform [13]). As shown in Fig 9 and 10 [13], 
each of the agents is registered with each of the containers, and the ACL (Agent 
Communication Language) is used to communicate among the agents. We performed 
the simulation using six agents.  

The Fig.7 shows that the result of the Monitoring Agent. The Fig.8 and Fig.9 illu-
strate data to be translated to the filtered log and the CBE log, acting as the common 
log format. 

 

 

Fig. 7. The result of the Monitoring 

 

Fig. 8. The filtered log(‘Alert Situation’) 

date : [Fri Mar 17 11:32:42 2005] 

log_level : [Alert] 

client_ip : [client 203.252.53.142] 

log_description : 

httpd: Could not determine the server’s fully 

qualified domain name 

The size of FILE 3507bytes 

The command that can execute the agent: 

Java jade.Boot –host pjm –container 

      sender:SHS_ComponentAgent.java 

The location of log: 

D:\\RELATED_WORK\\AUTONOMIC\\PROJECT\\ 

Self-healing- 
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Fig. 9. CBE (Common Base Event) log 

The proposed system was evaluated and compared qualitatively and quantitatively 
in terms of the Log Monitoring Module, the Filtering & Translating Efficiency, and 
the healing Time. 

 
(a) Log Monitoring Test. In the existing system, if the number of components is Ω, 
the system has to have Ω processes to monitor the log. In the proposed system, how-
ever, only one process is needed to monitor the log, as shown in Fig. 14. In this fig-
ure, the proposed system demonstrates its ability to stay at a certain level of memory 
usage, even when the number of components in increased. 

 
(b) Filtering & Translation Efficiency Test. In the proposed system, the Component 
Agent searches for a designated keyword (such as “not”, “reject”, “fail”, “error”, etc.) 
in the log generated by the components. By using this approach, we were able to in-
crease the efficiency of the system, in terms of the size of the log and the number of 
logs. We analyzed up to 500 logs, filtered out those logs not requiring any action to be 
taken, and evaluated the number and size of the logs in the case of both the existing 
and proposed systems. As a result of the filtering process, only about 20% of the logs 
were required for the healing process, as shown in Fig. 10. Therefore, the proposed 
system reduces the number and size of the logs, which require conversion to the CBE 
format. 

 

Fig. 10. Memory Usage 

<affectedComponentID componentAddressType=“HostAddressType”> 

     <componentData InstanceID=“A001” application=“Apache” executionEnvironment=“RedHatLinux”> 

     </componentData> 

     <componentType name=“web_Application_Server”> 

     </componentType> 

     <componentAddress HostAddressType=“pjn”> 

     </componentAddress> 

</affectedComponentId> 

 

<reporterComponentId> 

      <componentData InstanceID=“A001” application=“Apache” executionEnvironment=“RedHatLinux”> 

      </componentData> 

      <componentType name=“web_Application_Server”> 

      </componentType> 

      <componentAddress HostAddressType=“pjn”> 

      </componentAddress> 

</reporterComponentId> 
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Fig. 11. Comparison of size and number of logs 

(c) Average Healing Time Measurement. We measured the Average Healing Time 
arising in the existing self-healing system and the proposed self-healing system. 

We classified the type of error, and measured the average healing time of the clas-
sified errors. As shown in Fig. 12, we verified that the proposed systm’s healing time 
is faster than the existing system’s healing time and rapidly responded to problems 
arising in the urgent situation. In the event that the error component does not generate 
a log, we couldn’t measure the healing time arising in the existing self-healing system 
because the existing system was a log-based healing system. 

 

 

Fig. 12. Comparison of the Healing Time 

5 Conclusion 

In this paper, we proposed a Multi-Agent based self-healing system, with a pupose of 
enabling a computer system to observe, diagnose and heal errors or problems in ubi-
quitous environments. The advantages of this system are as follows. First, when 
prompt responses are required, the system can make an immediate decision and re-
spond right away. Second, the Monitoring Agent monitors error event and resource 
status the generation of the log on the fly, thus improving the memory usage. Third,  
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before converting the log into the CBE (Common Base Event) format, filtering is 
performed to minimize the memory and disk space used in the log conversion. Fourth, 
it provides a faster healing time. Fifth, using the Meta Policy, the appropriate adapta-
tion policy is selected. However, further study is required to develop an algorithm 
able to make accurate and general inferences when prompt based responses are em-
ployed in the proposed system in this study. It is also necessary to examine the prob-
lems associated with the dependency on the vendor and manager. 
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Abstract. This paper analyses and validates the impact of using gamification 
techniques for improving eco-driving learning. The proposal uses game me-
chanisms such as the score and achievements systems in order to encourage the 
driver to drive efficiently. The score is calculated using fuzzy logic techniques 
that allow us to evaluate the driver in a similar way as a human being would do. 
We also define the eco-driving tips that are issued while driving in order to help 
the driver to improve the fuel consumption. Every time the system detects an 
inefficient action of the driver to a previously known situation such as a bad 
reaction to a detected traffic sign or a detected traffic accident, it warns the user. 
The proposal is validated using 14 different drivers performing more than 300 
drives with 5 different models of vehicles on 4 different regions of Spain. The 
conclusions show a positive correlation in the use of gamification techniques 
and the application of the proposed of eco-driving tips, especially for aggressive 
drivers. Furthermore, these techniques contribute to avoid drivers coming back 
to their previous driving habits.  

Keywords: Eco-driving learning, Fuel Consumption Optimization, Gamifica-
tion, Help systems, ITS, Intelligent Vehicle Systems & Telematics, Intelligent 
systems, User experiments. 

1 Introduction 

The emission of pollutant gases due to vehicles causes a large number of deaths [1]. 
On the other hand, the number of old vehicles in circulation have increased exponen-
tially in recent years [2]. Fuel consumption depends on a large number of parameters 
that can be classified into three major groups: vehicle parameters (engine, aerodynam-
ic and weight), environment (topology, traffic density and weather conditions) and 
driver (speed, acceleration, deceleration, gear, and air conditioning). Eco-driving is a 
driving technique based on the setting of the parameters that the user controls. This 
technique allows us to save fuel regardless of the technology [3] [4].  

This paper focuses on two of the most important challenges in eco-driving: moti-
vating the user to drive efficiently avoiding the return to its bad previous driving ha-
bits and helping drivers to acquire knowledge about eco-driving in an efficient way.  
One way to encourage the driver to learn and to apply the eco-driving rules is using 
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gamification techniques. This method consists of building a game in a non-game con-
text to perform hard and repetitive activities, improving the engagement of user. In 
[5], we can see a review about gamification and the impact on teaching. There are 
many scenarios where this concept is applied. For example in [6], authors use emoti-
cons and sounds to encourage the recycling of bottles. When a user throws away a 
bottle in the garbage, the emoticon smiles. Authors conclude that the proposed system 
increases the recycling rate by a factor of x3. This concept has also been applied in 
the field of transport systems. For example, in [7], the authors propose an application 
to report road accidents.  

2 The Eco-driving Game 

The proposed solution in this paper consists of an eco-driving assistant in combina-
tion with a gamification system. The eco-driving assistant continuously monitors the 
driver and the environment to propose improvements in his or her driving style in 
order to save fuel. The eco-driving recommender system is able to use the information 
coming from different sources (on-board telemetry systems, Internet Web Services 
and mobile device’s embedded sensors such as GPS, accelerometers and camera) to 
detect the current driving conditions and to adapt the eco-driving tips. On the other 
hand, when the driver finishes the trip, the system evaluates the quality of the driving 
in eco-efficiency terms (using fuzzy logic) and assigns a score to the driver. The score 
can be shared with friends and other users. In addition, we have defined achievements 
to reward environmental actions and to encourage the continuous use of the eco-
driving assistant. The aim of the proposal in this paper is that the user acquires the 
required knowledge about eco-driving in a user friendly and efficient way, applies the 
eco-driving tips while driving and does not return to their previous bad driving habits.  

The eco-driving assistant runs on a mobile device and which is continuously moni-
toring the behavior of the driver and the environment. When the eco-driving assistant 
detects an inefficient action, it notifies the user in order to avoid the same mistake 
again. In addition, it anticipates upcoming situations on the road in order to avoid the 
waste of energy if there was a late reaction from the driver. The different recommen-
dations provided by the eco-driving assistant are: 

• Driving at a constant speed 
• Avoiding sharp accelerations 
• Avoiding sharp slowdowns 
• Avoiding driving at high revolutions per minute 
• Avoiding driving at high speed  
• Reducing the intensity in decelerations by anticipating to upcoming situations 

(such a traffic signal) 
• Adapting the speed to environmental factors (rain, wind or important slope angles) 

or traffic conditions.  

Moreover, as noted above, it is essential to encourage and motivate the user to ap-
ply the tips and continue using the assistant. We evaluate the driver when it completes 
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the trip from the point of view of energy consumption and we assign a score to it. 
User scores can be shared with friends and other users establishing a ranking. The 
gamification techniques are designed based on the goal of obtaining the maximum 
score. Gamification is the use of game design elements in non-game contexts such as 
learning environments. The idea is to use concepts from games like: the challenge, the 
competitiveness and progression in order to motivate the user for improving the driv-
ing style from the point of view of energy consumption. 

The score of the driver is obtained using a fuzzy logic system. This method allows 
us to simulate the human knowledge when carrying out certain tasks such as driving. 
The objective is to model the behavior of an efficient driver. In the model, a set of 
input variables (acceleration, deceleration, engine speed, standard deviation of vehicle 
speed, positive kinetic energy and vehicle speed) is involved and the output is the 
estimation of energy efficiency of a driver. The output variable is a number between 0 
and 10. A high value means that the driver is applying the basic rules of eco-driving 
thoroughly. The proposed system is able to evaluate the driver's driving style based on 
a knowledge base and the information obtained through the vehicle's diagnostic port 
(OBD2) [8]. The OBD2 port allows us to obtain the vehicle telemetry. The knowledge 
base contains the rules that define whether driving is efficient or not. The rules have 
been obtained through observation of real samples. Our fuzzy system has six rules: 

• IF stdSpeed is high AND (acceleration OR deceleration OR speed) is high THEN 
NonEfficient 

• IF engineSpeed is high AND speed is low THEN NonEfficient 
• IF acceleration is high and PKI is high THEN NonEfficient 
• If engineSpeed is high AND speed is high THEN Efficient 
• If stdSpeed is low AND acceleration is low AND PKI is low THEN Efficient 
• If stdSpeed is low AND deceleration is low THEN Efficient 

 On the other hand, we have defined a set of achievements in order to motivate the 
driver to use the system frequently and in order to allow him to get familiar with eco-
logical challenges. As an example, the user unlocks an achievement when he com-
pletes a trip without accelerating sharply. Achievements are a traditional gamification 
method used to accomplish a certain behavior or to compare the performance of users. 
Achievements do not normally imply monetary compensation, but they are based on 
an emotional reward. 

3 Evaluation of Eco-driving Game 

3.1 Experimental Design 

In order to evaluate the improvement in the performance of the eco-driving rules 
when we use the proposed game, validation tests have been carried out using 5 differ-
ent vehicle models and 14 driver. Drivers were divided into two groups. The first 
group did not have the achievement system and the eco-driving assistant only issued 
eco-driving tips when it detected that the driver was doing inefficient actions from the 
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point of view of energy consumption. The second group made tests with eco-driving 
game enabled. In this case, when the driver finished the route, the eco-driving assis-
tant assigned a score to the user. The driver could check his score and compare it with 
the score obtained from friends and other users as well as to see his position in an eco-
driving ranking. Tests were made in four different regions of Spain: Madrid, Seville, 
Granada and “Castile and Leon”. However, all tests have performed under similar 
conditions (road type, number of stops, traffic density and weather conditions) in 
order to make a fair comparison between drivers.   

The eco-driving game was deployed on a Galaxy Nexus mobile device equipped 
with an ArmV9 processor at 1.2 GHz, 1 GB of RAM and Android 4.1.2. The OB-
DLink OBD Interface Unit from ScanTool [9].Net was used to get the relevant data 
(vehicle telemetry) from the internal vehicle’s CAN bus. The OBDLink Interface Unit 
contains the STN1110 chip that provides an acceptable sample frequency for the sys-
tem. In our tests, we obtain two samples per second. Figure 3 shows an overview of 
the experimental setting. 

3.2 Results 

To assess the overall behavior of the driver from the point of view of fuel consump-
tion, we use the fuzzy logic system described above. The score obtained allows us to 
determine to what degree the user complies with eco-driving rules. A lower score 
indicates that the driver does not apply the eco-driving rules. In contrast, a high score 
means that the user is driving efficiently. All drivers performed two tests. The first 
test is realized before using the eco-driving assistant. After, when the eco-driving 
assistant has been used 30 times, the second test is made. Table 1 captures the score 
obtained by drivers without using the eco-driving game feature, before (pre-test) and 
after (post-test) using the assistant. Table 2 shows the score obtained by drivers who 
have the game feature enabled on their eco-driving assistants. The score is a number 
from 0 to 10 where 0 means that the driver is totally inefficient and 10 which is very 
efficient. We can conclude that when the driver does not have activated the game 
feature (assistant issues only eco-driving tips), the driving style improves very 
slightly, and after a short period of time he returns to his previous driving habits. Fur-
thermore, some drivers ignore the eco-driving advice like driver “F1” (aggressive and 
occasional driver). On the other hand, drivers optimize the driving significantly when 
the game is enabled and maintain the efficient driving style regardless of the user 
profile (aggressive, normal, occasional or usual). 

In order to validate that the proposal improves the user's motivation to comply with 
the eco-driving rules and it is not due to random factors, the t-test has been used. Con-
sidering the null hypothesis as: “there is no improvement in user score when using the 
eco-driving game feature” and calculating the p-value we obtain a value of 0.004 
(below the 0.05 threshold). Therefore, the null hypothesis (under the 0.05 threshold) 
can be rejected. 
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Table 1. User Score without using the eco-driving game 

 
Driver 
Profile 

Pre-Test Post-Test Gain 

A1 
Aggressive 

Usual 
1 1.5 0.5 

B1 
Normal 
Usual 

2.1 4.1 2 

C1 
Normal 
Usual 

2.1 7.8 5.7 

D1 
Normal 
Usual 

0.9 7.9 7 

E1 
Normal 
Usual 

1.4 8.7 7.3 

F1 
Aggressive 
Occasional 

0.1 0 -0.1 

G1 
Aggressive 

usual 
0.2 2.3 2.1 

Table 2. User Score using the eco-driving game 

 
Driver 
Profile 

Pre-Test Post-Test Gain 

A2 
Aggressive 

Usual 
0,6 8 7,4 

B2 
Normal 
Usual 

3,7 9,98 6,28 

C2 
Normal 
Usual 

2,2 10 7,8 

D2 
Aggressive 
Occasional 

1,3 8,9 7,6 

E2 
Normal 
Usual 

1,5 9,6 8,1 

F2 
Normal 
Usual 

2 7,5 5,5 

G2 
Aggressive 

Usual 
0 8,3 8,3 

 

 
Table 3 captures the number of drivers who earned each badge. Drivers with the 

game features enabled, unlocked more achievements than users without the game 
features active. In addition, they are the only ones who were able to unlock the most 
complex achievement (unlock all the achievements of the game). 
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Table 3. Unlocked achievements by drivers 

Badget Game disabled Game enabled 

Obtain 5 points 3 Drivers 7 Drivers 

Obtain 7 points 3 Drivers 7 Drivers 

Obtain 10 points  0 Drivers 1 Drivers 

Complete a lap without decelerating sharply 4 Drivers 5 Drivers 

Complete a lap without decelerating sharply 
over 0.5% of the trip time  

6 Drivers 7 Drivers 

Complete a lap without accelerating sharply 
over 1 %  of the trip time 

2 Drivers 5 Drivers 

Complete a lap without accelerating sharply 
over 2 % of the trip time 

6 Drivers 7 Drivers 

Complete a lap with a standard deviation less 
than 2 

2 Drivers 6 Drivers 

PKI Value over 0.30 0 Drivers 4 Drivers 

Average Fuel Consumption equal or less 
than the value approved by the manufac-
turer adding 0.2 l/100 Km 

1 Drivers 2 Drivers 

Unlock all achievements 0 Drivers 1 Drivers 

 
 
Figure 1 and figure 2 capture the score and the fuel consumption obtained by four 

drivers while they were using the eco-driving assistant in order to analyse the progres-
sion on the learning of eco-driving rules using the proposed method. Two drivers 
have a normal profile, and the other two have an aggressive profile. These drivers 
drove in the same route under similar traffic and weather conditions. This route has 
urban road and highway. Moreover, these tests were performed at 8 A.M. The vehicle 
was a Citroen Xara Picasso when the game is disabled, and a Ford Fusion 1.4 HDI 
when the game is enabled.    

Figure 1 shows that in the case of drivers with aggressive profile, users slightly 
improved their driving style when using only the eco-driving advice. However, after 
an initial improvement, they returned to their previous bad driving habits. On the 
other hand, when the eco-driving game feature is enabled, aggressive drivers maintain 
a more optimal driving pattern over the time compared to their initial driving style. 
Drivers with normal profile also optimized their driving style. The improvement ob-
tained is higher with the game features active. 

In figure 2, we can observe that the aggressive driver improves fuel consumption 
after he has used the eco-driving assistant around 12 times. He even gets, after the 
initial training, a fuel consumption level similar to that obtained by the normal driver 
(tests 12-26). However, after this initial improvement, the driver returns to demand 
the same fuel consumption than in the past. Drivers with normal profile maintained 
the improvement in fuel consumption over the time. 
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In the second case (eco-driving game feature enabled),  aggressive drivers main-
tained the improvement in fuel consumption over the time and achieved to save up to 
0.9 L/100 Km. Normal drivers decreased up to 0.69 L/100 Km (a lower value than 
aggressive drivers since they were driving more efficiently and therefore they could 
not significantly reduce their fuel consumption). 

 

 

Fig. 1. Evolution of user score 

 

Fig. 2. Evolution of fuel consumption 

4 Conclusions 

This paper analyses the suitability of using gamification principles to encourage the 
user to drive efficiently and validates the impacts on fuel consumption obtained when 
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using an eco-driving assistant that, based on the observation of a driver’s driving style 
and comparing it with widely accepted eco-driving rules, proposes recommendations 
to reduce fuel consumption. The results show that drivers with normal profiles do not 
need extra motivation to drive efficiently. The eco-driving advice given by the eco-
driving assistant are enough to observe an important improvement in their driving 
style from the point of view of energy efficiency. However, when we use a method to 
encourage and motivate the drivers such as gamification, drivers tend to improve their 
driving style even more. Drivers with an aggressive profile fail to improve their fuel 
consumption and driving style, even if using eco-driving assistants, when not having a 
motivational reason. During testing, we have seen only a slight improvement during a 
limited period of time when aggressive drivers use our eco-driving assistant. More-
over, aggressive drivers return to previous bad driving styles after using the assistant. 
In this case, adding gamification techniques to our eco-driving assistant turned out 
very useful.  

As future work, we want to assess the effects of applying different incentives in the 
motivation of the driver. The key to the success of the gamification is to identify what 
incentive is most important for each type of user. For example, on the eco-driving 
topic, the incentive can be monetary, ecological or safety. 
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Abstract. Nowadays the incredible grow of mobile devices market led
to the need for location-aware applications. However, sometimes person
location is difficult to obtain, since most of these devices only have a GPS
(Global Positioning System) chip to retrieve location. In order to sup-
press this limitation and to provide location everywhere (even where a
structured environment doesn’t exist) a wearable inertial navigation sys-
tem is proposed, which is a convenient way to track people in situations
where other localization systems fail. The system combines pedestrian
dead reckoning with GPS, using widely available, low-cost and low-power
hardware components. The system innovation is the information fusion
and the use of probabilistic methods to learn persons gait behavior to
correct, in real-time, the drift errors given by the sensors.

Keywords: Pedestrian Navigation System, Inertial Navigation System,
Indoor Location, GPS, Probabilistic Algorithms.

1 Introduction

A system that is capable of locate an individual can be explored, among others,
to improve life quality since emergency teams (fire-fighters, military forces, po-
liceman’s and medics) can respond more precisely if the team members location
is known, tourists can have more precise recommendations [2], the elderly can
be better monitored [13] and parents can be more relaxed with their children.

The motivation for this project emerged from our previous works, where a
recommendation system to support a tourist in his vacations has been developed.
However, its major limitation is related to obtain tourist location, which is only
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based on GPS (Global Positioning System) restricting its use to environments
where GPS signal is available [1]. Unfortunately, GPS signal is hardly attenuated
by obstacles like walls, canyons composed by high buildings or dense forests.

Therefore a system that allows accurate people location, where GPS signal
is unavailable, becomes necessary. There are already some proposed systems
that retrieve location in indoor environments. However, most of these solutions
require a structured environment. One of the first indoor localization systems
was based on electromagnetic sensing [12]. After this many approaches have been
developed based on smart floor, RFID, Wi-Fi signal strength, ultrasound and
many others. Also, computer science companies, like Google [10] and Microsoft
[5], are doing some research on indoor localization systems. Therefore, these
systems could be a possible solution for indoor environment, but in a dense
forest or urban canyons they are very difficult to implement.

To suppress structured environment limitations, an Inertial Navigation
Systems (INS) can be developed. An INS is constituted by accelerometers,
gyroscopes and other type of sensors based on MEMS (Microelectromechani-
cal systems), which are tiny and lightweight making them ideal to integrate in
the person’s body. These systems are based on the Pedestrian Dead Reckoning
(PDR) technique and the sensors are spread along the person’s body to gather
acceleration and direction values to estimate the person’s walking path. Unfor-
tunately, large deviations of inertial sensors can affect performance, so the INS
systems big challenge is to correct the sensors deviations. A module working
only with PDR is not able to ensure that the geographical positions are accurate
within a few meters.

To reduce these typical errors, Feliz et al. [7] estimates the error in each step
of a pedestrian walks to ensure that the small error produced, when speed and
position are estimated, will not influence the speed and position estimation for
the next step. Castaneda and Lamy-Perbal [4] proposes a fuzzy logic procedure
for better foot stance phase detection. Bebek et al. [3] introduce a high-resolution
thin flexible ground reaction sensor, which measures zero velocity duration to
reset the accumulated errors.

Despite all of these systems can provide localization everywhere there are
still lack of location accuracy and some improvements can be made. This paper
presents our proposal that includes force sensors and learning algorithms that
gathers previous knowledge of the person steps to “self-learn” the user gait
behavior, e.g., using GPS when it has very good signal and low error rate to
calibrate/learn the INS system. More detailed information about the system
architecture will be presented in section 2. Section 3 presents some experimental
results and in section 4 are presented some conclusions and the future work.

2 System Architecture

The main claim of our proposal is the capability to retrieve location everywhere,
independently of the environment and only based in sensors that are placed in
the human body.
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Fig. 1. System Software Architecture

Our system is constituted by two parts (figure 1), which will be discussed on
the next sub-sections:

– Hardware - consists on Body Sensors Units (BSU) placed on the person foot,
waist and chest to collect movement’s data. These BSU’s communicate with
a Body Central Unit (BCU) via a wireless network (section 2.1);

– Software - is composed by two parts, the sensor fusion incorporated on the
BCU (section 2.1), which integrates the information from sensors and thereby
tries to estimate the person location. The other part, implemented on the
mobile device (section 2.2), is constituted by the learning algorithms.

Two quantifiable success criteria were defined to this project, the first one is
the accuracy that must be between 90% and 95%, and the second one is the delay
between the sensor readings and the exhibition of the current user location. To
be considered real-time this delay should be less than 2 seconds.

2.1 Body Sensor Units and Sensor Fusion

Small BSU are placed on the person body to collect information about body
movements. In the future we want to integrate these sensors into person’s clothes
and shoes, to be more imperceptible to the user. This data is sent, through a
wireless network based on ZigBee [9], to the BCU that handle the calculations
to estimate, in real-time, the person location. The sensors were developed based
on the Smart Sensors philosophy, connected to an integrated circuit module to
pre-process and codify the collected signal. The BCU module also sends data
from the INS system to a mobile device via a Bluetooth connection.

The BSU’s are distributed like this, one in the foot that include a force sensor,
a gyroscope and accelerometer (figure 2), one in the chest area that include a
heart rate sensor, and another in the abdominal/waist area that contains an
accelerometer, a gyroscope and a barometer. Force sensors were included since
they can improve the detection of the moment when the user touches his feet on
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Fig. 2. Foot Body Sensor Unit (BSU)

the ground, as well as, the correspondent contact force, which combined with the
accelerometer (used to obtain the step acceleration) provide a more exact step
length calculation. The gyroscope is valuable to get the body travel direction,
as well as, to transform the acceleration data to the navigation frame. The
barometer is used to obtain user elevation. A heart rate sensor is used to know
more precisely the user activity (e.g., walking, running, etc.), thus improving the
system precision, since when a person is traveling faster the heartbeat is higher
than when a person is only standing-up.

In order to have a successful implementation of this wireless network and the
corresponding sensors there are some “open problems” that still must be solved.
These problems include issues related to deployment, security, calibration, failure
detection and power management.

Having several sources of data can be useful to detect more accurately all
the person movements, however this integration can be very difficult to imple-
ment. From our experience with the INPERLYS project [8], which uses a MEMS
accelerometer to estimate the traveled distance and a digital compass for ori-
entation, an INS algorithm working by itself doesn’t provide a good location
accuracy due to sensors drift errors.

In our approach there are three important software pieces, a preprocessing
algorithm on the sensors to remove some noise, a Kalman filter based algorithm
to fuse the data from the sensors and a “Learning Algorithm”.
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Fig. 3. Force sensors location on the foot

Typically the drift is mitigated taking advantage of the Zero Velocity Update
(ZUPT) [11], meaning that the integration of inertial measurement is only per-
formed during the swing of legs and the velocity errors can be reset at each step
since when INS is stationary the true velocity must be zero. This technique is
used by several systems and typically an accelerometer is used to detect when the
foot touches the ground. However, our system uses the force sensors to detect
it, as well as, the respective contact force. This force information can be also
useful to improve the detection of the person activity type (running, walking
fast, etc.).

From figure 3 the force sensors position on person foot can be visualized.
These positions were chosen since they provide information about when the foot
touches the ground (A) and when foot leaves the ground (B). This corresponds
to the stance phase of the gait cycle and is during this phase that zero velocity
occurs, so the acceleration data isn’t considered during this period. These are
also the zones where more force is applied on the foot.

2.2 Learning System and Mobile Application

The learning algorithms and a localization module are implemented at the mo-
bile device. In order to reduce errors provided by MEMS, a learning algorithm
is being developed to learn the walking/moving behaviors in each type of envi-
ronment for correcting, in real-time, the data gathered from the sensors.

Walking is a cyclic activity, which represents a cyclic pattern of movement that
is repeated over and over, step after step [14] [16]. So, these walking patterns
can be extracted in the learning phase and used as a reference model. These
patterns are learned, over the time, when GPS is available (with very good
signal) or in a controlled phase where from a set of exercises the gait analysis
is obtained. Resuming, the system will be always learning the step pattern and
will be improving it over the time.

Besides the learning module, another module was developed (for Android OS)
to integrate the data from the different sources, and is responsible to retrieve
the current user’s location estimated by the GPS/INS localization system.
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Fig. 4. Foot acceleration during the gait cycle

3 Experimental Results

Since the start of this project the research team has been studding and ex-
perimenting some implementations, techniques and technologies on pedestrian
navigation. With this acquired knowledge and with the encountered problems,
we found that an INS solution only based on accelerometers and gyroscopes is
not accurate enough.

First of all, the sensors and their positioning. As stated earlier, an INS can
bring several problems, especially because of the sensors drift. Also, because of
people different sizes, the ideal sensors position to one person can be different
to another. This leaves to another challenge, the discovery of an ideal spot for
each sensor to work in diverse types of persons. We have found, according to
our tests and results, that the ankle is a very good position to put the foot BSU
[15], as can be seen on figure 2.

According to the literature the gyroscope bias is the cause of the most of
the horizontal errors, so a good practice is to recalibrate the gyroscopes before
each experiment. Another sensor that has significant errors is the accelerometer.
Figure 4 presents the results of our experiments to determine the acceleration
pattern during a gait cycle in a normal walking. Faulkner et al. [6] also have
observed that the accelerometer can register large signal peaks. This peaks can
introduce some errors to the system if the accelerometer doesn’t provide a good
acceleration range.
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This range can reach ±10g when walking and ±13g when running or climbing
stairs. For best results, accelerometers with at least a ±10g range and gyroscopes
with a ±900 ◦/s range should be used, which nowadays are a relatively high
specifications for MEMS.

A lot of works suggests that the stance phase detection can be tricky, since
the accelerometer takes some time in order to obtain that information or due
to sensor deviations. In our system force sensors were used to try to overcome
this problem, which proved to be a good approach. This sensors are mainly used
to distinguish the swing and the stance phase from the gait cycle. It is during
the stance phase that zero velocity must occur, since during this phase the foot
doesn’t move, so no displacement must be considered.

Our tests began with a first approach that uses the Kalman filter in conjunc-
tion with a ZUPT module working only with the gyroscope and accelerometer
data. These tests were performed on a room involving a total traveled distance
of 50 meters. This first approach demonstrated an error of 9.2% on a normal
walk path.

After this test the ZUPT module was implemented to only work with the
force sensor data. With the use of force sensors the stance phase was better
detected, which helped to improve the system errors by 1.3%, this means that
the estimated error have reduced to 7.9%.

4 Conclusion

Develop an accurate, inexpensive, small and unobtrusive localization system
to be used by persons, when they are on foot, in environments where GPS
is unavailable can be a huge challenge. Many approaches already have been
proposed, but must of them rely on a structured environment that usually is
unfeasible to implement and the other’s don’t provide the necessary accuracy.

In this work it was used a set of small MEMS sensors and the available
data was explored to the maximum in order to provide an acceptable level of
performance. In the described solution these sensors were spread along the body
to detect the person movements in two places, foot and waist.

Since the detection of stance phase using accelerometers and gyroscopes can
introduce several errors on INS, our proposal includes force sensors on foot plant
to improve the stance detection, and so improve system accuracy. The results
from our first experiments, which involved a walk of 50 meters, are very satis-
factory, the use of force sensors allowed an average error reduction of 1.3%.

However, a learning algorithm is being developed to improve, even more, the
overall system accuracy. This algorithm will learn the person gait cycle when
GPS is available or in a learn phase walk, to then in real-time perform corrections
in the INS, thus improving INS accuracy.

Another important point of an INS is to inform, in real-time, the user’s
current location and not only record positions for future walking path analy-
sis. However, sometimes this task is difficult to implement due to the process
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complexity mainly because of sensor data acquisition delays, communication
delays and data processing execution that can take some time. This introduces
a significant delay between the real and the processed location (that appears to
the user on the mobile device).
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13. Ramos, J., Anacleto, R., Costa, Â., Novais, P., Figueiredo, L., Almeida, A.: Orien-
tation system for people with cognitive disabilities. In: Novais, P., Hallenborg, K.,
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Abstract. Ambient Intelligence (AmI) and its related fields emerged
some years ago with the exciting promise of pervasive intelligence, magic
interaction mechanisms, and everywhere availability. This promise would
be materialized in homes that knew all about our habits and preferences,
proactive workplaces to support people’s work or personal digital assis-
tants to improve our daily living in all aspects possible. This somewhat
utopian vision, expected by many to have already taken place, remains
unaccomplished and far from it. Many challenges still lay ahead which
delayed and continue to delay the expected technological unravelling. In
this paper we focus on the immense technological challenges of designing
and implementing AmI Systems. Specifically, we propose a technological
approach that will contribute to overcome some of these challenges by
making developed AmI solutions more modular, interoperable, and ex-
tensible. This will result especially advantageous for large development
teams or teams that span multiple institutions.

Keywords: Ambient Intelligence, Interoperability, Switchyard.

1 Introduction

Ambient Intelligence is one of those sub-fields of Artificial Intelligence that stim-
ulates our creativity. It results very easy for us to imagine scenarios in which
the artefacts around us have intelligence or consciousness, constantly interact
with us in a natural way and are always available. Some of these examples have
moved from the imagination of book writers and movie producers to the paper
or screen, to result in pieces describing a possible and very appealing future,
one of the most popular examples being the futuristic world depicted in the
film Minority Report. Here, Captain John Anderton interacts with a series of
futuristic interfaces and intelligent tools to assist in his fight against (still to-be-
committed) crimes. In the books, examples of an exciting future can be found,
for example, in the fictional universe of The Hitchhiker’s Guide to the Galaxy.
In this world doors, for instance, are conscious (although their single ability is
to feel valued when people use them).
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While the second example is extracted from a humorous piece, the first allows
to think quite seriously on the future that awaits us. Hopefully. Indeed, the actual
broad implementation of even the simplest examples seen in these pieces seems
still distant in time. Moving from fiction to more serious grounds, the same issue
exists: the envisioned new world fostered by Ambient Intelligence and "foreseen"
by Bogdanowicz et al. [7] is still far from reality.

Indeed, many of the technological requirements and challenges pointed out
by the authors still remain nowadays or are only partly solved. Meanwhile, as
depicted in the following section, new challenges emerge that need to be ad-
dressed for the sake of the reliability and acceptance of such systems. This
paper makes an analysis of these challenges, with a particular focus on tech-
nological challenges. We propose an approach based on the novel SwitchYard
framework to facilitate the development of more modular and extensible AmI
systems. The main aim is to empower development efforts by distributed teams
and the technology-independent integration of different systems or modules, to
foster the development of AmI.

2 Current Challenges in AmI

As stated in the introductory section, there are several challenges that are, still
today, holding AmI development back. One of these challenges, often disregarded
by computer scientists (who form the backbone of AmI development) concerns
privacy, identity and security issues. In [4] the authors make a thorough analysis
of 70 AmI projects, principally in Europe, concerning these issues. They conclude
that in general, current projects present a rather too sunny view of our tech-
nological future, ignoring or postponing dealing with some pressing issues. The
authors also make an interesting reference to the SWAMI project (Safeguards
in a World of Ambient Intelligence) which, against this trend, has constructed
what they deemed "dark" scenarios [8], to show how things can go wrong in AmI
and where safeguards are needed. As Rouvroy puts it, the challenge here is to
preserve the individual freedom to build one’s own personality without excessive
constrains and influences while have control over the aspects of one’s identity
that one projects on the world [6].

Marzano, on a different view, looks at the cultural implications of an unreg-
ulated or indiscriminate growth of AmI, making a parallel with the industrial
revolution [1]. As, at the time, more was (later proved to be) not necessarily
better (take for instance consequences such as the pollution), right now, smarter
may also not be necessarily better. Indeed, we may simply not want a smart
juicer or a talking toaster.

But let us focus on the technological challenges that are still ahead. One the
one hand, we have the challenges that are related with the physical constraints
and nature of the necessary hardware. In [3] the authors examine the intricate
relationship between the growing need for more computational and communica-
tional power to support increasingly complex services and, at the same time, the
need for smaller, more lightweight and efficient devices. It is easy to understand
how the objectives of these two fields conflict.
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Another issue holding back a faster development of AmI is the scatter of
research efforts. Indeed there are currently many different institutions doing re-
search on very similar topics. When these institutions want to conciliate efforts
they may find it difficult to do so since they use different technologies, standards
or approaches. We believe that facilitating this integration and interoperability
could result in a coming closer of different teams, whom could join efforts and
more efficiently work together for the same goal. With this objective in mind,
we are developing an open architecture to support an AmI system: open not
only in the sense that it relies on open software but also, and most importantly,
that it can easily integrate external services, as well as provide its own to exter-
nal requesters. This architecture and its main advantages are described in the
following sections.

3 Architecture

In our pursuit to develop an architecture that covers the main AmI technological
needs, we first definite it at a conceptual level. The proposed architecture is log-
ically divided into several packages that encapsulate a set of features and tasks.
Figure 1 presents its high-level view, detailing the five packages that compose
the system.

Fig. 1. High-level view of the architecture

The Runtime Environment is the main component of the architecture, where
system operations are executed. It is also through this environment that the
remaining components are accessed. The Service component, executed by the
Runtime Environment, contains all services of monitoring and data collection
through the use of sensors, and is responsible for encapsulating all external
resources collected by the system, represented by the External Resources. The
tasks carried out by the Runtime Environment are also supported by queries
to components Knowledge Management and Intelligent Component. Knowledge
Management supports the management of information and knowledge collected
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by the system. The Intelligent Component contains components of Intelligent
Systems/Artificial Intelligence used in this architecture for data processing.

The Runtime Environment corresponds to the core component of the archi-
tecture where the main features are executed. It is also divided in two subcom-
ponents, which are nonetheless interconnected: the Runtime Management and
Runtime Platform. The first is a platform for managing processes running on
the system. It is composed of a Data Manager that contains an interface to
link the Knowledge Manager, an Execution Manager responsible exclusively for
the management of the execution of system processes and the Service Directory
that contains all information from the execution of services in the architecture. It
should also be noted that the Runtime Management has an interface to connect
the Service component. The Runtime Platform is a platform for the execution
of the Runtime Environment. This is composed of a Service Bus that, through
the interface provided by the Runtime Management, establishes communication
between the two subcomponents and also a Service Execution Engine that rep-
resents the execution engine services in the architecture.

AmI systems are commonly described as electronic environments that seam-
lessly interact and adapt to human needs, in which people are surrounded by
intelligent and intuitive interfaces embedded in all kinds of objects. To take full
advantage of the information gathered ubiquitously from various sources in the
environment there is a need for a software infrastructure that allows an easy
integration, promotes interoperability, and focuses on extensibility. Considering
these aspects, in this work we present an infrastructure to support an efficient
approach for the development of AmI applications, following an approach based
on Service Oriented Architectures (SOAs). Indeed, SOAs are being increasingly
adopted in both the academic and industrial arenas, even to integrate Multi-
agent Systems [2].

The more appropriate way of doing so is to adopt a Service-Component Ar-
chitecture (SCA): a group of OASIS specifications that has become an industry
standard. It is intended for the development of applications based on SOA,
which defines how computing entities interact to perform work for each other.
Originally published in November 2005, SCA is based on the notion that all the
functions in an system should exist in the form of services that are combined into
composites to address specific business requirements. In other words, it allows
to build service-oriented applications as networks of service components. SCA
is used for building service components, assemble components into applications,
deploy to (distributed) runtime environments and reuse service components built
from new or existing code using SOA principles. This approach is advantageous
in AmI for the following reasons:

– Interoperable. Provides loose coupling allowing to integrate without need to
know how components are implemented. Components can be written using
any language, and can use any communication protocols and infrastructure
to link them, making it easier to integrate components to form composite
applications.
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– Maintainable. Composition of solutions is clearly described as declarative
application of infrastructure services. Simplification for all developers, inte-
grators and application deployers.

– Flexibility of Development. Service Components are easier to develop be-
cause the semantics of each independent Service Component are significantly
less complex than the overall of a single, (relatively large) monolithic appli-
cation; each Service Component can be developed by a different team of
developers, each of whom focus only on their component without having to
know the details of work done by others. Components can easily be replaced
by other components and services can be easily invoked either synchronously
or asynchronously.

– Reuse. Since each Service Component has well-defined interfaces, each com-
ponent can be developed, tested and debugged independently of the other
components. This not only speeds up project implementations but, in the
case of well-designed Service Components, also leads to significantly en-
hanced reuse.

– Dynamic Deployment and Runtime Modification/Replacement. Service
Components can be dynamically deployed to remote nodes at runtime, and
components within a process can be easily replaced by new or updated com-
ponents, further reducing the time taken to modify or change an existing
process in response to business requirements.

– Configuration Management and Version Control. Service Components facil-
itate version control and dynamic configuration management, allowing fine-
grained control over deployments across the enterprise.

SCA provides a good basis for AmI applications [9], it is in line with our archi-
tectural model and it fulfils major AmI deployment requirements by promoting
late bindings at deploy time and runtime with the support of several relevant
technologies including POJO, SOAP, REST, BPMN, BPEL, JMS, Camel or
Rules services. But most of all it is currently supported by several major com-
mercial and open source products such as Jboss Switchyard, IBM WebSphere or
TRENTINO (C++).

From the several available implementations of SCA we have chosen JBoss
SwitchYard since it is an open source solution in a relative mature state, and
also enhances some of the SCA advantages. Specifically, Switchyard advocates
transparency when running a service during its whole lifecycle. Important aspects
such as connectivity, orchestration and routing do exist on SwitchYard in a
modular format, which means one can deploy them in an independent way. Using
a SwitchYard graphical user interface (Fig. 2), one can build visual models of
the applications, that are meant to improve the software engineer’s ability to
comprehend and communicate the full composition of their applications and
also to speed up development and integration projects.
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Fig. 2. Application composition using SwitchYard graphical user interface

4 Case-Study of Context-Aware Multimodal
Communication system

This case study describes an application in which contextual information about
the user is collected and used to detect states of stress and fatigue. The purpose
is to enrich communication processes allowing for its users to communicate in
ways that are closer to face-to-face communication. The estimation of stress
and fatigue are based on the transparent analysis of the user’s behaviour and
interaction patterns [5]. In gathering data the following sensors were involved:

– Accelerometer - These devices, placed on the chair, keyboard and mouse,
measure how the user is moving and the amount of force he is applying in
the peripherals;

– Mouse and Keyboard - These devices provide information about how
the user interacts with the peripherals (e.g. velocity of the mouse, typing
rhythm, number of mistakes).

– Microphone - Microphones are used to measure the amount of noise in the
vicinity of the user, allowing to perceive their social environment.

– Video Camera - An estimation of the amount of movement is calculated
from the video camera. The image processing is based on difference tech-
niques to calculate the amount of movement between two consecutive frames.
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In order to materialize the architecture we developed a concrete instance for
this specific application. All the described sensors are encapsulated by services
running locally. Each of these services exposes different features using a Web
Service interface. These services were integrated using SwitchYard allowing the
service orchestration to support the automation of system processes by loosely
coupling services across different applications. There is a clear separation be-
tween process logic and Web Services, providing the system with increased flex-
ibility.

The main process was modelled using Business Process Modelling Notation
(BPMN). In this standard (Fig. 3), a consumer service invokes a process flow via
the service interface. The orchestration engine invokes services to process various
service which in turn invoke further service requests until the workflow process
is completed and results are provided to the service consumer. The service or-
chestration engine, a component of the SwitchYard, handles the overall process
flows, calling the appropriate web services and determining the next steps to
complete.

Fig. 3. The "camcof" process, view through BPMN

With this architecture it is possible to orchestrate the acquisition, transfor-
mation, and classification processes used to collect and to extract meaningful
information. It is also possible to use different services (encapsulating differ-
ent and disperse sensors), simultaneously or individually, coordinating all the
elements of the main process.

5 Conclusions

Ambient Intelligence hasn’t developed with the expected pace due to a number
of challenges that were pointed out at the beginning of this paper. Many of
these challenges still exist nowadays and include the difficulty in integrating and
incorporating different approaches as well as the difficulty in developing highly
modular systems that can be easily configurable and extended at need.
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In this paper we presented an approach targeted at such scenarios. One that al-
lows to build AmI systems in a decoupled way, without technological constraints,
relying on a service-oriented approach. This approach is also distributed in the
sense that services can be running anywhere in the world. For the manager, this
is completely transparent. Nonetheless, high-level functionalities can be built
when these services are combined using appropriate rules.

We believe that approaches such as this will not only make it easier to build
larger-scale AmI systems but also increase the opportunity for researchers to
more easily integrate their work, leading to more complex and AmI systems,
with far richer functionalities. Moreover, services scattered around the world
can transparently be used to achieve this goal in a far easier way.
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Abstract. The advantages of intelligent approaches such as the conjunction of 
artificial vision and the use of Unmanned Aerial Vehicles (UAVs) have been 
recently emerging. This paper presents a focused on obtaining scans of large 
areas of livestock system. Counting and monitoring of animal species can be 
performed with video recordings taken from UAVs. Moreover the system keeps 
track of the number of animals detected by analyzing the images taken with the 
UAVs cameras. Several tests have been performed to evaluate this system and 
preliminary results and the conclusions are presented in this paper. 

Keywords: Unmanned Aerial Vehicle, Convolutional Neural Networks, lives-
tock detection. 

1 Introduction 

Possibilities of applying UAVs in the professional world have increased in recent 
years thanks to advances in technology, especially aerial imaging. Aerial imaging 
provides detailed images and quick monitoring of large areas, making it a very effi-
cient way to solve the problem proposed in this study. 

The problem presented in this study is related to cynegetic activities. So far, the 
different methods that are carried out for conducting censuses to optimize hunting and 
harvesting in farms and private reserves consists of conducting pathways, which rely 
on feeders and hunting results. 

The case study presented in this paper adapts the developed system as a methodol-
ogy for conducting population censuses of farm animals. A farm with cows was used 
for this case study. Area sweeping techniques in combination with visual detection, 
recognition techniques and UAV system control are used and will be explained 
throughout this article.  

An important part of the system is its ability to visually identify targets on the 
ground. As with any computer vision application, this is a difficult problem to solve 
due to the high dimensionality of the input data. The numerical representation of a 
photograph will vary greatly with any subtle change in illumination, camera condi-
tions, or even object appearance, among other factors. Shadows cast by the target 
objects only complicate matters as they usually impede effective segregation from the 
terrain background. These conditions can be overwhelming for most traditional image 
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processing techniques, such as Chan-Vese segmentation [17], which has excelled in 
many other image separation tasks, but fails with the type of data involved in this 
work. 

The Convolutional Neural Network (CNN) [14][37] was introduced as a general 
solution to the image recognition problem of variable inputs. A CNN consists of a 
multi-layer artificial neural network with a built-in feature extraction process and 
translational tolerance of the input image space. Therefore, this type of network is 
capable of accurately identifying images of a target object among cluttered back-
ground noise. This is achieved by learning the distinctive features that characterize the 
class the object belongs to, regardless of the relative position at which it appears in 
the input image sample. 

The article is structured as follow: the next section describes the general back-
ground of livestock detection, UAVs and CNN. Section 3 is a system overview in 
which the system components and the visual recognition techniques used are de-
scribed in detail. Finally, the last section shows the results and conclusions obtained. 

2 Background 

There are three areas that converge in this study: (i) livestock species detection and 
accounting, which is the main objective of the study; (ii) multirotor systems, such as 
hardware tools used as part of the counting process, in this case the UAV; (iii) image 
processing techniques used for carrying out the analysis of the images obtained by the 
UAV, in this case, Convolutional Neural Network. This section describes the current 
state of the art of each technique. The next section explains how they have been used 
in this study. 

2.1 Livestock Detection 

Species accounting is of great interest in activities such as hunting, biology and agri-
culture. There have been several studies on cynegetic use [23][3] that take into ac-
count the advantages [26] and disadvantages [1] with regard to the environment, the 
economy and tourism. 

The difficulty of this task arises from the diversity of soils, species-specific charac-
teristics, and spatial aggregation of animals in the field [15]. In this sense, several 
authors have made various proposals to solve this problem based on statistical and 
biological methods [45][25][7]. 

Thanks to advances in computer science, the task of counting animals can be per-
formed automatically (as opposed to a manual count), as has been addressed success-
fully in several studies [24][2][38]. 

2.2 Multirotor System 

One of the most popular technological advances in recent years is the multirotor or 
multicopter, a type of UAV capable, among other characteristics, of aerial filming as 
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described in [39]. The use of this system to obtain an aerial video with sufficient qual-
ity is a tool that, in combination with image analysis to detect animals, can save con-
siderable time and money in the process of counting animals. 

To carry out the case study transmission of large data from multirotors, it is neces-
sary to have a powerful computer that can perform real time processing. The trans-
mission of large amounts of data requires at least one channel with high bandwidth. 
Most multirotor systems that exist today use analogue channels to transmit flight or-
ders to the multirotor and send the captured video [47][20][46][6][41]. 

The proposed system presents an alternative to these systems by taking advantage 
of technological advances. It tries to take advantage of powerful Wi-Fi antennas cur-
rently available in the market, to unify the process of sending information through a 
single digital channel, including flight commands, telemetry and video in high resolu-
tion. Currently there are some systems that utilize UAV communication using sockets 
[4], but their use is restricted to UAV type aircraft. 

This form of communication makes it possible to control the multirotor as well as 
to obtain information about the status of the sensors it can carry, such as the Global 
Positioning System (GPS) or altimeter. Of course, it can also send video images taken 
by its camera. Furthermore, the use of a computer instead of a radio station as a multi-
rotor control element allows a processing capacity that the station does not have, 
which makes the computer able to control the multirotor intelligently without a hu-
man pilot. 

2.3 Convolutional Neural Network 

The layer architecture for the CNN used will vary according to the application. How-
ever, the count of output neurons in the final layer will always be associated with two 
output classes: one for the object of interest, and the other for background noise. 
Hence, every time the network is executed over an image patch, it will output two 
values, each of which will be interpreted as the confidence level with which the net-
work believes the corresponding class correctly describes the analyzed sample. 

The CNN is trained with data manually collected from previous UAV test flights, 
and later artificially augmented. The augmentation consists of increasing the number 
of training data available by applying a series of transformations to translate, rotate 
and scale each manually collected example. Such a process can yield up to 40 artifi-
cial samples for every original image patch, thus giving the network a lot more data to 
train with. The training data is separated into two sets for each of the classes, target 
and background. 

The network is finally trained with the prepared data sets through the stochastic 
gradient descent method for back-propagation [5], which offers an optimal route to 

minimizing the classification error for this type of highly mutable training data 

3 System Overview 

The architecture of the multirotor for obtaining images consists of three main parts: 
hardware, software and communication protocol. 
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The hardware part refers to the system running the software and is present at both 
ends of the communication. At one end is the UAV, a multirotor with 6 engines and 6 
arms bearing a Single Board Computer (SBC) with a 700MHz processor and 512MB 
memory capable of running a Linux distribution. The connectivity of the SBC allows 
connecting a camera via Ethernet and a Wi-Fi antenna Universal Serial Bus (USB); it 
also gets the information that Speed Electronic Controllers (ESCs) need to control the 
multirotor motors. At the other end of the communication is an access point whose 
potency depends on the distance to be achieved, and can cover distances of up to 3 
kilometers. This access point will connect the SBC UAV control computer with a 
high performance laptop with a USB gamepad connected for manual control. 

Regarding the software, SBC runs a piece of software that mainly reads, processes 
and delivers telemetry. It is responsible for carrying out the calculations for the beha-
vior and stability of the multirotor. For its part, the computer runs a piece of software 
specifically developed (in Java) to control the multirotor both manually and autono-
mously through waypoints. The user can see all the information from the sensors that 
the multirotor sends in real time, such as information relating to power consumption, 
intensity and quality of the Wi-Fi signal, image and video (Fig. 3).  This information 
will generate log files in XML format that will serve to make a more accurate and 
detailed analysis of the captured images, as it will provide additional useful informa-
tion such as height and GPS. 

Finally, the communication protocol between the two parts is based on a multi-
agent platform called PANGEA (Platform for Automatic coNstruction of orGaniza-
tions of intElligent Agents) [48] based on the IRC protocol. Many previous studies 
[9][13][31][30] support the use of multi-agent systems [12][34][33][10] combined 
with techniques such as neural networks as an optimal solution to similar problems 
but in other fields of research [32][22][27][36][28][40][29][21][11][8][35]. With the 
use of this platform, described in [48], each of the parties involved in the communica-
tion will behave as an agent following the proposed PANGEA scheme. In this way, 
the system is ready for a possible extension where one computer can control different 
multirotors at the same time and multirotors can communicate with each other to 
achieve common goals more efficiently [16][44][42][43][19][18]. 

3.1 Runtime Operation 

At runtime, object recognition is carried out by analyzing individual frames received 
from an on-board camera. A sliding window approach is taken to sequentially analyze 
small, adjacent, and overlapping image patches positioned in a grid pattern over the 
frame. Each of these image patches is evaluated by the trained network, and the out-
put values are recorded. 

This process is repeated at three scales. The middle scale is chosen to approximate 
the relative size at which the target objects are expected to be seen – a value which 
can be calculated trigonometrically based on the current flight altitude of the UAV. 
The two remaining scales are set at 85% and 115% of the middle scale window size. 
These additional scales provide supplementary information which later helps to boost 
the readings obtained at each grid coordinate. 

For every window analyzed, the output values of the CNN are processed with the 
softmax activation function described in Equation 1, where yi is the resulting value of 
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the network for output neuron i. This transformation results in a probability-like value 
P(i), which for any given class i estimates the likelihood that the analyzed window 
belongs to it. , ∑  (1)  

Equation 2 defines Lxys as the likelihood value that the analyzed window at grid 
coordinate (x;y) and scale s belongs to the target class. Combining these values over 
the entire grid for every x, y and s will lead to a discrete 2D probability distribution 
over the original input frame that will indicate the positions at which a target object 
has been detected. 

Boosting the values at each coordinate through a simple nearest-neighbor cluster-
ing algorithm, where the likelihood value for each point in the grid is increased by 
strong adjacent readings, can further enhance this distribution but left unchanged by a 
lack thereof. This process is detailed in Equation 3. | , ,  (2)  

0 1 2⁄1 2⁄ (3)  

The boosted value Bxy can then passed through a threshold, determined ad hoc for 
the particular application, to finally produce a quantized representation of the proba-
bility distribution. 

An additional benefit of boosting involves the elimination of most false positives, 
occurrences from which neural networks are never exempt, but which, fortunately, 
often tend to appear without any neighboring support, thus disappearing after apply-
ing this process. Likewise, the use of this mechanism will make the system more tole-
rant towards false negatives, as these will not have such a significant impact on the 
final result, due to the network often finding reinforcing values at adjacent positions. 

3.2 Visual Recognition 

For this application, the network utilized follows an architecture given by 64x64-
18C7-MP4-96C5-MP2-4800L-2, wherein there are two convolutional feature extrac-
tion stages and one hidden linear layer. The training data is prepared as previously 
described, with the target class consisting of individual animal samples. A small sub-
set of this data set can be seen in Fig. 1. 

 

Fig. 1. A subset of the training data used for the CNN, where the dataset is divided into two 
classes: target (top row) and background (bottom row) 
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Fig. 2 depicts the runtime implementation of the system, where the multiple stages 
of detection can be seen. The final quantized likelihood distribution can be used to 
easily count the cattle currently in view. 

 

 

Fig. 2. A sample video frame (left), analyzed with the CNN over a grid pattern producing a 
probability distribution Lxys plotted over the entire frame (middle), values which can then be 
boosted and quantized as Bxy to better distinguish individual targets (right) 

4 Results and Conclusions 

This study was developed to test software that controls multirotors and allows visuali-
zation of all information captured from the air in real time. It also has a tool that al-
lows for autonomous routes based on waypoints. The multirotor is equipped with two 
cameras: a flight chamber which provides guidance for the pilot who is controlling the 
UAV, and a second high resolution camera placed perpendicular to the images ob-
tained from counting the species. Further, the CNN used as a counting technique pro-
duced good results, as shown below. 
 

 

Fig. 3. Ground Control Station software during a flight 

The CNN can be trained surprisingly fast, reaching a plateau for the training crite-
rion (MSE on classification) after only a few SGD epochs. A summary of the CNN 
training results is given in Table 1 Confusion matrix of the visual classification CNN 
trained with the augmented sample data over 10 SGD epochs.. 
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Table 1. Confusion matrix of the visual classification CNN trained with the augmented sample 
data over 10 SGD epochs 

 Training Data Classification Testing Data Classification 
 10,816 Samples 2,704 Samples 
Class Cattle Background Accuracy Cattle Background Accuracy 
Castle 5,202 206 96.2% 1,241 111 91.8% 
Background 109 5,299 98.0% 10 1,342 99.3% 
Global   97.1%   95.5% 

 
We can obtain an animal count for every analyzed frame by running a connected 

component-labeling algorithm over the boosted and thresholded Bxy values in that 
image. The results of this process applied on evenly spaced frames from a 3 minute 
video sequence are reported in Table 2. 

Table 2. Results of the cattle counting application over 70 sample frames analyzed. They are 
divided according to the counting result, which makes it evident that most errors occur in 
overcrowded frames, when there is an average of 10 or more visible targets. 

Result 
Frames

analyzed
Targets 

total 
Targets per

frame
Targets 
counted

∆ Count 
total

∆ Count 
per frame

∆ Count
per target

Over-count 2 22 11.00 24 +2 +1.00 0.091
Correct 57 309 5.42 309 0 0.00 0.000
Undercount 11 112 10.18 99 -13 -1.18 0.116
Total 70 443 6.32 432 -11 -0.16 0.025

 
Finally, it should be noted that the use of PANGEA as the platform for communi-

cation between the computer and the multirotor opens new research lines since 
PANGEA provides the capacity and mechanisms for several multirotors to communi-
cate simultaneously. This means that it will be possible to explore areas in an auto-
nomous and collaborative way [18], allowing the task of flying over the area to be 
distributed among the various required multirotors, thus reducing the flight time or 
increasing the area covered. 
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Abstract. We present a framework for Dialogue-Based Web Services (DBWS), 
i.e. services that require several message exchanges during their execution. Ser-
vice development is simplified with the use of script languages and abstracting 
the communication layer. Service advertisements are carried out with a seman-
tic Web Service directory with search and reputation capabilities. Execution can 
be performed from a mobile user interface that includes capabilities for user as-
sistance. Our framework aims at filling the gap between services and non-IT 
users/experts. An example illustrates our proposal. 

Keywords: Web services, Service directory, Middleware, User assistance. 

1 Introduction 

When humans request support from experts in some field, they do not usually ex-
change a single message with the problem description and an answer/solution from 
the expert. However, they typically engage in several interactions where the expert 
asks for context information, desires, etc., where questions may depend on previous 
answers and expert knowledge. The same approach should apply when one (or sev-
eral) of the previous roles (usually the expert) are played by software agents.  

Building such software systems is not an easy task. Even though many experts are 
able to program software pieces (knowledge bases) like rule-based, logic, scripts, etc. 
they usually lack skills to create software accessible by humans or agents (Web appli-
cations, Web services, software agents, …). 

An additional problem is how a user can access those services. Firstly, the user 
needs to find a service that might be of interest. Then, the service has to be used, i.e. 
invoked passing the necessary parameters, possibly requiring several interactions as 
mentioned above. 

In this paper we propose a framework focused on filling the gap between Web Ser-
vices (WS) and humans, at different levels. First, the framework supports the devel-
opment of WS using different scripting languages, and isolates the communication 
layer associated to WS from the dialogue process. Next, services are indexed in a 
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directory capable of searching services using different techniques (including free 
text). Also, that directory enriches search results with reputation information, in order 
to assist users to choose the most reliable/best service, based on other user’s expe-
riences. Finally, a generic interface is provided for service invocation, which covers 
mobile devices and offers an assistant that helps users with context information. 

The rest of the paper is organized as follows. In section 2 we analyze other related 
works. Section 3 describes the architecture of our framework. Section 4 explains the 
development support middleware. An example of using our framework is described in 
section 5. We finish with conclusions and future works. 

2 Related Work  

Description languages and transport protocols are important parts of Web services 
development. There are two main technologies: REST services with JSON payload 
(mainly described using WADL), and SOAP (as WSDL services). The former is 
lightweight, easier for developers to understand, and more adaptable. The latter is 
more widely adopted in industry due to existing standards (WS-*) and tools [1-2]. 
Deployment environment is another important aspect in the development of Web 
services. Nowadays industry is moving towards PaaS (Platform as a Service) envi-
ronments [3] in which different applications are deployed together sharing resources 
and its highly useful when different applications share a common structure and/or 
they are used in the same way (e.g. Heroku platform is running more than 3 million 
applications1).  

There are different solutions focused on the creation of dynamic interfaces for Web 
services. Usually, the user interface is created depending on the type of service to use, 
or the parameters required for its execution. Some of these solutions translate a 
WSDL description into a Web interface that represents the different kinds of restric-
tions and input types using HTML widgets [4]. Others are focused on testing services 
by creating requests based on service definitions, but offering an interface more ap-
propriate to software developers [5]. There are other options that integrate both a 
directory of services with a test user interface for such services, even including op-
tions for user feedback. In particular, there are several existing public service directo-
ries. In Table 1 we enumerate the different characteristics that we think should be 
present in a Web Service directory, and how they are implemented in different solu-
tions. The first characteristic is whether the directory provides search capabilities. 
Registry defines whether users can register their own services or the directory is 
closed. A useful information for selecting services is reputation. There are different 
mechanisms for reputation, such as: rating, users’ feedback as comments, or wiki-like 
in which users can update the description of a service in order to correct any wrong 
information. By execution we mean if it is possible to invoke the service directly from 
the directory web interface, without needing to develop an ad-hoc application, or if 
there is specific documentation of that process (e.g. example script, or unitary tests of 
the service). Finally, format represents the kind of services that can be registered 
(SOAP/WSDL, REST, …). 

                                                           
1 https://blog.heroku.com/archives/2013/4/24/europe-region 



 Easy Development and Use of Dialogue Services 83 

 

Table 1. Comparison of different web service directories 

 Search Registry Reputation Execution Format 

Membrane 
SOA registry 

No (list) Yes Rating Yes 
Low-level 

SOAP 

WS-index.org Text No Rating No Unknown 
API-Hub Text + Filters Yes No No Any 
Programmable 
web 

Text + Filters Yes Rating No Any 

X Methods No (list) Yes No No SOAP 
BioCatalogue Text + Filters 

+ In/Out 
Yes No (wiki) Examples SOAP, REST 

Embrace Text No Comments Unitary 
tests 

SOAP, 
REST, DAS, 
BioMOBY 

 
Membrane SOA Registry2 includes a five-star rating system and a (low-level) 

SOAP invocation user interface, but lacks of a search capability. WS-index.org is a 
directory of web-pages related to web services, but a standard format is not applied to 
the entries, and most of the entries are out-dated. API-Hub3 and Programmable Web4 
focus on API documentation and both offer text and filter-based search. X Methods5 
offers a WSDL-only directory, but it lacks of search capabilities and reputation 
mechanisms. BioCatalogue6 offers a complex search mechanism able to filter by text, 
tags, and kind of input and/or output, but instead of offering an execution mechanism, 
it serves as a repository of execution examples. Embrace7 is a specialized directory 
for medical services (support for domain description formats like DAS and Bio-
MOBY), which offers access to unitary tests that are run in background in order to 
measure the reliability of the services. Despite the existence of all those tools, there is 
a lack of a solution that integrates all the important Web service mediation character-
istics together. Programmable Web is the most complete regarding those characteris-
tics, but it does not allow execution, which is only supported by Membrane.  
Moreover, they do not provide support for service development. 

 
 
 
 

                                                           
2 http://www.service-repository.com/ 
3 http://www.apihub.com 
4 http://www.programmableweb.com/ 
5 http://www.xmethods.com/ 
6 https://www.biocatalogue.org/ 
7 http://www.embraceregistry.net/ 
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3 Architecture  

Fig. 1 shows our framework architecture. There are three main components: a service 
directory, a middleware and a Web interface.  

 

Fig. 1. Framework components  

The Service Directory acts as a mediator (yellow pages) among services and users. 
Agents advertise the services they provide by registering with the directory. A service 
registration includes (i) a description of its functionality, (ii) a grounding specifying 
the endpoint where the service can be invoked, and (iii) the agent/organisation that 
created or owns the service (for reputation management). The service directory coor-
dination is carried out by means of a heterogeneous service directory called Nuwa [6], 
and reputation management is based on a simplification of the reputation mechanism 
proposed by Hermoso et al. [7] for task oriented multi-agent systems. In this paper we 
do not focus on the description of our service directory, which can be found in the 
references above. 

The Development support middleware is a set of tools that facilitate the de-
velopment of dialogue-based services. A Script Engine takes script code and gener-
ates a Web service implementation (WS) and its GCM and WADL descriptions, as is 
detailed in next sections. Additionally, the framework includes a compiler to translate 
ESTA8 knowledge bases into JavaScript code. 

The Web Interface is a generic Web application that provides a human interface to 
search and invoke services registered with the directory, as well as providing feed-
back about service use.  

4 Service Development Support Middleware  

In order to ease the implementation and integration of Web Services using our 
framework, we have developed a middleware that deals with process workflow and 
message exchange. The advantage of this middleware is that it is possible to create a 
DBWS without implementing any Web functionality, since the communication  
part is isolated from the application itself. Also, this middleware offers a sandbox 

                                                           
8 Expert System Shell for Text Animation 
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environment in which multiple applications can be run together isolated among them, 
and where errors are properly managed by the middleware.  

The main characteristics of the proposed middleware are: (i) isolate the communi-
cation layer from the application, (ii) transform Web requests into software objects 
used by the application, (iii) do not impose a programming language, or paradigm, 
and (iv) avoid the use of special structures, or patterns, for dialogue management.  

4.1 Interaction Protocol  

In this section we describe the most important aspects of our framework: a workflow 
process for dialogue-based services, and a format for message exchange.  

Workflow. In order to use dialogue-based services, a record of the interaction has to 
be kept. Services could be invoked in two states: initialisation and resume. During 
initialisation a service communicates to the client which parameters must be provided. 
During resume, the service takes the parameters received and returns a message that 
may include additional information (parameters) required to continue the execution or 
the result. The message content is explained next.  

Message Format. We divide the dialogue message in three parts:  
 

• State information: includes a set of variables representing the service state. This 
information is used when interacting with stateless services and must be sent to 
the service again in order to keep a track of the dialogue. 

• Response: a set of messages that are sent to the client for its use. Each message 
can be, for example, a text, an HTML document, a picture, or an RDF document. 
Those messages are considered the output of the service. 

• Question: When a service requires more information, or asks the user to wait for 
a time condition to be reached, a question is sent to the client. That question has a 
textual condition (the question), a motivation (why it is needed, and/or some se-
mantic information about the question), a parameter name (id) (used to send  
back a client response), and a rule of accepted values (combination of type and 
values). 

4.2 Script Engine Middleware  

The script engine relies on the implementation of the JSR-2239 API present in the 
Java runtime. This API is capable of loading applications created in different script 
languages (such as Java, JavaScript, Python, Scheme, Ruby, etc.), offering an abstrac-
tion of the communication between Java classes and script applications. The advan-
tage of this approach is that it is possible to access applications independently of the 
programming language as long as a parser for that language is available. 

                                                           
9 http://www.jcp.org/en/jsr/detail?id=223 
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4.3 Web Interface for Web Service Invocation  

Since our framework defines a common interface for multiple services (the message 
protocol) it is possible to reuse a user interface to access different services. In our 
case, we have developed a user interface that covers the main aspects of our proposal: 
search, invocation, and feedback.  

Search. The user interface accesses to the service directory, and offers two kinds of 
search methods: by keywords or free text. The service directory returns the matching 
services with their degree of match and reputation. The results are shown to the user 
ordered by these two parameters. The user can switch between both.  

Invocation. The proposed protocol includes information needed for a dialogue stage, 
i.e. parameter required (question field) and response messages. The user interface 
shows the response messages followed by the parameter question and by a log of 
previous responses in the dialogue. The parameter question contains two elements: 
the parameter question (enriched with motivation information) and the input field. 
The latter is created with the most appropriate HTML input.  

Feedback. During the invocation process, the current reputation score is shown, and 
the user can submit a feedback about the service. The feedback can include a score, a 
text about the user’s experience and the dialogue log (e.g. for debugging).  

In addition to those main functionalities, our Web interface includes a question as-
sistant module that provides information related to the current question, e.g. main 
concept or language translation. The current implementation uses WordReference 
(synonyms of main terms), and a natural language question answering system 
(START10) to clarify the meaning of a concept or even suggest an answer for a ques-
tion (e.g. if the question is asking about the value of a biochemical parameter, it will 
offer the textual description of that parameter from Wikipedia.org). Access to Google 
Translate has been implemented but it is disabled because of its commercial license. 

5 Case Study  

In this section we use an example to illustrate the process of adapting a specific dia-
logue-based application to our architecture. We chose a simple application that assists 
users in deciding what cocktail to make, by asking the user questions about desired 
ingredients or restrictions (e.g. % alcohol). Fig. 2 shows the interactions involved 
during a cocktail drinks’ assistance. Solid arrows represent user to service messages, 
while dashed arrows represent service to user ones. 

First, the server asks the user which is the limit of alcohol that he wants in the 
drink (an enumeration). The user answers ‘< 50%’. For clarity, we simplified the 
question field, omitting their description. Then, the service asks whether the user 
wants it with some juice (true/false) and the user answered true. Next, Vodka is of-
fered as a possible ingredient (true/false), and the user agrees (true). Finally, the  
 

                                                           
10 http://start.csail.mit.edu/ 
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Fig. 2. HTTP message exchange between a web client and the service. Message format: <state 
information, response, question> 

  

Fig. 3. Mobile Web User Interface for the application 

service asks the user if he also wants something with orange juice (true/false), which 
he agrees (true). As a result, a cocktail is found in the knowledge base, and the service 
closes the dialogue with the recipe as a message with no further values to be provided. 

Fig. 3 shows several snippets of the user interface, in particular obtained from a 
mobile phone access to the service. The first one shows the selection screen, in which 
a DBWS can be chosen. Next screens show questions 1 and 3 from the previous se-
quence diagram, including information from the question assistant (Vodka definition). 

6 Conclusion 

In this paper we have described a framework for developing and interacting with  
Dialog-Based Web Services. The main contributions of this paper are (i) a  
framework that supports service development by providing an integration component 
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for different scripting languages, which definitely facilitates Web service implementa-
tion; and (ii) a generic Web interface that  supports the user to invoke such services. 
The framework includes a multi-language service directory with registration, search 
and reputation mechanisms, which we adopted from previous work. 

Although our framework includes several components (Directory, Script Engine, 
Web Interface), developers can use their desired functionalities. Then, they might 
want to use only the directory functionality by registering their services. Or they 
might want to provide a script (or ESTA) implementation to the Script Engine so as to 
generate the Web service. Independently of the previous options, the Web Interface 
tool can be used to search and/or (v) invoke services if wanted. 

The proposed framework has been implemented and we are currently working on 
its use for the development of a system to assist clinicians in their diagnosis. The 
system integrates 16 different knowledge-based medical decision support systems. 
Those systems are programmed in ESTA expert system, and have been integrated in 
our framework in straightforward way. We use the user interface presented in this 
paper to test that system. We will use that application to evaluate our framework in a 
real case, including the reputation mechanism with feedback provided by domain 
experts (clinicians).  

In the future, we also plan to extend our approach to deal with asynchronous ser-
vices, i.e. services that must pause their execution and resume it later (e.g. an expert is 
required to emit a response, or validate a conclusion).  

Acknowledgement. Work partially supported by the Spanish Ministry of Science and 
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INGENIO 2010) and by the Spanish Ministry of Economy and Competitiveness 
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Abstract. Abnormal climate events have caused agricultural production de-
crease and its supply insecurity. These problems, coupled with population 
growth, have led to food shortage. As a solution to such a situation, plant facto-
ries capable of producing farm products regardless of climate or location have 
garnered broader attention. In this research, we propose a ubiquitous compu-
ting-based intelligent plant factory system designed by improving the previous 
plant factory system with just a simple function of On/Off. The proposed sys-
tem collects information on necessary environmental factors for plants growth, 
nutrient solution, etc. through sensors installed in a plant factory and infers con-
textual information through the ontology based on the collected data to provide 
corresponding appropriate services to users. In addition, this system supports 
various application platforms such as web PDA, smart phones, etc. so that users 
can access its service on the plant factory anywhere and anytime. 

Keywords: Agriculture, Plant Factory, Ubiquitous Computing, Intelligent  
System. 

1 Introduction 

Global warming and environmental pollution of recent days have brought abnormal 
climate events more frequently such as heat wave, drought, and localized heavy rain. 
Such irregular natural environmental changes have affected crop growth to lower 
agricultural production and disturb its stable supply [1].  

These problems can cause food shortage amid population growth and possibly lead 
to food crisis. As a way to resolve this issue, plant factories for crop protected cultiva-
tion have received great attention [2]. 

A plant factory refers to a certain controlled system for crop cultivation where en-
vironmental conditions are artificially controlled such as light, temperature, humidity, 
CO2 and culture medium, in order to produce crops regardless of season or  
location[3]. A plant factory, with its function to precision control the artificial condi-
tions for crop growth, can contribute to improved productivity by producing crops 
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throughout the years and high value-added farming by making it possible to farm 
functional crops hard to outdoors [4]. 

Plant factories started in northern Europe in the 1960s and relevant researches have 
been continued centering on advanced countries such as US, Japan, Canada, and 
Netherlands since the 1980s [5, 6]. In South Korea, starting from the nutrient solution 
culture experiment by the agricultural engineering research institute of Rural Devel-
opment Administration in 1996, plant factory system was established in 2005 to oper-
ate an experiment center, almost rivaling with other advanced states [7, 8]. But more 
studies on precision control of environmental factors are still necessary for plant  
factories [9]. 

In this research, we propose a ubiquitous computing-based intelligent plant factory 
system by improving the previous system that monitors its crop growth environment 
and simply On/Off controls the actuator according to the monitored data. 

The proposed system collects environmental data through temperature, humidity, 
illumination intensity, CO2, EC and pH sensors installed in a plant factory and infers 
contextual information through the ontology based on the collected environmental 
data to control the actuator automatically and appropriately for each situation and 
maintain the optimal crop growth environment.  

Recently, Web Service has been studied in various fields such as e-commerce, web 
security, online banking, shopping, e-government, etc [10, 11, 12]. We developed 
web applications for PC using this web service and mobile application for smartphone 
based on Android OS. In the research, developed applications support that users can 
monitor and control their plant factories anytime and anywhere. 

The structure of this research is as follows; Chapter 2 explains the structure of the 
proposed intelligent plant factory. Chapter 3 presents the results of our implementa-
tion of the proposed system. Lastly, Chapter 4 summarizes and concludes this re-
search. 

2 Design of the Proposed Intelligent Plant Factory System 

For the purpose to improve the previous plant factory system that only simply con-
trols the actuator, the proposed intelligent plant factory system utilizes the ontology to 
realize more intelligent environmental control. The proposed system is also operable 
in various application platforms to realize plant factory monitoring and control in any 
place at any time. 

Sensors include weather sensors collecting information on intra-factory weather 
conditions and root zone sensors collecting information on nutrient solution that sup-
plies nutrients to crop roots. The weather sensors measure temperature, humidity, 
illumination intensity, CO2, and other elements affecting crop growth. The root zone 
sensors measure EC and pH of supplied liquid, the amount, EC, and pH of waste liq-
uor, rate of absorption and temperature within culture medium, and temperature of 
supplied water and waste liquor, etc. 

CCTVs are installed both inside and outside the plant factory to collect plant-
factory video information and crop video information. 
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The actuator is consisted of a ventilation and cooling/heating system, CO2, supply 
system, nutrient supply system and light source supply system which can control the 
plant environment and nutrient solution. Each system is also controlled through 
PLC(Power Line Communication). 

The management server is consisted of sensor manager managing environmental 
information collected by sensors, image manager managing video information from 
CCTVs, actuator manager administering plant factory actuator, an inference engine 
that infers situation and surrounding environment patterns regarding a certain event 
by referring to other information from many objects in the collected data and provides 
suitable service accordingly, and a database saving plant factory environmental in-
formation, video information, ontology for contextual awareness, etc. 

Sensor manager refines, filters, and converts data from the sensors while saving the 
converted data in a database by using update inquiry. Image manager provides 
streaming data to the web by transferring images from the CCTVs, and saves it to the 
database after classifying it by plant factory ID and camera number. Actuator manag-
er operates or the manages actuator through PLC by receiving control signals from the 
inference engine or a user application, and conditions of such a actuator, operation 
time and the number of controls are saved in the database. The inference engine uses 
the ontology based on the collected data to infer the situation of crop growth envi-
ronment and growth stages; searches the most appropriate service based on the in-
ferred contextual information and service rules that define the scope of possible  
services; and triggers an event suitable for the inferred service to provide a proper 
services for each different situation. 

User application provides various services to users through web, PDA and smart-
phones such as plant factory environment monitoring, video monitoring, and plant 
factory crop growth environment control. 

Figure 1 shows the system architecture for proposed intelligent plant factory sys-
tem. 

 

Fig. 1. Proposed Intelligent Plant Factory System Architecture 
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3 Implementation 

3.1 Implementation Ontology for Intelligent Control Service 

To provide this intelligent control service for a plant factory based on contextual 
awareness, an ontology is constructed as shown in Figure; the ontology design uses 
Protégé [13]. The ontology in this research has 6 upper classes. Network represents 
information of sensor networks, and Sensor, Node, Location, and Context represent 
sensor, node, location, and context information, respectively, and Service represents 
services that users could be provided in the plant factory system. Such information is 
written as OWL [14] documents and used with JENA [15]. 

 

Fig. 2. Intelligent Control Service OWL-Model(Class) for the Proposed System 

3.2 Implementation of the Proposed Intelligent Plant Factory System 

To verify the performance of the proposed system in this research, we established a 
plant factory as shown in the figure3. The plant factory was structured in 3-tier bed for 
the analysis and comparison of the operational performance of established devices. 
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Fig. 3. Construction of the Proposed Intelligent Plant Factory 

In order to gather information about the plant factory environment, sensors were 
installed inside to measure temperature, humidity, illumination intensity, CO2 and 
other weather conditions. In addition, considering that plant factory mainly uses nu-
trient solution culture, management of the rooting zone, which greatly affects absorp-
tion in nutrient solution culture, is very important, and factors such as the amount of 
nutrients, EC and pH of supplied liquids, the amount, EC, and pH of waste liquors, 
rate of absorption and temperature within the culture medium, and temperature of 
water supply and waste liquor, were measured by installing sensors to collect infor-
mation about the rooting zone environment. 

 

Fig. 4. Installed Sensors in Proposed Intelligent Plant Factory System; (a) Temperature, Hu-
midity and CO2 Sensor, (b) EC and pH Sensor, and (c) illumination intensity Sensor 
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In order to create an optimized crop growth environment based on the crop growth 
information, weather information and root environmental information collected from 
these sensors, we installed the actuator of a ventilation and cooling/heating system, 
CO2 supply system, nutrient solution supply system and LED light source supply 
system inside the factory along with the PCL controller for their control as shown in 
the figure. 

 

Fig. 5. Installed Actuators in Proposed Intelligent Plant Factory System; (a) ventilation and 
cooling/heating system, (b) CO2 supply system, (c) nutrient solution supply system and (d) 
LED light source supply system.  

 

Fig. 6. Installed PLC and Controller in Proposed Intelligent Plant Factory System 
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In addition, for the real-time monitoring and control of the established plant facto-
ry, we was developed a web application for PC and a mobile application. 

The web application was developed based on JAVA and C# in Window XP Ser-
vice Pack3 OS. WAS (Web Application Server) uses Tomcat-6.0.20 and the database 
Mysql 5.0 which is the safest version among the versions that are currently released. 
Figure 7 shows the plant factory management GUI of the implemented web  
application.  

 

Fig. 7. Web Application GUI  

In the plant factory management GUI, the sensing values measured by the sensors 
installed plant factory appeared in (a), and (b) shows a graph of average values of the 
data from the sensors; (c) presents the streaming video data received from the cameras 
installed in plant factory; and (d) shows control of actuators in plant factory and its 
conditions. 

Figure 7 shows the plant factory management GUI of the implemented mobile ap-
plication. 

 

Fig. 8. Mobile application GUI  
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The mobile application is operated by JDK 1.6 in Window XP Service Pack3 OS, 
based on the basic tool of Eclipse 3.6 (Helios) for operation on Android. Android OS 
is the version of Android SDK 4.0 (Ice Cream Sandwich). It performs the identical 
functions to the web application. In any case of plant-factory abnormality, the appli-
cation uses the notification function of Android to alert with sound or vibration via a 
mobile phone upon a real-time message receipt.  

4 Conclusions 

In this research, we proposed a ubiquitous computing-based intelligent plant factory 
system that collects contextual information including environmental conditions and 
nutrient solution necessary for crop growth through sensors, infers contextual infor-
mation through the ontology and provides diverse services appropriate for each dif-
ferent situation through various application platforms. 

For the proposed system, sensors need to be installed to measure environmental 
factors affecting intra-factory cultivation environment such as temperature, humidity, 
illumination intensity, CO2, EC and pH. And based on the measured data, the system 
infers the contextual status of crop growth environment and stages through the ontol-
ogy. Also, under the service rules defining the scope of available services for each 
situation as well as the inferred contextual information, the proposed system searches 
the optimal service for each given situation then triggers an event appropriate for the 
inferred service to automatically control the actuator for light, ventilation, humidity, 
CO2, concentration, temperature, etc. in line with its inference. 

For the performance evaluation of the proposed system, we established ontology 
for intelligent control and intelligent plant factory. As a result of applying the devel-
oped system to the plant factory, we could find satisfying outcomes. 
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Abstract. EasyReach is an Ambient Assisted Living Joint Programme project 
aimed at fostering the social interaction of home-bound and less educated elder-
ly people. The project proposed a web interfaced service, accessed through the 
EasyReach DTT Set Top Box and a special remote control, equipped with in-
teractive multimedia and an inertial unit. Pilots were carried out in the Italian 
cities of Rome and Milan by engaging real end-users in the controlled devel-
opment of tasks. In the pilot conducted in Rome and described in this paper, da-
ta were collected by using both group and personal interviews, video recording 
and non-participant observations. Scenario engagement with realistic tasks was 
properly arranged.  

In general, results show that EasyReach turns out to benefit people who stay 
at home or live alone, especially disabled people and those who are sick. The 
need to stay in touch is a primary driver for most, if not all, of the questioned 
elderly people. Retirement from active working life is a turning point in their 
lives and the feeling of being left at the margins of society often appears with 
different implications.  

EasyReach is accepted as a way of spending the day and meeting friends, as 
well as to contact people one would not encounter otherwise, to join groups 
having the same interests and actively participating in social life. Sending mes-
sages can help sharing information and interests. Yet elderly people want more, 
asking to bridge the gap between them and public administrations, pension sys-
tems, healthcare, social services, emergency providers and similar.  

Keywords: acceptance, adoption, aged people, ambient assisted living, beha-
vioral change, digital divide, digital environment, e-inclusion, elderly, human 
computer interaction, human factors, innovation, isolation, resistance to change, 
scenario engagement, social inclusion, supported interaction, usage, user needs.  

1 Introduction  

The focus on Information and Communication Technologies characterizing most of 
the current policy actions on the information society in the European Union often fails 
to capture a serious challenge: e-inclusion is a moving target [1] if we consider that 
against a growth of ICT penetration in all groups of society, the digital divide has 
remained unvaried since the late 1990s. E-inclusion aims at ensuring nobody is left 
behind in the use of ICTs and all can enjoy the benefits of being socially included by 
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participating in the growing knowledge society. However, there are barriers to break 
down, especially affecting older people accessing services online [2], i.e. the lack of 
awareness, fear of using computer, fear of Internet safety, lack of user friendly inter-
faces, appropriate education, financial resources, lack of skills and understanding of 
how to use ICTs and online services (e-literacy). The digital divide in Europe is es-
sentially age-related. Younger senior citizens (65-80 years old) are de facto those 
without access to digital and information technology: in 2011 two thirds of Europeans 
aged 65-74 have never used Internet [3]. Italy figures with 23 million non-users.  

In order to effectively decrease the digital divide, the need for ICT-based services 
from the user’s perspective must drive the realization of applications and services 
offered by the current technology. Services, communication and contents providers, 
industries and SMEs, in particular, must create an efficient market in which they can 
deliver in socially inclusive environments. In particular for the broadcast and broad-
band, this means hybrid or connected TV which brings together the worlds of broad-
casting and the Internet on one single device. It is an ongoing convergence process, 
which has been described and discussed for over decades, and which will still evolve 
[4]. Manufacturers are trying to meet the consumer’s demand for quality, interactivity 
[5] and personalisation of use. Gestures and voice control are recognised by many 
current users as potentially enhancing the connected TV experience, but the public are 
yet to really see the benefits [6]. Approaches to adapt interfaces at the specific needs 
and requirements are currently very limited [7], as elderly people still face problems 
when using digital devices in general. For them interaction is almost challenging, 
although accessible ICT applications could make difference for their living quality. 

The Ambient Assisted Living Joint Programme (AAL JP) is scoring significant 
success in helping to create such favorable market conditions, since all projects must 
include a series of tests carried out by the final users [8]. Users are always involved in 
developing their own solutions. Accordingly to the AAL Call 2 track, the EasyReach 
project [9] proposes an ICT-DTT integrated based solution to elderly people for the 
advancement of e-inclusion [10] and social interaction. It mainly addresses the prima-
ry end-users, aged individuals [11, 12] with poor education and/or low income. The 
project assesses by qualitative measurements to what extent the proposed solution 
encounters a basic set of user needs and how the offer of the digital environment is 
attractive. The interface design is based on the traditional TV model of interaction, 
with its well-known and non-intimidating modalities including the remote control.  

2 System and Social Environment  

The idea at the basis of the project was to provide an ICT solution not requiring me-
dium-high cognitive effort to be learnt. Given that aged people are familiar with TV 
sets and remote controls, EasyReach proposed a system including:  

• a TV set (46 or 32 inch LCD);  
• the EasyReach Remote Controller integrating: (i) a pointing service endowed with 

an inertial controller, (ii) a Hi-Res camera, and (iii) an audio recorder; 
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user can exchange messages and/or updates within the related context. This function 
is made available by the system Social Channel which also draws easy-links between 
organizations and official institutions for larger information interchange. The making 
user’s own expertise available to the whole community is of great value to maintain 
the self-perception of being socially active. In addition, the user can either create a 
new discussion group or join one suggested by the virtual Personal Assistant.  

3 Trials Setting and Assessment Methodology  

The scope of the field trials was to assess the social environment. Two pilots were 
planned to take place in different contexts, both geographical and cultural. They were 
carried out in the Italian cities of Rome and Milan by engaging real end-users in the 
controlled development of tasks. This paper presents the pilot in Rome. 

Two Senior Centers (“Torrevecchia” and “Rebibbia - Ponte Mammolo”) were se-
lected in cooperation with the National Federation of Pensioners (FNP) to be repre-
sentative of two different cultural areas in Rome. Some members having relevant 
roles in FNP of CISL, an Italian trade union, also attended as “privileged witnesses” 
of the elderly world with their long-standing experience.  

The preliminary tests of different EasyReach functionalities soon proved a crucial 
lack of fluidity in the interaction with the system and very often the experience came 
out clearly frustrating for the end-user. Gestures to browse the interface were not very 
easy to learn. As a consequence the project team decided to carry out a “mediated 
experience of interaction”, supporting the subjects with a “facilitator” role (room 
assistant) running most of the live scenario sequences on their behalf. This methodol-
ogy was called “scenario engagement”, aimed at providing an active setting for  
end-users in spite of the limitations with directly interacting with I/O devices. It was 
therefore possible to assess some components of the acceptance [14], the basic  
construct of the interaction model here applied, but related to a hypothetical use of 
EasyReach in the daily life.  

The end-users sample was preliminarily identified in a set of 62 older adults (37 
males, 25 females) with a mean age of 68.65 (SD = 5.88). Finally 40 subjects (21 
males, 19 females) were recruited as participants to the pilot (30 individuals from the 
two Senior Centers - 15 for each Center - plus 10 others selected from FNP-CISL 
having also the role of “privileged witnesses”). Assessment of user acceptance was 
thus achieved by setting up overall 4 group sessions, by involving about 10 users in a 
single date.  

As required by the AAL programme, demographic data of participants show a ba-
lanced distribution of genders (52% males and 48% females) with a peak in the age 
range 66-70 (32% of the total). Most of them were low educated (80% in the range 
“Primary Education” - “Secondary Education”). Almost all participants did use nei-
ther computers (85%) nor the Internet (72%).  

Each trial session developed in about 80 minutes through the following main steps: 

• demonstration of the main features of the system (remote control, user interface); 
• “scenario engagement” of subjects in realistic tasks, i.e. social activities planning; 
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• collection of users' opinions of the acceptance aspects by interviews administered 
both to groups and privileged witnesses: perception of usefulness for social interac-
tion and for improvement of the quality of life, willingness to use the system in the 
future, willingness to buy, facilitating conditions, etc.  

As for the tasks, a couple of two simple scenarios were identified as the most fitting 
the usual life habits [15] of those people attending the two Roman Senior Centers 
joining the experimentation. They revealed to be very realistic:   
 
Scenario 1 - “A day to the cinema”, theme aimed at organizing a group activity;  
Scenario 2 - “Becoming a grandmother”, theme aimed at sharing news with friends.  

At the end of sessions, a little extra time too was dedicated to make EasyReach handy 
to anyone who was willing to try. Simple actions like recording audio messages, tak-
ing pictures or short video clips by using the remote control were made available.  

4 Results  

The full set of results derives from qualitative data analysis. Processed data consist of 
structured interviews from both group interviews and personal interviews to privi-
leged witnesses, external research team observations and audio/video recordings. 
Subjects largely poured into the presented points of discussion the own personal expe-
rience of the old age in real world, in many cases gained by years of attendance at 
Senior Centers. Interviews were programmed in order to deeper explore the thoughts 
and the sentiments of participants just after the trials, by giving them time to think, no 
pressure and friendly dialogue atmosphere. Inevitably they also dealt with issues such 
as daily difficulties, the very spread condition of loneliness, and the bare necessities to 
which, until now, poor solutions were given by the existing social policies. The re-
search team was able to assess some components of the acceptance and to group basic 
reaction patterns respectively on sentiments, opinions, desires, needs, interaction and 
behavioral resistance in relation with a conjectural use of EasyReach in the daily life.  
 
Acceptance  
Undoubtedly many people valued EasyReach as useful. Some of them showed enthu-
siastic views as well. In general, they said it can be useful especially for people who 
stay at home and live alone, for disabled and sick people. In particular, retirement 
from an active working life is a turning point in many lives and the fear of being left 
at the margins of society often appeared under different aspects. 

4.1 Reaction Patterns  

EasyReach could provide a practical response to basic communication needs, being 
rather easy to learn and clearly capable to change the daily lifestyle. Herewith a col-
lection of synoptic thoughts about.  
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Sentiments   
The system stimulates the elderly curiosity as well as it opens the horizon to several 
possibilities which can help the daily life. From the distance, it appears even not so 
complex and the environment provided is accepted as useful, especially to be con-
nected to the outdoor world. EasyReach is seen as a possibility to win the sense of 
isolation, as it potentially promotes both the sentiment of sociality and the desire of 
shared culture.  

Opinions 
Opinions converge to few clear points addressing the improvement of functionalities 
and overall performance in view of possible indoor use. First of all the contact with 
the Public Administration, currently very complex and problematic to them, could be 
introduced but simplified through the EasyReach channels, especially to help those 
people with illness or handicap. Secondly, the necessity to improve the health care is 
pointed out as one of the basic lines to guide the future service developments. Third, 
in matter of personal security, many cases are reported about a subtle and persistent 
fear, a reason of constant anxiety due to some responsible social co-factors, not last 
the loneliness. Staying constantly in touch, sharing the same interests, participating 
more actively to the local social life, might produce the effect to create a great sense 
of serenity. At last, as for the willingness to pay for such a service, aged people have 
only one shared and reasonable opinion: “yes, if it improves our quality of life”.  

Desires 
The most important desire stems from the acknowledgment that in many cases the 
elderly are not given a chance. They don’t feel or think they were given a clear possi-
bility, for example, to learn about new ICT devices, to update their knowledge, to 
lower the digital divide, to be of some help to the society by making their huge expe-
riences available. They consider themselves not as fool or stupid people, only they 
have different basic needs and times of reaction. They are incline to promote and 
activate reciprocal assistance, to appreciate the possibility to help and receive help in 
case of need, to be constantly connected to their relatives, and as well as to give sug-
gestions to improve the quality of social service delivering. 

Needs  
Sometimes elderly are not very acquainted with facts and problems of the outdoor 
nearby social life. It is not a fault to ascribe to anyone. Their resources are very often 
strongly taken to satisfy elementary needs, their minds diverted elsewhere, especially 
for those who fall in the lowest income brackets. EasyReach could really help these 
people by giving simple answers to simple needs, either material or social. For exam-
ple, EasyReach could be configured as a tool for use by a group, thus including all, 
those familiar and not familiar to technology, and introducing a sort of good practice 
to share culture and useful information. 
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Interaction  
Most of the time aged people need new skills to use ICT devices. It is a matter of fact 
that they see technology like a barrier too high to be overcome. This basic require-
ment has originally inspired EasyReach to be as easy as possible, however not all 
functions developed have perfectly matched the end-users skills and mental models. 
The “digital” complexity of the structure could not be smoothed or totally lowered. 
Crucial elements in the design of the user system interaction showed at times inade-
quate. Sometimes the same end-users specified ways to improve or remove these 
faults. The remote control is at the top, being out of an effective user control, then 
gestures follow as they are very challenging to be done.  

Behavioral Resistance  
Resistances to change can be assigned in general to every class of people indepen-
dently from the age. As for the behaviour resistance to the adoption of EasyReach by 
aged people, this is subject to a narrow set of factors mostly ascribed to the difficulty 
of modifying personal habits if the proposed innovation doesn’t really convince or 
respond to basic needs. Unfortunately EasyReach, besides many positive aspects, also 
raised this important sentiment. A relevant part of the subjects were not fully con-
vinced of the potential advantages introduced by the system. They strongly intended 
to remain tied to their habits, even though they did not hide the desire to explore new 
horizons, to know more about new ICT devices, to constantly remain in touch with 
relatives, to do something innovative which can make them happy.  

5 Conclusions   

End-users’ trials with EasyReach turned out realistic social digital experiences by 
aged people. Persons who attended were able to figure their own single ideas of use, 
scenarios’ goals, service prototype advantages and limits, and be aware of the many 
benefits achievable online. They all participated with a lot of curiosity, showing great 
interest and willingness to contribute. The acceptance of the social environment given 
by the system was successfully evaluated, in spite of a lack of fluidity in operating the 
remote control with gestures. The need to stay in touch is a primary driver for most of 
elderly people. The most important barrier for usage is probably the critical mass 
needed to make the system useful: the ability to reach people also using web interfac-
es is considered to be crucial by most of the participants.  

EasyReach is therefore considered an advantageous system, because it is a way of 
spending the day and sharing information, to be used to contact people one wouldn't 
encounter otherwise or to reach many others at the same time. The communication 
facilities are indispensable, yet elderly people want more, asking EasyReach to bridge 
the gap between them and Public Administration, pension systems, healthcare, social 
service, emergency providers and so on.  

The colorful variety of different statements about intention to use reflects the spec-
trum of different attitudes towards life in general that elderly people have. A classifi-
cation is complicated and somehow redundant, yet the micro-universe of the group 
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interviews includes technology enthusiasts, total rejecters, seriously or superficially 
curious people, snobbish persons, money savvy customers. People who seriously need 
to be quickly included in the information society at conditions which they can accept.  
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Abstract. Remote monitoring of patients’ vital parameters and ensuring mobili-
ty of both patient and doctor can greatly profit from real-time tele-monitoring 
technology. Here a description is given of a multi-purpose and multi-parametric 
tele-monitoring system. It can take advantage of the extraction, carried out of-
fline and automatically on a desktop, of knowledge from databases containing 
measurements of patient’s parameters. This knowledge is represented under the 
form of a set of IF…THEN rules that are provided to a rule-based mobile Deci-
sion Support System embedded in the system here presented. Then, wearable 
sensors collect in real time patient’s vital parameters that are sent to a mobile 
device, where they are processed in real time by an app. If, as a consequence of 
the measured parameters, one of the above rules is activated, an alarm is auto-
matically generated by the system for a well-timed medical intervention. More-
over all the monitored parameters are stored in EDF files for possible further 
analysis. This paper presents two practical applications of the system to two 
significant healthcare issues, i.e. apnea monitoring and fall detection. For these 
use cases, comparison with other well-known classifiers is carried out to eva-
luate the quality of the extracted knowledge.   

Keywords: Wireless mHealth system, mobile monitoring, automatic know-
ledge extraction, IF…THEN rules, mobile DSS. 

1 Introduction 

m-Health applications aiming at detecting and monitoring anomalous conditions in real 
time are very important to improve citizens' health conditions and to reduce mortality 
and healthcare costs. In fact, aiming at saving time and at reducing costs, usually pa-
tients do not remain in hospital as a full recovery. Rather, they leave hospital as soon 
as possible and afterwards are periodically visited.  

                                                           
* This work has been partly supported by the project “Sistema avanzato per l’interpretazione e 

la condivisione della conoscenza in ambito sanitario A.S.K. – Health” (PON01_00850). 
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Recently, related technologies have quickly improved, so portable multi-life-
parameter monitors have become a major research topic [1].  

The technological improvements in measurement and information transmission, as 
sensor networks and wireless LAN, provide people with new options for the monitor-
ing of vital parameters through the use of wearable sensors. Moreover, they allow pa-
tients to move without limitation while still being under continuous monitoring, so they 
help in achieving a higher quality in patients’ care. 

In this regard, our system is a multi-parametric and multi-purpose tele-monitoring 
system which allows having a global view about the health condition of patients being 
monitored, and it can be easily configured to detect different potentially dangerous 
situations. Our approach consists of two steps. The first step consists in data analysis 
and knowledge extraction carried out offline on a desktop starting from a database. 
Depending on the problem faced, this database contains either data from one single 
patient, leading to personalized knowledge, or data from a group of patients. The 
second step consists in the real-time monitoring through a suitable set of wearable 
sensors connected to a mobile device. An app on the mobile device processes the data 
coming from the sensors by exploiting the acquired knowledge. In this paper its use in 
two cases, i.e. apnea detection and fall detection, will be shown. 

The main advantages of our developed system are: 1) the use of a friendly and adap-
tive user interface for multi-purpose monitoring; 2) its ability to provide real-time alert 
and alarm services; 3) no connection is required with any server because the reasoning 
about the gathered data is embedded on a mobile device with consequent battery sav-
ing; 4) the use of a Decision Support System in which the formalized experts’ know-
ledge is embedded for an intelligent real-time monitoring; 5) if no experts’ knowledge 
is available, the decision about whether or not a dangerous situation for the patient is 
taking place is based on knowledge automatically extracted offline from a database 
under the form of an explicit set of IF…THEN rules.  

A consequence of the above issue 5) is that, depending on the available data, in 
some cases one set of rules can be extracted for each patient, thus leading to persona-
lized healthcare. 

Moreover, about the battery saving mentioned in issue 3), this comes from the fact 
that during real-time monitoring the mobile device has to manage one Bluetooth con-
nection only with the sensors, rather than managing at the same time two wireless con-
nections, namely a Bluetooth with the sensors and a wifi/3G towards a server or  
towards a Cloud service.  

An analysis of the state of the art in literature shows that other systems recently de-
veloped for apnea monitoring [2-5] and fall detection [6-9] lack some important fea-
tures presented by ours, and have also some other limitations which do not affect our 
system. For example, as far as apnea monitoring is concerned, although several other 
very recent proposals as e.g. [2], use mobile devices, these latter just gather data and 
send them to a hospital server where remote analysis is performed. The systems recent-
ly proposed in [3][4][5], instead, lack an action phase allowing performing immediate 
actions. Moreover, they all detect apneas based on general knowledge, unlike our sys-
tem that is able to provide each patient with a set of rules specific for her/him.  

As regards fall detection, instead, one of the most important limitations in other re-
cent approaches is the lack of explicit knowledge formalized as a set of IF…THEN 
rules, which is very easily understood, user-friendly, and able to express well the  
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reasons for a given decision. In fact, papers as [6] and [7] do not provide users with 
any explanation about their way of classifying, i.e, they are black boxes. For example 
in [6]a k-nearest neighbour algorithm is used to discriminate falls. 

Besides, in other cases, e.g. [8] and [9] the rules are not extracted, rather they are 
generated by experts who examine fall recordings, guess the higher importance of 
some parameters with respect to others, and try to build some rules containing those 
parameters and the values of some thresholds. As an example, in [8] “a fall event is 
detected when acceleration magnitude is greater than 3 g and its peak is followed by a 
period, lasting at least 1200 milliseconds, characterized by the absence of peaks greater 
than the threshold”. Of course, this approach is tiring and only a very limited number 
of parameters and of their combinations can be considered.  

Section 2 describes the architecture of our mobile monitoring system. Section 3 
presents two use cases, i.e. apnea monitoring and fall detection. Namely, the quality of 
the achieved results is discussed with reference to that provided by other classifiers. 
Finally, Section 4 contains our conclusions and future works. 

2 Mobile Monitoring System Architecture  

The system is based on a multi-layer architecture, as shown in Fig.1, to guarantee to it 
a set of properties as for example flexibility. Currently it is composed by three different 
layers, and each of them contains some modules. This type of architecture is very ad-
vantageous because, due to the independence between the layers, it allows easily add-
ing algorithms and/or sensors as new modules in one layer without having knowledge 
about the upper one and the lower one. In the following we report on only some de-
tails, interested readers can refer to [10] and [11]. 

The Data Layer contains modules to manage sensors and patient data. In this layer 
data coming from the sensors are collected, and some vital parameters are calculated. 
In addition, it also contains modules for storing information in the European Data 
Format (EDF), the de-facto standard for vital signs recordings, and for saving moni-
tored information in a personal Electronic Health Record (EHR) if desired. 

 

Fig. 1. Mobile Monitoring System Architecture 
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The Decisional Layer represents the intelligent core of the system and contains the 
rule engine detailed in [12]. It elaborates in real time data coming from the Data Layer. 
The Knowledge Base Module is composed by the personalized set of rules 
representing the formalization of knowledge about the monitored disease. Thanks to 
the Rule Engine module, the system recognizes in real time critical situations and de-
termines the most suitable actions to be performed by the Action Layer.  

The Action Layer executes the actions determined by the previous layer through the 
implementation of mechanisms that produce reactions as the generation of alarms.  

To deal with the use cases described in next section, just one wearable sensor could 
be used, in which an ECG sensor and a 3-axis accelerometer are embedded. For exam-
ple it’s possible to use just a Zephyr Bio-Harness BH3 (www.zephyranywhere.com), 
an advanced Bluetooth physiological Monitoring sensor. Of course more sensors could 
be added, as for instance one for SpO2, so as to gather as many data as possible. 

The system is implemented for mobile devices, as PDA and smartphone. It is devel-
oped by using Java, yet the system could be used to build desktop applications too, 
apart from the user interfaces. Namely, for these use cases the system was developed 
by using Eclipse IDE and Android SDK. A screenshot of the app is shown in Fig. 2. 

 

Fig. 2. A screenshot of the user interface 

3 Use-Cases 

Usually medical knowledge can be formalized in collaboration with domain experts. 
However, there are some cases in which is not possible to follow this methodology, 
therefore the knowledge must be extracted analyzing data available in medical data-
bases. To deal with such cases, in our system we perform the automatic extraction of 
explicit sets of IF-THEN rules by using our DEREx tool [13]. This tool is based on 
Differential Evolution [14], a fast and effective version of an evolutionary algorithm. 
DEREx makes use of a 10-fold cross-validation mechanism for the offline selection of 
the set of rules that maximize the percentage of correctly classified items over unseen 
examples. Interested readers can make reference to [13] for details about DEREx. 
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3.1 Monitoring of Apneas 

To face Apnea pathology the apnea-ECG database [15] has been taken into account. 
Starting from this database containing 70 patient recordings, we have created one for 
each of them in order to extract personalized sets of rules. Details about database crea-
tion, rule extraction and related results in terms of accuracy, sensitivity, and specificity 
can be found in [16]. 

To evaluate the goodness of the results in terms of accuracy, sensitivity, and speci-
ficity, other four well-known classifiers have been used for comparison. Therefore, the 
Waikato Environment for Knowledge Analysis (WEKA) system release 3.4 [17] has 
been used: it contains a large number of such techniques, divided into groups depend-
ing on the their basic working principles. From each such group a representative has 
been chosen. Among the Bayesian, the Bayes Net (BN) has been considered, and, 
among the function-based, the MultiLayer Perceptron Artificial Neural Network (MLP 
has been selected. The KStar (KS) has been considered as a representative of the lazy 
methods, while, among the tree-based, the J48 has been chosen.  

It is important to state that none of these four classifiers outputs explicit sets of IF – 
THEN rules, rather each of them works as a black box and builds an internal model for 
the representation of the knowledge it acquires. Each such model is not user-friendly, 
i.e. it cannot be simply expressed/explained to a human being.  

Also for them 25 runs have been performed, and 10-fold cross-validation has been 
carried out in each run. Table 1 shows the results in terms of the average accuracy (A) 
over the 35 databases, the standard deviation (StD), and the maximum (Max) and the 
minimum (Min) values. 

Table 1. Results Achived by the Tested Classifiers in terms of Accuracy 

 BN MLP KS J48 DEREx 
A 85.53 87.59 82.32 87.20 92.26 

StD 9.40 8.62 11.37 8.83 7.25 
Max 99.79 99.79 99.79 99.79 100.00 
Min 65.67 70.82 65.82 72.10 73.91 

 
For each parameter in Table 1, the best value obtained by all algorithms is shown in 

bold. The average percentage of correct classification provided by DEREX over the 35 
databases is the highest, higher than the other ones by about 5%. Moreover, the stan-
dard deviation is the lowest, meaning that the algorithm is quite insensitive to the dif-
ferent initial random seeds. DEREx also achieves the highest maximum value, and is 
the only one to correctly classify 100% over five databases, i.e. those related to  
patients A01, A04, C05, C06, and C07. It also obtains the highest among the minimum 
values.  

Table 2 contains the comparison of the algorithms in terms of average values of 
sensitivity over the 35 databases, and of the related standard deviation as well 
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Table 2. Average Results for Sensitivity. 

 BN MLP KS J48 DEREx 
A 70.01 69.61 61.60 68.13 82.14 

StD 35.58 35.60 34.61 36.23 31.75 
 
The best values are reported in bold. DEREx achieves by far the highest value of 

sensitivity, so it has a much lower number of false negatives, i.e. apneas that are erro-
neously seen as non-apneas.  This is very important for a system of this kind, as it is 
better able to generate alarms only when necessary.  

Table 3 shows the same data for the specificity. 

Table 3. Average Results for Specificity 

 BN MLP KS J48 DEREx 
A 76.39 76.29 69.18 75.90 79.40 

StD 17.95 20.23 25.00 20.22 31.26 
 

Here too DEREx provides the highest value. This means that DEREx has a lower 
number of false positives, resulting in a lower number of unnecessary alarms. This 
comparison makes us confident that the set of rules shown is capable of discriminating 
apnea episodes much more accurately than these other artificial intelligence tools can.  

Moreover, all these other classifiers do not extract rules, so they would be useless 
for the creation of the knowledge base needed by our system. We believe this user-
friendliness of our system is very helpful to doctors. 

3.2 Fall Detection 

To deal with fall detection issue, we used the database built by Dr. S. Fudickar of the 
Dept. of Computer Science, Univ. of Potsdam, Germany [18]. Starting from this data-
base containing 95 recordings, we have created one database from which extract know-
ledge as a set of rules. This has been done by means of three steps, i.e. annotation, 
windowing, and computation. Details about database creation, rule extraction and re-
lated results in terms of accuracy, sensitivity, and specificity can be found in [19]. 

To evaluate the goodness of the results in terms of percentage of correct classifica-
tion, other four well-known classifiers have been used so as to compare DEREx 
against them. Also in this case, WEKA has been used. We have chosen a method based 
on Bayesian considerations, i.e. the Naïve Bayes (NB), a second based on functions 
and networks, i.e. a Radial Basis Function network (RBF), a third based on extraction 
of rules, i.e. OneR, and a fourth based on the occurrence of feature intervals per class, 
called Voting Feature Interval (VFI). For a fair comparison, they too have been run 25 
times, as they too depend on an initial random seed, apart from Naive Bayes method, 
instead, which is deterministic, so it has been run only once. 
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Table 4 shows the results in terms of the average accuracy over those 25 values 
achieved, the related standard deviation, and the maximum and the minimum values 
among those 25. For each parameter in Table 4, the best value obtained by all algo-
rithms is reported in bold. 

Table 4. Results Achived by the Tested Classifiers in terms of Accuracy 

 DEREx NB RBF OneR VFI 
A 91.88 90,76 90,00 88,96 91,57 

StD 0,53 --- 0,48 1,54 0,78 
Max 92,92 --- 90,76 91,16 92,77 
Min 91,25 --- 89,16 86,35 90,36 

 
The results in the table evidence that the average percentage of correct classification 

provided by DEREX over 25 runs is the highest, and so are the maximum and the min-
imum values achieved. Only for the standard deviation is RBF better, yet also in this 
case DEREx is very good, being the second best technique. 

Table 5 contains the comparison of the five algorithms in terms of average values of 
sensitivity over the 25 runs, and of the related standard deviation as well.  The highest 
average value and the lowest standard deviation are reported in bold. DEREx achieves 
by far the highest value of sensitivity, which means that it has a lower number of false 
negatives, i.e. falls that are erroneously seen as non-falls. This is very important for a 
system of this kind, as it is better able to generate alarms when necessary, i.e. when 
falls take place. 

Table 5. Average Results for Sensitivity 

 DEREx NB RBF OneR VFI 
A 91.3 84.3 81.4 87.1 85.5 

StD 0.23 --- 6e-5 1e-3 4e-4 
 

Table 6, instead, reports the same statistical values for specificity.  

Table 6. Average Results for Specificity 

 DEREx NB RBF OneR VFI 
A 92.1 96.9 98.1 91.7 97.3 

StD 0.21 --- 3e-5 8e-4 2e-5 
 

In this case RBF provides the highest value. The comparison between DEREX and 
RBF shows that our tool has better accuracy (by almost 2%) and better sensitivity (by 
almost 10%), whereas RBF is better in specificity (by exactly 6%), so DEREx is pre-
ferable. This comparison makes us confident that the set of rules shown is capable of 
discriminating falls more accurately than these artificial intelligence tools can.  
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Furthermore, most of these other classifiers do not perform rule extraction, so they 
would be useless for the creation of the knowledge base in our system.  

Finally, the only other classifier capable of extracting rules, i.e. OneR, has average 
performance quite worse than that offered by our tool, since there is a difference of 
about 3% in accuracy, of 4% in sensitivity, and of 0.4% in specificity. This could be 
due to the working mechanism of OneR, that can generate sets of rules all containing 
one attribute only (the same for all the rules), as opposed to the flexibility in the num-
ber of attributes that can be contained in each set of rules proposed by DEREx. 

4 Conclusion 

The system presented here can be seen as a general-purpose one, as it can be used to 
easily deal with many different healthcare issues. It is based on the automatic extrac-
tion of explicit knowledge from databases by Differential Evolution, formalized under 
the form of a set of IF…THEN rules. Numerical results about tests on databases have 
shown the effectiveness of the approach, and the achieved sets of rules evidence its 
user-friendliness, which is in our opinion a very helpful feature to doctors. 

Starting from the positive results in the two use cases, we plan to test our approach 
in cooperation with University Hospital (“Policlinico”) of Naples in real-world situa-
tions: as concerns apneas, by means of a group of about twenty volunteering patients 
suffering from mild apneas, whereas, as regards falls, through a set of simulated falls 
performed in our iHealthLab. 
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Abstract. In this paper we propose an architecture for processing endoscopic 
procedures results. The goal is to create a complete system capable of 
processing any type of endoscopic multimedia results, in order to overcome the 
most common issues in the endoscopic domain (e.g. video’s long-duration, gas-
troenterologist's possible difficulty to maintain the focus and efficiency during 
the viewing process, imperfections in images/videos). It was this scenario that 
led to the conception of the MIVprocessing solution, which will address these 
and other problems, providing an added value to the elaboration of diagnoses. 
The MIVprocessing is composed of five tasks: Video Summarization (elimina-
tion of the “non-informative” frames); Pre-Processing (correction/improvement 
of the frames); Pre-Detection; Segmentation; and Feature Extraction and Classi-
fication. The idea is to create a framework that brings together the capabilities 
of different but at the same time complementary concepts (e.g. image and signal 
processing, machine learning, computer vision). This conjugation applied to the 
endoscopic domain provides a set of features capable of improving the gastro-
enterologist's activities during and after the procedure. 

Keywords: Endoscopy, White-light Endoscopy, e-Health, MyEndoscopy, 
MIVprocessing, Video Summarization, Image and Video Processing. 

1 Introduction 

Image processing techniques are used in several areas (e.g. Medicine, Archaeology, 
Biology). Within these areas, the computational tasks of image processing (e.g. con-
trast enhancement, adjusting intensity levels of gray, fix blurry images), are mainly 
used to improve the images visual perception by humans [1, 2]. 
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Another area of application for image processing techniques is the resolution of 
problems related to the perception of the image by the computer. In this case, the goal 
is to obtain information contained in the image in a way that the computer can interp-
ret it [2]. This information rarely has some sort of resemblance to the visual features 
that humans use for interpreting the image content. The coefficients of the Fourier 
transform, statistical information or multidimensional distance measures, are exam-
ples of processing techniques used for computational perception [2]. 

While humans (e.g. radiologist, gastroenterologist) can learn to interpret patterns in 
an image the computer solves the problem with processing techniques. Despite signif-
icant advances in image processing and in computer vision techniques, the nuances of 
knowledge extraction from an image still challenges the best algorithms [3]. 

Nowadays, digestive endoscopy is used to allow the gastroenterologist to locate 
two types of endoscopic findings (diseases and lesions), and to evaluate a wide varie-
ty of endoscopic diagnoses/diseases (e.g. esophageal varices, gastric and duodenal 
ulcer, benign and malignant tumors) or, in most cases, to ensure that the symptoms 
are caused by lesions (e.g. polyp - protruding lesions) [4]. The detection and classifi-
cation of polyps is the prevailing domain of research for the development of comput-
er-aided decision support system. Of all the approaches found in Liedlgruber et al. 
[5], 47 belong to polyps (in particular polyps located in the colon). 

This paper is organized as follows: Section 2 describes the problem, in Section 3 
we present the related work and in the next Section (4) we present the proposed solu-
tion (MIVprocessing). Finally, in Section 5 some conclusions are drawn and it is pre-
sented some future work. 

2 Problem Definition 

With the evolution of technology, the amount of information generated in the health-
care delivery has increased exponentially. In the endoscopic domain each procedure 
results in several gigabytes of multimedia information. This is related with the fact 
that sometimes the generated videos are too long. Depending on the type of endoscop-
ic procedure, the videos may present a variable duration (e.g. Capsule Endoscopy ≈ 8 
hours, Upper GastroIntestinal (GI) Endoscopy ≈ 25 minutes, Colonoscopy ≈ 40 mi-
nutes). The healthcare professionals can subsequently review the video in order to 
detect potential pathologies with a higher degree of confidence and accuracy, but at 
the same time, the time consuming reviewing process can make this task quite ex-
haustive and tedious. 

Besides the time it takes to review the endoscopic procedure full-length video, this 
review is not always made in the best conditions due to technical issues, e.g. poor 
image quality, blurred image, the presence of specular reflection. These conditions 
make the presence of signs or symptoms that indicate the presence of pathology hard-
er to detect. 

These problems justify the conception of a solution for reducing the file size and 
duration of the video as well as improve the endoscopic images quality and the ability 
to assist the healthcare professionals on the detection/classification of endoscopic 
findings. 
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3 Related Work 

From the capture and image processing systems found in the literature, there are some 
that stand as the basis for the several variants that have been developed. One of the 
better known base systems was proposed by Gonzalez et al. [2], which comprises a 
step for image/video acquiring, followed by the pre-processing, segmentation, feature 
representation and extraction, recognition and interpretation and, finally, the presenta-
tion of results. At each step, the information will be compared with a knowledge base. 

Liedlgruber et al. presents, in its review work on endoscopic imaging [5], the main 
steps involved in computer-aided decision support system. Beyond the generic steps it 
includes a step for feature extraction and another for feature post processing. The 
classification step uses machine learning techniques. 

Some recent studies have showed the potential of a Computer-Aided Diagnosis 
(CAD) system for the detection and classification of pathologies in endoscopic vid-
eos, providing the healthcare professional valuable technical support. There are CAD 
systems capable of detecting and/or classifying certain pathologies (e.g. polyps [6, 7], 
tumors [8], cancer [9], ulcers [6, 10], bleeding [11, 12]). Based on these studies a 
generic CAD system should follow a sequence of tasks: acquisition of image/video, 
low-level processing, segmentation and classification. 

Other studies focuses on improving the quality of the image (e.g. elimination of 
specular reflection [13]) or detecting “non-informative” frames [14]. In these exam-
ples there are two common tasks: segmentation and classification. In 2007, Lau et al. 
[15] proposed a system for processing capsule endoscopic videos based on a frame-
work that enables the analysis of multiple image features. This framework includes 
contrast enhancement tools, chamfer matching, threshold analysis, similarity between 
images, as well as color analysis tools.  

All the studies referenced in this section implement some processing tasks that im-
prove their own systems capabilities. However, there is no system integrating a com-
plete set of tasks working together. 

4 Proposed Architecture 

The MIVprocessing was conceptualized from the idea of designing a processing sys-
tem capable of grouping several tasks into a single framework, helping more effec-
tively and accurately the healthcare professional at any time he is viewing, analyzing 
and/or interpreting the videos/images. The MIVprocessing is integrated in the MyEn-
doscopy system developed by Laranjo et al. [16]. The MyEndoscopy is a web-based 
application system, which allows the acquisition, processing, archiving and diffusion 
of endoscopic procedure results [16]. 

In Fig. 1 is presented a simple workflow describing the moments that occurs in a 
gastroenterology medical appointment in the healthcare institution that results in an 
endoscopy procedure (Moment 2). The MIVprocessing solution can be seamlessly 
integrated in the current workflow by performing some additional processing tasks, 
which can help the gastroenterologist's activities during and after the procedure. 
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Fig. 1. Workflow of a gastroenterology medical appointment 

The MIVprocessing results from the merger of two types of systems (Supportive 
System and Computer-Aided Diagnosis (CAD) System) and the tasks running on 
each of them (Fig. 2). The Supportive system consists of tasks that will support the 
CAD system. This means that these tasks are the basis of processing to be applied to 
videos, in order to make the detection and classification of abnormal pathologies more 
efficient and accurate in CAD system. The Supportive system is composed of  
three tasks (Video Summarization; Pre-Processing; and Pre-Detection), while  
the CAD system is composed of two tasks (Segmentation; Feature Extraction and 
Classification). 

The MIVprocessing is integrated in MIVbox, which is a device for the acquisition, 
processing and storage of the endoscopic results. 

 

Fig. 2. MIVprocessing’s architecture 
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Endoscopy, but also for being complete and detailed (the terms described vary de-
pending on the body part that is being examined and depending on the endoscopic 
technique), and easy to interpret (well organized and structured). 

5 Conclusions and Future Work 

In this paper, we gave an overview of the proposed solution (MIVprocessing). This is 
a solution that can be used with any type of endoscopic procedure – e.g. Capsule En-
doscopy, Upper GI Endoscopy, Colonoscopy (with minor adjustments on the  
algorithms of feature extraction and semantic classification). In the case of Capsule 
Endoscopy, there is a slight difference once there is no detection step and elimination 
of specular reflection, in real-time. 

MIVprocessing allows solving the problems described in section two with the fol-
lowing contributions: 

• Reduction in the duration and file size of the full-length video: with the goal of 
creating a reduced-length video with only the informative frames;  

• Medical imaging quality improvement: processing and/or elimination of detri-
mental information to the elaboration of the diagnosis; 

• Ability to assist the gastroenterologist in the detection/classification of endos-
copic findings: automatic detection of pathologies; defining the exact location of 
the detected pathology; and correctly classify the endoscopic finding. 

The set of functionalities that are integrated in this solution makes it an asset to the 
quality increase in the provision of healthcare. Currently, the MIVprocessing is in the 
testing phase. Being integrated in MyEndoscopy it will provide this system with an 
extra set of functionalities, making it an optimal solution to the endoscopic domain.  

From the studies referenced in the related work section, there is no study proposing 
an integrated system with a complete set of tasks working together. MIVprocessing 
has an architecture that integrates several pieces proposed in the literature and builds a 
complete endoscopic processing system. 

Future work will be focused on fine tuning the proposed solution and evaluating it 
not only at the technical level, but also at the functional level by using end users like 
gastroenterologists and researchers. The assessment of the medical experts’ opinion is 
also an important step towards optimizing the task of classification of endoscopic 
pathologies, since these experts are the ones that can identify the most relevant fea-
tures for correct identification of pathologies. 

Although the MIVprocessing has been designed for the white-light endoscopy im-
aging technique it can be extended and adapted to other techniques (e.g. Narrow Band 
Imaging (NBI), Confocal Laser Endomicroscopy (CLE)).  

Acknowledgments. This work is funded by ERDF - European Regional Development 
Fund through the COMPETE Programme (operational programme for competitive-
ness) and by National Funds through the FCT - Fundação para a Ciência e a  
Tecnologia (Portuguese Foundation for Science and Technology) within project  



124 I. Laranjo et al. 

FCOMP-01-0202-FEDER- 013853 and by National Funds through the FCT - Fun-
dação para a Ciência e a Tecnologia (Portuguese Foundation for Science and Tech-
nology) within project PEst-OE/EEI/UI0752/2014. 

References 

1. Moeslund, T.B.: Introduction to Video and Image Processing: Building Real Systems and 
Applications. Springer, London (2012) 

2. Gonzalez, R.C., Woods, R.E.: Digital Image Processing. Pearson Education International 
(2009) 

3. Bui, A.A.T., Taira, R.K., Kangarloo, H.: Introduction - What is Medical Imaging Informat-
ics? In: Bui, A.A.T., Taira, R.K. (eds.) Medical Imaging Informatics, pp. 3–14. Springer 
US (2010) 

4. Schiller, K.F.R., Warren, B.F., Hunt, R.H.: Atlas of Gastrointestinal Endoscopy and Re-
lated Pathology. Wiley-Blackwell (2002) 

5. Liedlgruber, M., Uhl, A.: Computer-Aided Decision Support Systems for Endoscopy in 
the Gastrointestinal Tract: a Review. IEEE Rev. Biomed. Eng. 4, 73–88 (2011) 

6. Karargyris, A., Bourbakis, N.: Detection of Small Bowel Polyps and Ulcers in Wireless 
Capsule Endoscopy Videos. IEEE Trans. Biomed. Eng. 58, 2777–2786 (2011) 

7. Alexandre, L.A., Casteleiro, J.M., Nobreinst, N.: Polyp Detection in Endoscopic Video 
Using SVMs. In: Kok, J.N., Koronacki, J., Lopez de Mantaras, R., Matwin, S., Mladenič, 
D., Skowron, A. (eds.) PKDD 2007. LNCS (LNAI), vol. 4702, pp. 358–365. Springer, 
Heidelberg (2007) 

8. Barbosa, D.C., Roupar, D.B., Ramos, J.C., Tavares, A.C., Lima, C.S.: Automatic Small 
Bowel Tumor Diagnosis by using Multi-scale Wavelet-based Analysis in Wireless Capsule 
Endoscopy Images. Biomed. Eng. Online. 11, 1–17 (2012) 

9. Iakovidis, D.K., Maroulis, D.E., Karkanis, S.: a: An Intelligent System for Automatic De-
tection of Gastrointestinal Adenomas in Video Endoscopy. Comput. Biol. Med. 36, 1084–
1103 (2006) 

10. Chen, Y., Lee, J.: Ulcer Detection in Wireless Capsule Endoscopy Video. In: Proceedings 
of the 20th ACM International Conference on Multimedia, pp. 1181–1184. ACM (2012) 

11. Pan, G., Yan, G., Qiu, X., Cui, J.: Bleeding Detection in Wireless Capsule Endoscopy 
Based on Probabilistic Neural Network. J. Med. Syst. 35, 1477–1484 (2011) 

12. Li, B., Meng, M.Q.-H.: Computer-Aided Detection of Bleeding Regions for Capsule En-
doscopy Images. IEEE Trans. Biomed. Eng. 56, 1032–1039 (2009) 

13. Stehle, T.: Removal of Specular Reflections in Endoscopic Images Removal of Specular 
Reflections in Endoscopic Images. Acta Polytech. J. Adv. Eng. 46, 32–36 (2006) 

14. Bashar, M.K., Kitasaka, T., Suenaga, Y., Mekada, Y., Mori, K.: Automatic Detection of 
Informative Frames from Wireless Capsule Endoscopy Images. Med. Image Anal. 14, 
449–470 (2010) 

15. Lau, P.Y., Correia, P.L.: Analyzing Gastrointestinal Tissue Images using Multiple Fea-
tures. In: Proceedings of the International Conference on Telecommunications, pp. 435–
438 (2007) 

16. Laranjo, I., Braga, J., Assunção, D., Silva, A., Rolanda, C., Lopes, L., Correia-Pinto, J., 
Alves, V.: Web-Based Solution for Acquisition, Processing, Archiving and Diffusion of 
Endoscopy Studies. In: Omatu, S., Neves, J., Rodriguez, J.M.C., Paz Santana, J.F., Gonza-
lez, S.R. (eds.) Distrib. Computing & Artificial Intelligence. AISC, vol. 217, pp. 317–324. 
Springer, Heidelberg (2013) 



 Video Processing Architecture: A Solution for Endoscopic Procedures Results 125 

17. Braga, J., Laranjo, I., Assunção, D., Rolanda, C., Lopes, L., Correia-Pinto, J., Alves, V.: 
Endoscopic Imaging Results: Web based Solution with Video Diffusion. Procedia Tech-
nol. 9, 1123–1131 (2013) 

18. Oliveira, T., Novais, P., Neves, J.: Guideline Formalization and Knowledge Representa-
tion for Clinical Decision Support. Adv. Distrib. Comput. Artif. Intell. J. 1, 1–12 (2012) 

19. Aabakken, L., Rembacken, B., LeMoine, O., Kuznetsov, K., Rey, J.-F., Rösch, T., Eisen, 
G., Cotton, P., Fujino, M.: Minimal Standard Terminology for Gastrointestinal Endoscopy 
(MST 3.0) (2009) 

 
 



A Multi-agent Platform for Hospital

Interoperability

Luciana Cardoso1, Fernando Marins1, Filipe Portela2, Manuel Santos2,
António Abelha1, and José Machado1,�
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Abstract. The interoperability among the Health Information Systems
is a natural demand nowadays. The Agency for Integration, Diffusion
and Archive of Medical Information (AIDA) is a Multi-Agent System
(MAS) specifically developed to guarantee interoperability in health or-
ganizations.

This paper presents the Biomedical Multi-agent Platform for Inter-
operability (BMaPI) integrated in AIDA and it is used by all hospital
services which communicates with AIDA, one of the examples is the
Intensive Care Unit. The BMaPI main objective is to facilitate the com-
munication among the agents of a MAS. It also assists the interaction
between humans and agents through an interface that allows the ad-
ministrators to create new agents easily and to monitor their activities
in real time. Due to the BMaPI characteristics it is possible ensure the
continuous work of the AIDA agents associated to INTCare system.

The BMaPI was installed in Centro Hospitalar do Porto successfully,
increasing the functionality and overall usability of AIDA platform.

Keywords: Hospital Interoperability, Multi-Agent Systems, Agents
Monitoring, AIDA, INTCare.

1 Introduction

Implementing technology in health organizations is increasing exponentially. The
Health Information Systems (HIS) are one of the biggest examples of these tech-
nologies, which have played a key role in the workflow in these organizations
nowadays. However, these systems are distributed and heterogeneous. The in-
teraction among these systems is a crucial demand these days. In this way, the
interoperability among the HIS becomes an indispensable feature in health or-
ganizations [1, 2].

Interoperability is the capacity of two systems interact between them, en-
suring the understanding of the process and data exchanged on both sides [3].
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Standards such as the Health Level Seven (HL7) avoid different structures of the
transferred information and in this way the correct interpretation and communi-
cation are achieved among the HIS [4]. There are various technologies that have
the ability to implement the interoperability among these systems, such as the
Service Oriented Architecture (SOA), webservice interfaces, eXtended Markup
Language (XML) and Multi-Agent Systems (MAS) [5]. This last one has demon-
strated to be a powerful technology in the area of interoperability, addressing
heterogeneous and distributed limitations [1, 5, 6].

The Agency for Integration, Diffusion and Archive of Medical Information
(AIDA) is an agent-based platform with the purpose of ensuring the interop-
erability among HIS [6]. INTCare is an Intelligent Decision Support System to
Intensive Care Units which is also based on a MAS and it uses some data pro-
vided by AIDA platform to construct their models [7]. The correct working of
AIDA agents it is fundamental to the success of INTCare system. However it
fails in controlling and monitoring its own agents.

In this context, it emerges the Biomedical Multi-agent Platform for Interop-
erability (BMaPI). It was integrated into the AIDA platform and it enables the
AIDA administrators to verify the agents functioning or to detect eventual fail-
ures in their performance in real time. Through the BMaPI, the administrators
can manage successfully all the AIDA agents, knowing with the detail when a
specific agent performs its activities. So, the administrators are able to select
the most opportune period to execute changes, updates, maintenance and other
operations, improving the AIDA performance.

This paper is divided into five sections. This first section introduces the work
presented in this paper and the contextualization is also presented. The second
section is a background that aims the importance of agents and MAS for the
interoperability and it also presents the AIDA platform. Section 3 presents the
archetype for monitoring the AIDA agents: the BMaPI, more specifically its fea-
tures, its architecture and the description of its components. The results obtained
after BMaPI implementation are demonstrated and discussed in Section 4. The
last section exposes the major conclusions and the future work.

2 Background

2.1 Multi-Agent Systems for Interoperability

The multi-agent technology has excelled in the interoperability implementation
in the HIS [1, 6, 7]. This technology is rather close to the concepts that charac-
terize a distributed architecture. The success of the agent-based computing has
strongly appeared as a result of its ability to work out problems and to make a
new revolution in the development and analysis of software [6].

Intelligent agents are computational artifacts that are endowed with some
proprieties such as the autonomy, reactivity, pro-activity and social skills. The
autonomy and pro-activity are features that allow to plan and to perform tasks
designed to achieve the proposed objectives, without direct human intervention.
The reactivity enables the agents act according to the environment where they
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are inserted. Through their social skills, the agents interact with each other in
order to obtain a common purpose. With these properties, the MAS demonstrate
to be a strong technology for the interoperability implementation among the
HIS [1, 6, 7].

2.2 AIDA

Techniques based on Artificial Intelligence (AI) have shown great potential when
introduced into the hospital environment. Most of these systems are focused in
the area of systems integration and decision support systems [8]. So, the Agency
for Integration, Diffusion and Archive of Medical Information (AIDA) is a solu-
tion developed by a research group of AI at the University of Minho. AIDA is
already implemented in several portuguese health organizations, including the
Centro Hospitalar do Porto (CHP). It is based on the agent-oriented paradigm
and its MAS increases according to the necessity of each institution. This plat-
form has shown great adaptability, modularity and effectiveness in the health
organizations which is implemented. AIDA was created with the intent to aid
medical applications and to manage the information flow through processing
systems with an adaptable level of autonomy. The main objective is to make the
HIS interoperable and to provide complementary tactics of diagnostics and ther-
apeutics, through the diffusion and the integration of the information produced
in a health organization. The agents are the basic unit of AIDA and they ensure
the communication among heterogeneous systems, sending, receiving, managing
and storing information and responding to requests timely and correctly [5, 6].

INTCare is an Intelligent Decision Support System optimized to Intensive
Care Units and it is associated to AIDA. The main objective is provide new
knowledge to the decision process automatically and in real-time [8]. INTCare
platform uses intelligent agents [7] to support their process and automate some
tasks. In this context, the BMaPI became an important platform not only to
AIDA, but also to INTCare because it allows to monitor the agents which are
directly associated to the system.

3 Archetype for Agents Monitoring

The Biomedical Multi-agent Platform for Interoperability was designed to allow
MAS administrators to control and to manage a community of agents, allowing
their survival and the interoperability in a heterogeneous environment. It is a
platform that integrates all agents belonging to the MAS, regardless the machine
where they perform their tasks. This is intended to ensure not only that all agents
communicate each other, but also to create an interoperable environment. The
communication among the agents are made through messages that meet certain
structural rules defined by the FIPA (Foundation for Intelligent Physical Agents)
called ACL (Agent Communication Language) [9].

According to the needs described by administrators of the AIDA platform,
it was developed the BMaPI which aims: Ensure a greater control over the
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agents that constitute the AIDA; Facilitate the user’s work in the creation and
registration of new agents locally or remotely; Allow the user to enable and to
disable services at the health unit, through the launch or stop of a particular
agent; Facilitate the scheduling and rescheduling of the agents activity; and
Monitor dynamically and in real time the agents activity.

3.1 Architecture and Components Description

The BMaPI was constructed respecting the specifications of a client/server ar-
chitecture, where the server is able to communicate with multiple clients simul-
taneously dedicating a thread to each of them. The ACL messages are exchanged
between the agents through sockets, which use TCP/IP protocols to ensure that
information is transferred from an agent to another keeping the integrity of
transferred data.

Fig. 1. Architecture of BMaPI

Analyzing the BMaPI architecture presented in the Figure 1, is possible verify
that it is composed of three distinct components: the Main Server, the Remote
Clients and the Web Controller. The first two components are similar, the first
is a server for the entire system and the second is the main client, which is
installed on each machine and its purpose is to connect to the Main Server. The
Web Controller is a user interface to control the agents, which allows the user
to schedule the activities of each agent and also to monitor their activities.
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Main Server and Remote Client
The Main Server is the only mandatory component, it makes the automatic

boot (Figure 2) of the whole platform and it can be executed only once. The
machine where this component runs is the main machine because it serves as
the server but it can also host agents. The Remote Clients can be executed
simultaneously on multiple machines, in all those that host agents. The main
difference between these two components is that the Main Server might work
remotely, i.e it has the ability to create and to send the agents to perform their
activity in other machines.

Fig. 2. Automatic boot process of BMaPI

Analyzing the Figure 2 that represents the initialization of the BMaPI, it is
possible to verify that the server creation is the first step followed by a record in
the database of the IP and the port where it was created. After this the server
is waiting for new connections from new clients. The first client automatically
created and connected to the server is the Agent Management System (AMS). It
is a special agent that exists in each machine and it is responsible for controlling
all other agents hosted on this machine. After the AMS acceptance by the server,
to finalize the creation process, some AMS information is stored in the database,
namely its name, its state (active or inactive) and the machine IP wherein it
operates. So that the administrator does not have to integrate all the agents in
BMaPI each time there is a startup (of the machine or of the BMaPI), the agent
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information is stored locally in an XML file. This file serves so that whenever
the platform is initialized all agents are created automatically.

The Remote Clients are started like the Main Server with the exception of the
creation of the server. In these cases the request connection by the agents is sent
to the server situated in the main machine where is the Main Server component.

Web Controller
The Web Controller constitutes the interface with the humans and it provides an
attractive environment to control and to monitor the agents subscribed on the
BMaPI. Exploiting each agent, it is possible access three pages: to visualize its
properties; to schedule its activities; and to monitor its performed activities in
real time and in a dynamic way. The properties page enables not only to analyze
the properties of the agents, but also a summary of all activities performed by
the agent since its creation until the present moment. More precisely: the date
of the last activity; the duration of the last activity; the number of times that
the agent was executed; the average duration of all activities of the agent; and
the number of errors that occurred. The scheduling page gives the administrator
a set of possibilities to program the activity of each agent. And the monitoring
page has two kinds of dynamical graphs that correspond to the number of times
that a specific agent performed its tasks and the average duration of the activities
of the agent.

4 Implementation Results

In order to test the BMaPI functionalities, it was implemented on the CHP
a hospital in the North of Portugal. A set of AIDA agents was integrated in
BMaPI and their activities were controlled. The results presented in this paper
are related to the period between 10 and 16 of September 2013 and to the agent
609. This agent called 609 is responsible to ensure the interoperability with
the support system to the practices of nursing and its results are selected to be
presented due to it be an agent that generally has some problems in its activities.

These results (Figure 3) represent the average duration of the activity of the
agent 609 in seconds clustered per hour on September 11, 2013. From the graph
presented in the Figure 3, it is concluded that the agent took less time to ex-
ecute its tasks between 7AM and 8AM, with an average of 281.83 seconds and
the maximum value was detected between 11AM and 12PM, with a duration av-
erage of 457.62 seconds. It is possible to analyze that there is an abrupt growth
between 8AM and 12PM followed by a gradual decrease until 11PM. This trend
of the graph line can be related to the amount of data recorded in the nursing
information system and consequently with the influx of patients to the nursing
service. With all information that the web controller provides the administra-
tors of the AIDA or of another MAS wherein the BMaPI was implemented can
make a better manage of overall system and its subsystems (agents). They can
know the period when the agents take more time to perform their activities
and consequently decide which will be the best time to make routine changes to
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Fig. 3. Daily analysis of the duration of the activity of the agent 609 on September
11, 2013

system upgrades, and other operations to improve overall system performance.
Therefore the BMaPI when applied in a MAS improves its functionality, once it
promotes functions that satisfy the users’ needs. And it also offers more usability
to the MAS, since being a system of easy understanding and operation with an
attractive interface. With the BMaPI the interoperability is assured because the
agents are able to communicate with each other in order to achieve mutual goals.

5 Conclusions and Future Work

It is possible concluded that the BMaPI implementation in the CHP offers to
its AIDA and INTCare System a greater control of their agents, improving the
functionality and the usability of both systems. INTCare is one of the system
which it was directly benefited with the new features of AIDA. The BMaPI
components developed with the agent-oriented programming revealed to be a
powerful tool to control minutely these agents and to avoid possible failures and
consequently, to improve the quality of the services delivered and the interoper-
ability among the HIS. Besides that, a specific MAS (for example the AIDA or
the INTCare) administrators are able to know the best period to apply opera-
tions like maintenance, updates or other changes, minimizing the disturbances
in the MAS workflow.

In the future, a communicative link can be established between BMaPI and
a system developed by our research group, which enables the monitoring and
the prevention of faults from the AIDA agents and machines [10]. This commu-
nication will enable to balance resources of AIDA (or other MAS) through the
migration of its agents.
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Abstract. In this paper we present an application based on Near Field Commu-
nication technology and oriented to advertising and user loyalty fields. The  
system combines NFC and in-air hand gestures with the purpose of creating an 
attractive leisure activity where customers are rewarded by shops with the pos-
sibility of obtaining a prize or discount on the purchases made. NFC is used for 
securing the participation of the user in the activity and for exchanging the priz-
es obtained. During the activity, users perform a fishing gesture (throwing and 
catching) with the mobile phone, simulating the capture of a prize that could be 
located anywhere in the shop. This gesture is recognized by mobile sensors. 
The tailoring of the system to specific business marketing strategies is also  
managed by the proposed solution. 

1 Introduction 

Near Field Communication technology [1, 2] is widely used in marketing and adver-
tising applications. Most of these applications are based on the use of PoS (Point of 
Sale) as augmented objects with a tag providing the user with some information, dis-
count vouchers or whatever other type of service needed with the aim of promoting a 
commercial product. In these applications, when users with a NFC enhanced device 
touch the PoS, they immediately receive the information related to the marketing 
campaign.  

In the last years, several applications have been developed using NFC for market-
ing and advertising [3, 4] purposes. WingBonus [5] manages different types of dis-
count vouchers (coupons, bonds and chits) that users can freely download from the 
Web portal or by simply touching a tag located in a shop or PoS. In this system, the 
vouchers’ life cycle is fully managed (from downloaded the exchanged status). Secu-
rity of vouchers is managed by means of synchronization processes with the server. 
Users can exchange the vouchers in the allowed shops by touching a NFC reader, a 
tag in the shop (or using QR technology). WingBonus also manages loyalty cards. 
Any number of loyalty cards can be managed by the mobile application while deposit 
and withdraw operations are performed in the same way as with vouchers. 

Different applications have considered the useful application of NFC to advertis-
ing, marketing or user loyalty [6] purposes. Hence, objects or screens augmented with 
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tags are used to provide users with information about products, sales or services. The 
secure element or SIM has been the main proposed way to support the credit or loyal-
ty cards identification. 

Besides this, the use of gestures in mobile computation has been generating a 
growing interest in recent years [7]. The idea is the development of interfaces close to 
the human behavior for the building of easy and more adaptable pervasive applica-
tions. Researches and developments in gestures cover two main areas: camera-based 
and movement sensor-based [8]. In camera-based applications, body or face user’s 
movements are captured by cameras in order to determine the user’s activity, interest, 
felling and so on. Thus, for instance, large screens used for advertising can show in-
formation to users when they are detected by a camera or the display can change the 
information when the camera detects a specific face expression in the user. Gesture 
applications based on movement sensors are mainly oriented to the management of 
touch screens. Different finger movements can be detected by the device’s sensors in 
order to facilitate the communication with the applications. Other types of movement 
sensor applications are based in body movements. In these applications, measure-
ments from the compass and accelerometer of the mobile device are used as input to 
calculate the movement performed by the user; for instance, walk, lift or turn the 
phone, etc. Using the information gathered from the mobile sensors (as well as user 
location) these applications can guide the user in a city or a museum, exchange files, 
connect different devices, or control them (TV, radio, lamps, etc.), perform user iden-
tifications, etc. [9]. 

In this paper, we describe a system called WingTrapper that combines both afore-
mentioned technologies: in-air hand gestures and NFC. WingTrapper is an application 
oriented to advertising and user loyalty purposes; offering companies the capacity to 
distribute discount vouchers or any other kind of offers in an easy and amusing way. 

In this system, shops provide to users participation tickets following their market-
ing strategies. Tickets can be distributed by means of RFID tag, NFC readers or even 
QR codes. By touching the tag, users gather the participation ticket that is managed 
by the mobile application. Afterwards, users can use this ticket by following its re-
quirements in order to get the prizes of the marketing campaign established by the 
shop. 

The use of a ticket is performed by means of gestures; a fishing gesture (throwing 
and catching) should be made by the user, simulating the capture of a prize located at 
any place in the shop. Finally, if the prize is obtained by the user, this prize is stored 
by the mobile application allowing its later exchange in the shop, again using NFC 
technology. 

In this paper, we describe the architecture of the systems, and the characteristics of 
the application context. The mobile application is also described showing an indoor 
application scenario. 

2 System Architecture 

At first, WingTrapper was created as a new utility of an application oriented to the 
management of m-coupons and loyalty cards called WingBonus [9]. WingBonus  
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Fig. 1. WingTrapper architecture 

manages any kind of m-coupons or vouchers allowing companies to promote their 
products thanks to the use of discount vouchers. Vouchers and loyalty cards are stored 
in the mobile phone; therefore, they are available to users at anytime without the risk 
of losing or forgetting them. 

In WingBonus, users can obtain the vouchers in different ways: a) downloading 
them from the Web portal, b) touching a tag or reading a QR code located anywhere, 
and c) using NFC or QR technology from a PoS. WingBonus’s mobile application 
allows the user to fully manage the vouchers and loyalty cards stored in the device. 
Marketing campaigns are managed in different folders by the mobile application and 
the users can consult the voucher details and exchange them in any of the allowed 
shops. Moreover, shops provided with NFC readers can gather information from the 
mobile application applying, without user intervention, the discounts that match the 
stored vouchers. 

WingTrapper extends WingBonus functionality, although it can also be used as an 
independent application, allowing any shop or company to develop tailored marketing 
campaigns oriented to product advertising and user loyalty. WingTrapper is composed 
by two main components: the server and mobile subsystems. 

As shown in Figure 1 the server is composed of different components. The admin-
istrator Web portal is in charge of storing the information corresponding with the 
marketing campaign. This component is used for the management of the information 
about companies, shops, participation tickets, users, marketing campaigns and prizes. 
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The user Web portal is only an advertising portal related to the active marketing 
campaigns. This portal shows information about the marketing campaigns and prizes 
to the users, allowing them to download the mobile application and register with it. 

The server side includes a synchronization component in charge of synchronizing 
the mobile and server databases. All the information about users, tickets, participa-
tions, prizes, etc., is securely stored on both sides. User’s activities are gathered by the 
mobile application and synchronized with the server side in order to ensure data relia-
bility. 

The mobile application is the core of WingTrapper. This application has been de-
veloped in Java. Users equipped with a NFC phone can gather participation tickets 
corresponding to marketing campaigns distributed by the shops. These tickets are 
stored in the mobile phone allowing the user to participate in the campaign and to try 
to obtain one or more of the prizes offered. 

 
   

 

Fig. 2. Fishing gesture 

The participation consists in trying to fish a prize, this prize could be located any-
where in the shop. Therefore, by performing a throwing and catching movement with 
the mobile phone, as shown in Figure 2, the user participates in trying to catch the 
prize. The user has as many attempts as allowed in the participation ticket. If a prize is 
captured, information about the prize is stored in the mobile application for their later 
exchange in the shop. Prizes can correspond to some product, discount or even 
vouchers or money for the loyalty card managed by WingBonus; in this case this 
information is also stored by the WingBonus application. 

The Context in WingTrapper 
WingTrapper is a system though as a different and funny activity for promoting ad-
vertising and user loyalty products. Customers are rewarded with the possibility to 
win some gift or bonus when they carry out some purchase in the shop. The system 
can be used in indoor and outdoor scenarios allowing a fully customization of the 
marketing business strategy. The main elements involved in the system are described 
below: 

Marketing Campaigns 
WingTrapper manages any type of marketing campaigns consisting in offering users 
any kind of prizes. For instance, when the user makes a purchase from a shop of a 
certain quantity, or a specific number of times or number of products, during the hap-
py hour or day, etc., the shop offers the user a participation ticket to win some of the 
offered prizes. 

Each marketing campaign is managed in a different folder, and it has textual and 
graphic information associated, allowing easy identification by the user.  
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Each campaign has an associated a validity date, information about the participa-
tion tickets, the prizes, the way the prizes are distributed throughout in the environ-
ment and the requirements for their capture. This information allows companies to 
tailor their marketing campaigns, even at each shop level.  

The Prizes 
Prizes are anything the company can offer users as a reward for its loyalty or pur-
chase. Prizes are associated with campaigns being uniquely identified by the system, 
also storing the private identification used by the shop. WingTrapper stores textual 
and graphic information of prizes and other information oriented to the customization 
of the campaign to the marketing strategies, as follows: 

− Assignation of specific prizes to different shops. 
− Location of each prize in the shop. 
− The distribution frequency of each type of prize: a) attempts by ticket, b) num-

ber of distributed tickets, c) attempts by user, d) characteristics of random dis-
tribution, e) characteristics of user loyalty, f) etc. 

Prizes’ location in the shop allows companies to improve their advertising strategy, 
moving customers to specifics areas or sale zones in order to improve their possibility 
of capturing some prize. 

The Tickets 
Participation tickets are distributed to the users depending on the company’s market-
ing strategy. Tickets can be downloaded from any Web portal and gathered by the 
user from a NFC reader or tags located in PoS or anywhere. 

Tickets store information about the campaign. Each ticket is uniquely identified 
and allows the user to participate in the prizes’ capture. Each ticket has the associated 
number of permitted attempts, validity dates, allowed shops and, in order to customize 
the business strategy, tickets can have private information such as: whether the ticket 
has associated or not a prize or the number of attempts to get the prizes, among  
others. 

Brief and detailed information about tickets is managed by the mobile application. 
User can consult their own tickets, the remaining participations, the prizes obtained, 
etc. This information is stored in the server, so users cannot lose it even if they  
delete it. 

Moreover, ticket security is managed by the system in two ways: a) the ticket iden-
tification is double; the server side assigns a unique identifier to the ticket (always 
hidden to the user) and the own ticket identification managed by the shop, b) the use 
of the tickets can be restricted to a validation process (depending on the information 
defined in the marketing campaign). This process is carried out by the server and the 
mobile application and it may need the participation of the shop. 

The Prize Capture 
The capture of prizes is performed by means of a gesture, as shown in Figure 2. User 
performs a fishing gesture simulating the catching of an object that could located in 
some place of the surrounding environment. By doing a movement of throwing and 
catching with the mobile phone in the user’s hand, WingTrapper detects the gesture, 
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gathering the information from the accelerometer and compass mobile sensors, as 
well as the GPS user location (when needed). 

Information of sensors, shop, user and ticket is sent to the server side for analysis 
and validation. Once the information is validated, the participation event is tested 
against the campaign characteristics stored in the database. Finally, the result is sent 
back to the user and if a prize has been obtained, its information is stored in the mo-
bile phone. 

3 A Real Application Scenario of Using the Mobile Solution 

In order to show the characteristics of the system, we describe in this section one of 
the application scenarios where the system has been applied. We describe the charac-
teristics of the environment and the marketing strategies proposed by the shop.  

The Scenario and the Marketing Campaign 
The indoors environment is a pub in the city of Córdoba. The pub rewards its custom-
ers with a participation ticket for each drink/course. The number of attempts included 
in the participation ticket depends on the value of the bill. Thus, tickets that range 
from one to five attempts have been generated. As many customers did not own a 
NFC enhanced phone, the participation tickets were cards including a NFC tag and a 
QR code. The prizes won by customers are also exchanged in the pub using cards 
with NFC tags and QR codes. Users’ mobile phone should be connected by GPRS or 
WiFi at any moment. 

The customer is told that the prizes are flyer bonds flying inside the pub, so he/she 
will try to fish one of these flyer bonds with a throwing and catching gesture per-
formed with his/her mobile phone. 

Different type of prizes were defined: a) discount vouchers from 5% to 10%, b) 
free drinks (wine, beer or soda), and c) WingBonus chits (from one to three chits), 
that is, a kind of voucher considered in WingBonus application, consisting in points to 
be exchanged in the pub for some service.  

 

 
(a) 

 
(c) 

 
(e) 

 
(g) 

 
(b) 

 
(d) 

 
(f) 

 
(h) 

Fig. 3. Some snapshots of ticket dispatching 



 Mobile Solution Using NFC and In-Air Hand Gestures for Advertising Applications 141 

Showing the Activity 
Figures 3 (a) to (h) show some images captured from the use of WingTrapper in this 
scenario. Figure 3 (a,b) shows how the participation ticket is given to the customer. 
The ticket is stored in the mobile phone and server databases and the user can  
review it. 

Figure 3 (c,d,e,f) shows the user participation and the result obtained. The user 
tries to catch some trappy in a funny experience with a bad result. Finally, in the last 
attempt the user wins a trappy consisting in a free drink. 

Finally, Figure 3 (g,h) shows some snapshots of the prize management by the mo-
bile application and the exchange process of the prize in the pub. In this process, the 
user selects the prize in the application and he/she touches the exchanging tag. In this 
process the information is sent to the server and a “receipt” is sent back to the applica-
tion in order to be confirmed by the pub manager. 

4 Conclusion 

In this paper we have described the combined use of Near Field Communication tech-
nology with in-air hand gestures recognition for the building of pervasive advertising 
and loyalty systems. 

Near Field Communication technology is used for the management of the user par-
ticipation in the event, the ticket validation and collection of the prizes obtained. The 
event consists in the capture of prizes disseminated in the surrounding environment. 
In order to capture a prize, the user should perform a fishing gesture with the mobile 
phone in his/her hand; simulating the attempt to catch a flyer trappy. Once the prize 
has been obtained, the user can exchange it using NFC technology again. 

Information and prize security is managed by the server and the mobile phone da-
tabases, synchronization processes, and unique object identification exchanged in the 
NFC transactions. 

Marketing campaigns are tailored according to company strategies. Thus, 
WingTrapper allows the customization of the number and type of prizes and its loca-
tion, user’s participation rules, rules of prizes assignation such as user loyalty, value 
of the user purchase, date, hour and user location, shop, etc.  

The combined use of NFC and in-air hand gestures allow us to propose a fresh and 
funny system oriented to improving companies’ strategy for products advertising and 
user loyalty; offering customers rewards of any type, at the same time as capturing the 
attention of other customers when watching people being entertained during the 
event. 

Acknowledgment. The Ministry of Science and Innovation of Spain (MICINN) sup-
ported this work (Project: TIN2011-24312). 
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Abstract. Sustainability issues and sustainable behaviours are becom-
ing concerns of increasing significance in our society. In the case of trans-
portation systems, it would be important to know the impact of a given
driving behaviour over sustainability factors. This paper describes a sys-
tem that integrates ubiquitous mobile sensors available on devices such
as smartphones, intelligent wristbands and smartwatches, in order to de-
termine and classify driving patterns and to assess driving efficiency and
driver’s moods. It first identifies the main attributes for contextual in-
formation, with relevance to driving analysis. Next, it describes how to
obtain that information from ubiquitous mobile sensors, usually carried
by drivers. Finally, it addresses the multimodal assessment process which
produces the analysis of driving patterns and the classification of driving
moods, promoting the identification of either regular or aggressive driv-
ing patterns, and the classification of mood types between aggressive and
relaxed. Such an approach enables ubiquitous sensing of personal driv-
ing patterns across different vehicles, which can be used in sustainability
frameworks, driving alerts and recommendation systems.

Keywords: Driving Profile, Mobile Sensors, Sustainability.

1 Introduction

Ambient Intelligence (AmI) is a very active area of knowledge and constitutes
a multi-disciplinary subject which takes advantage of advances in sensing sys-
tems, pervasive devices, context recognition, and communications. Nowadays,
AmI applications can be found in fields ranging from home, office, transport,
tourism, recommender and safety systems, among many others [20]. In the case
of transport applications, an area also known as Smart Cars [2], the AmI system
must be aware not only of the car situation, but also of the driver’s intention, of
his physical and physiological conditions and of the best way to deal with them
[19], [17]. The driver’s behaviour is, thus, of key importance: several authors
have used machine learning and dynamical graphical models for modelling and
recognizing driver’s behaviours [22].

There are examples of applications integrating AmI and ubiquitous principles
in driving and traffic analysis. In [13], it is described a monitoring and analysis
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system to approach personalized driving behaviour, for emerging hybrid vehi-
cles. The system is fully automated, non-intrusive with multi-modality sensing,
based on smartphones. The application runs while driving and it will present
personalized quantitative information of the driver’s specific driving behaviour.
In [18] a mobile application assesses driving behaviour, based on critical driving
events, giving feedback to the driver. The Nericell system [15], from Microsoft
Research, monitors road and traffic conditions using the driver’s smartphone
and corresponding incorporated sensors, but it can also detect honking levels
and potholes on roads. The I-VAITS project [19] is an example that pretends to
assist the driver appropriately and unobtrusively, analysing real-time data from
the environment, from the car and from the driver itself, by the way the driver
uses the different elements of the car, their movements or image processing of
their face expressions. In [3], in the context of a car safety support system, an
ambient agent-based model for a car driver behaviour assessment is presented.
The system uses sensors to periodically obtain information about the driver’s
steering operation and the focus of the driver’s gaze. In the case of abnormal
steering operation and unfocused gaze, the system launches proceedings in order
to slow down, stop the car and lock the ignition.

2 Related Work

Driving analysis can be a complex problem depending on the degree of informa-
tion used and the number of categories being analysed. The analysis presented
is described based on sustainable principles assessing driving patterns and their
impact on sustainability and sustainable behaviour.

2.1 Driving Pattern Detection

Usually, driving pattern is defined and associated to the speed profile of the
driver, but it can be expanded to other variables, as gear changing, and big
changes on the acceleration [6]. In 1978, Kuhler and Karstens [12] introduced a
set of ten driving pattern parameters. Later, in 1996, André [1] reviewed those
parameters, and reviewed some of the most common parameters such as action
duration, speed, acceleration, idle periods and number of stops per kilometre. In
other studies [5], [6] other parameters were used to collect data from ordinary
drivers in real traffic situations, such as wheel rotation, engine speed, ambient
temperature, use of breaks and fuel-use. In these studies, GPS data was also mon-
itored, where each driving pattern was attributed to street type, street function,
street width, traffic flow and codes for location in the city (central, semi-central,
peripheral). It was concluded that the street type had the most influence on the
driving pattern. The analysis of the 62 primary calculated parameters, resulted
in 16 independent driving pattern factors, each describing a certain dimension
of the driving pattern. When investigating the effect of the independent driving
pattern factors on exhaust emissions, and on fuel consumption, it was found that
only 9 factors had a significant effect.
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Table 1. Relevant attributes to driving analysis according to previous studies

Attribute Ericsson [5] Kuhler and Karstens [12] Nericell [15]
Wheel rotation + + -
Motor RPM + + -

Pedals Monitoring + + -
Street type + + +

Fuel Consumption + + +
Velocity + + +

Acceleration + + +
Standard deviation of acceleration + + +

Trip duration + + +
Hour of day + + +

Table 1 provides an analysis of the main attributes identified. These studies
share most of the identified attributes to analyse and classify driving patterns.
With exception of attributes such as motor rotations per minute and pedals
monitoring that are obtained directly from the physical vehicles, driving anal-
ysis with mobile and non-mobile sensors take interest in the same subgroup of
attributes.

2.2 Sustainable Driving

Computational methods that allow the balancing of economic, environmental
and social factors needed to a sustainable development, a newly emerging and
interdisciplinary area, known as Computational Sustainability, solve problems
which are essentially decision and optimization problems. The concept of sus-
tainability and sustainable behaviours is important to ensure the welfare and
well-being. Due to its importance, some researchers have discussed about quan-
tification methods, and modelling sustainability [23], [11]. In the case of trans-
portation systems, the assessment of the impact of a given driving pattern is
made over sustainability factors, like fuel consumption, greenhouse gas emis-
sions, dangerous behaviour or driving stress.

A system to estimate a driver profile using smartphone sensors, able to de-
tect risky driving patterns, is proposed in [4]. It was verified whether the driver
behaviour is safe or unsafe, using Bayesian classification. It is claimed that the
system will lead to fuel efficient and better driving habits. In [9], and in ad-
dition to car sensory data, physiological data was continuously collected and
analysed (heart rate, skin conductance, and respiration) to evaluate a driver’s
relative stress. The CarMa, Car Mobile Assistant, is a smartphone-based sys-
tem that provides high-level abstractions for sensing and tuning car parameters,
whereby developers can easily write smartphone applications. The personalized
tuning can result in over 10% gains in fuel efficiency [7]. The MIROAD system,
Mobile-Sensor-Platform for Intelligent Recognition Of Aggressive Driving [10], is
a mobile system capable to detecting and recognizing driving events and driving
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patterns, intending to increase awareness and to promote safety driving, and thus
possibly achieving a reduction in the social and economic costs of car crashes.
The system uses Dynamic Time Warping and smartphone based sensor-fusion
to detect and recognize actions without external processing.

3 Multimodal Assessment System

The implementation of the ubiquitous multimodal driving analysis system is
depicted in this section. Ubiquitous monitoring is achieved by the use of smart-
phones equipped with accelerometer, GPS, compass, microphone and light sen-
sors. These come as standard in most smartphones sold today. While it is not
the main function of a smartphone, driving analysis can be achieved using some
of the limited processing capability of low-end smartphones. Additionally, its
connectivity options allow for better analysis on a server side location. The
proof-of-concept system is illustrated by figure 1, where data flow is illustrated.

Fig. 1. Model describing the driving analysis in the system

After obtaining information about driving patterns, vehicle and driver defi-
nition, the driving analysis module will synchronize its data with an external
server and derive a report assessment on the sustainable impact according to its
3 dimensions is built. Such knowledge is useful to update sustainability frame-
works such as PHESS [21] which monitor and assess sustainable impact through
performance indicators based on the same three categories.

The economic and environmental assessment is derived from the estimated im-
pact of current driving patterns on the vehicle fuel consumption and gas emission.
The social component is assessed by the effect of driving patterns on the social
and psychological response from drivers. Although, sensor analysis by itself can
answer if an event can or cannot be considered aggressive, it is still a reactive and
instantaneous concept. With such information it is possible to map optimal to
suboptimal configurations as well as infer which emotions these conditions pro-
duce on human beings. In a computational system it is still a challenging process
to acquire rich information in this domain, but there are some approaches pro-
posed in the research community that have had broad acceptance. In regard
to the representation of a personality, the OCEAN structure used is similar to
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the approach adopted by the ALMA framework to represent the personality of
people and initiate mood states in [8]. In the OCEAN approach, personality are
defined by a set of variables (o, c, e, a, n) which represent five personality traits:
Openness, Conscientiousness, Extraversion, Agreeableness and Neuroticism. On
the other hand, the PAD space [14], is a computational friendly representation
of mood states. A person’s mood is represented using the three variables that
define PAD space, Pleasure, Arousal and Dominance respectively. Contrary to
the personality which is almost regarded as static during people lifetimes, mood
is a temporal state of the human mind that can last for minutes, hours or even
days.

3.1 User Driving Pattern

The analysis of driving patterns is made with the help of profiles. These struc-
tures are created individually for each driver and maintained in a web-server
through the use of restful web-services. Although not using the internal data
from vehicle sensor as in past research [5], the approach followed in this work
uses smartphone data for ubiquitous and pervasive monitoring. An illustration
of the application devised to record driver’s attributes is detailed in the left
part of figure 2. Data gathering is made through sensors, which is pre-processed
internally with data fusion methodologies to enrich data and provide richer in-
formation. The number of variables used to assess driving patterns is based on
the information gathered in the literature and adapted to ubiquitous sensors. As
such, a total of 6 basic attributes are monitored: accelerometer, velocity, alti-
tude, time of day, compass and position. From the fusion of these attributes, it is
possible to infer standard deviations for each attribute according to each driver,
the number of breaking and accelerations and its mean duration and intensity.
These are the characteristics used in each driver profile in order to assess its
regular driving behaviour. Aside from the regular driving pattern, the system
will also classify aggressive driving patterns, which are categorized by higher
frequency of breaks and accelerations with high intensity and shorter duration
than the driver regular behaviour. The rigth part of figure 2 shows a graphical

Fig. 2. Mobile Driving Patterns Extraction
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representation of the intensity of the accelerometer sensor annotated with infor-
mation gathered by other sensors according to driving pattern of a test driver.
Event a) represents low velocity and high variation of accelerometer which can
be deduced to be parking or congested traffic driving. Events b), c) represent
aggressive events where velocity was kept high and sudden changes of direction
result in high amplitude variation of accelerometer forces. Events d), e) do not
offer significant variation from common driving pattern thus identified as regular
driving events. It is the identification of these events that will play a major role
to detect the current mood of the driver. The pattern identified and its duration
will provide information to assess the current driver’s mood.

3.2 Driving Mood Classification

Mood classification is based on the analysis of the number of breaks and accel-
erations detected by mobile sensors: aggressive driving styles are connected with
high frequency of breaking and accelerating actions; relaxed driving is correlated
with stable velocity and low breaking and accelerating actions. The computa-
tional representation of mood states is done according to the Pleasure, Arousal,
Dominance framework described by Mehabian (PAD) [14] and the PAD space
extended by Gehbard in [8], where the initial P,A,D variables are initiated ac-
cording to each user’s personality assessment. The initial assessment of a driver’s
personality is achieved by an initial questionnaire, filled the first time the mo-
bile sensing application is used. In this case the Newcastle Personality Assessor
(NPA) questionnaire was used [16].

Mactual = Mactual + (Mfinal −Mactual) ∗ emotionalWeight (1)

Following this approach, two final states are defined representing aggres-
sive and calm states so that a driver’s mood may be updated towards one
of these states. The equation 1 represents the current driver’s state moving
in a vector space at a velocity defined by the emotionalWeigth. This is de-
pendent on values from the OCEAN personality representation and the assess-
ment of the emotional response to a driving pattern. If positive update (relaxed
pattern) emotionalWeight = (e + 1.0) ∗ const otherwise emotionalWeight =
(n+ 1.0) ∗ const.

This study is limited to a classification of mood states oscillating between
aggressive and relaxed moods. The classification of additional mood types in-
creases not only complexity but also the error rate, as it becomes difficult to
distinguish between them.

4 Conclusions and Future Work

In this article it is present an analysis of some state of the art related ubiquitous
sensing of driving patterns. The approach with this work allows for pervasive
monitoring through common objects such as smartphones in order to record and
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analyse driver’s actions. Although limited by the sensors of each device, real-
ist results can be extracted by standard hardware. The assessment of current
driving mood is robust to sporadic deviant events as only a series of continu-
ous negative or positive patterns does change the mood assessment while still
reacting instantly to aggressive or relaxed events.

As a future work, the ubiquitous application will be extended allowing the
sharing of information between drivers. With these abilities, gamification ele-
ments will try to moderate driving patterns by adding positive and negative
points to a driver’s profile. Additionally, the information shared allows for in-
stantaneous information about nearby drivers such as emotion classification.
The analysis will also add route classification based on an aggregated knowl-
edge of driving patterns for each route, as well a It will also be used in future
recommender systems and navigation applications. It will also allow automatic
identification of driving actions through sensor analysis, thus requiring no user
input at the start of driving records, enhancing the ubiquitous and pervasive
nature of this work.
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Abstract. Health and wellness area is an emerging social concern. The emer-
gence of Cloud Computing and the growth of new technologies as smartphones 
and all kinds of wearable devices have given rise to delocalized health and 
wellness management systems and applications. Most of these systems, which 
are used by users on their own, are designed to track the exercises, monitor the 
physiological variables or as dietary diary with the aim to change the diary ha-
bits of users to improve their health and wellness, that could also be enhanced 
by the participation of expert advisors in the supervision of these activities.  

This paper presents CloudFit, a mobile wellness platform supported by cloud 
technology and wearable devices, for supporting the monitoring of diary habits 
and improve the interaction between users and expert advisors. The develop-
ment approach and design decisions taken for building CloudFit components 
are carried out by considering important characteristics of this kind of systems 
such as usability, accurate data capture and friendly data dissemination. 

Keywords: cloud computing, soa, mobile computing, software components, 
ehealth, mhealth, wellness, wearable computing. 

1 Introduction 

In the last few years there has been a change of mind about the importance of health 
and wellness. Several organizations have focused their attention about health promo-
tion, emphasizing on changeable health risk factors such as smoking, unhealthy eating 
or physical inactivity [1]. This change about the public attention to health promotion 
has also economic reasons, inasmuch as if the healthy lifestyle is not encouraged the 
costs of the unhealthy habits will be highly increased in the future [2-3]. 

This interest in healthy behaviors has permeated in society at all levels. From the 
nutrition education and healthy habits at schools to the continuous monitoring of 
blood pressure in elderly people or the importance of healthy lifestyle for athletes [4]. 

Physical activity has been shown to be an important factor related to a number of 
health outcomes [5]. The ability to measure physical activity behavior is useful, not 



152 A. Ruiz-Zafra et al. 

only to understand the association between physical activity and health, but also for 
many other reasons, such as to monitor secular trends in behavior and to evaluate the 
effectiveness of interventions and programs [6] 

The growth of new technologies such as smartphones and wearable devices (medi-
cal sensors, smart watch, smart glasses, body-sensors) [22], alongside with the emerg-
ing computer paradigms as Cloud Computing, have contributed greatly to lead a 
healthy life [7], thanks to the eHealth/mHealth application and systems supported by 
these technologies. Smartphones-internal sensors and the use of external wearable 
devices as data collectors are a powerful source of physiological, inertial and contex-
tual information. The use of these sensors (GPS, vision sensors, audio sensors, light 
sensors, temperature sensor, acceleration sensor) open new opportunities for coach 
and sportsmen, increase the control of athletes and the following of physical condition 
in real time. Some of the advantage in the use of these sensors in the physical activity 
are: real-time tracking, monitoring physical variables, quantitative targets data, inte-
gration of different sensors and light device to use in sports environment, among  
others.  

However, most of these systems are designed to be used by users on their own 
without help or expert advice, therefore usability is a major concern to address when 
constructing this kind of systems. This model usage is sufficient for most users, but 
for some kinds of users such as elderly people, people with eating disorders or ath-
letes is needed an expert supervision to improve their health and wellness habits. 

The supervision of expert advisors (trainer, dietitian, psychology, doctor, cardiolo-
gist) in the wellness habits of people can be enhanced by the use of the cloud, thanks 
to the easy and delocalized access to the information.  

This paper describes CloudFit, a cloud-supported platform to monitor health and 
wellness of people. The platform is based in the use of smartphones and wearable 
devices and is designed to be used by different kinds of users, such as trainers, sport 
researchers, dietitian, elderly people and athletes, as well as in different contexts as 
telerehabilitation, physiological variables monitoring, evolution of athletes and track 
of exercises, among others. Some key design decisions have been taken due to the 
dynamic nature of wellness area, such as the enhancing of SOA or the use of a com-
ponent-based platform [8] to ensure the adaptability over time. Moreover, features as 
usability and the good data management and processing are crucial topics addressed 
in the design process.  

This paper is organized as follows. Section 2 presents related work. The platform, 
its features, architecture and applications are introduced in Section 3. Finally, Section 
4 summarizes the conclusions and future work. 

2 Related Work 

Several systems have been proposed to improve health and wellness. These systems 
belong to a research projects as well as industrial ones. 

Most of these systems are used as data collectors of the sensors of the mobile 
phone, as the use of GPS to know the distance traveled [9-10], the time spent in the 
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exercise or the accelerometer values [11]. Other systems, instead, use external weara-
ble devices such as GPS, heart rate sensors and accelerometers [12-14]. 

Other projects based on the use of smartphones and related with food con-
trol/eating habits [15] or monitoring caloric balance per day are gaining popularity 
recently [16]. 

Cloud technology is a useful tool to be used in this context, where several cloud-
supported projects have been proposed. Data loggers of wearable devices [17] and 
monitoring systems [18] are the most common projects that use cloud technology. 

In a commercial scope, many applications from different operating systems as An-
droid or iOS are very popular nowadays. Applications such as [19-21] have millions 
of download and are used by all kind of people. 

The users use these applications by their own to track the performance of the exer-
cise and monitor the time spent, heart rate variability, know the route, food control, 
etc. Thus, the users themselves review their progress and adapt their habits. 

This behavior entails that information such as physiological features or particulari-
ties of each user is not taken into account. The supervision of an expert advisor could 
overcome these issues. 

The work presented in this paper intend to solve this lack of communication and 
interaction between experts and users, through a platform based on cloud technology 
to enhance this relations and mobile applications with wearable devices as data col-
lector. 

3 CloudFit: Cloud-Based Mobile Wellness Platform 

In the following sections it is introduced the CloudFit platform, the features and prin-
ciples that have guided its design. 

3.1 Platform Overview 

CloudFit is a cloud-supported platform to improve health and wellness of the people. 
The platform is made up by a set of cloud services, a mobile and web application and 
supported by wearable devices (Figure. 1).  
 

 

Fig. 1. CloudFit Scenario 
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The two main purposes of the platform are to: 

• Monitor through the mobile application the values from wearable devices and 
several daily habits such as eating habits and exercises performing, and store and 
process this data correctly. 

• Provide a tool for experts to supervise the habits of users and improve the com-
munications between users and experts, with the aim of the improving their well-
ness, taking decisions based on the information from wearable devices, eating 
habits, the time spent on the exercises and user’s feedback, among others. 

The users use a mobile application to perform exercises (running, football, tennis) 
or daily activities (walk, eat), while they are using wearable devices from different 
nature as data collectors. The expert advisor or supervisor can monitor at real-time the 
performing of exercises through a web platform, manage the different exercises that 
users have to perform or communicate with user through a messaging system. 

3.2 Platform Features 

The platform must comply with certain features to reach to cover the purposes de-
scribed above. The most important identified features are: 

• Cross-platform messaging system, enabling the communication between expert 
advisors and users through different platforms (Desktop, Android, iOS). 

• Timely alert; when a physiological value of certain user increase over medical 
boundaries, the system should react to notify it to the user as well as their super-
visor. 

• Multi-user views are supported by all the applications to allow the same applica-
tion to be used by different kinds of users.  

• Real-time monitoring by supervisors about the activities performed by users 
• Seamless clouds, i.e., users (either expert advisors or users), are not aware that 

they are interacting with a cloud infrastructure 
• Security and privacy. The system supports a one-way hash method as authentica-

tion method to ensure the authorized access to the API, as well as a bidirectional 
encryption method for the sensitive data in the database (email, name and last-
name, messages). 

• Interoperable system, in order to overcome the heterogeneity of system devices 
and enable the system to communicate and integrate with other systems. XML 
and JSON based representations of data in conjunction with some extensible and 
adaptable communication protocols are used to achieve this goal. 

• Use of wearable devices. The system should be able to use different devices 
based on different technologies with different purposes. This feature guarantees 
the use of commercial and close-source hardware devices of popular vendors. 

• The efficiency and robustness in the capturing data process from the sensors is a 
crucial aspect in this project to provide a reliable source of data. The use of dedi-
cated algorithms to the large and consistent amount of data from the sensors 
stored in the cloud allows obtaining relevant and useful results. 
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3.3 Architecture 

The health and wellness area is constantly evolving. New medical, health or sport 
requirements as well as novel areas may be included within this context. Furthermore, 
new wearable devices from several purposes and based in novel technologies will 
appear in the future, improving those that exists. 

Thus, wellness systems should be adaptable over time to evolve in the same way, 
enabling that novel areas can be supported by these systems, expert advisors of these 
areas can use the system and new wearable devices can be integrated 

The design decisions taken for the project presented in this paper have been made 
to ensure the easy evolution of the system. The solution focuses in the use of two 
different technologies: SOA (Service Oriented Architecture) and CBD (Component-
Based Development). 

The services oriented architecture designed and developed in this project is sup-
ported by cloud technology, to ensure primarily the scalability and the storage  
problems over time. A set of services have been developed to meet the different re-
quirements of the system: management of physiological values, management of user 
information, algorithms to process values, management route of outdoor exercise, 
management of training, etc.  Accordingly, new requirements or functionalities  
for specific experts advisors could be addressed adding new services to the architec-
ture, ensuring the extensibility of the system. Also, the use of cloud-services ensures 
interoperability, enabling that different applications or systems from different  
platforms/OS can use these services. 

The component-based development is represented in this project as a platform used 
by the mobile application [8]. This programming paradigm ensures the reusability of 
software components to construct new applications. Although currently there is only 
one application, the creation time of a new one is significantly reduced using the plat-
form. 

 

Fig. 2. Platform Architecture 
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In the same way, new components can be added to the platform, such as new com-
ponents to manage new wearable devices or replace components to ensure the proper 
functioning. This solves the support for the future use of new technology in the  
system. 

The architecture of the platform (Figure 2) is made up by several components  
and applications. The platform presented in [8] is used to provide different functional-
ities used by the mobile applications, and is responsible to manage the most of the 
functionalities presented in the mobile application: communication with the cloud, 
management of the sensors, data storing, receive of messages/notifications, etc. Fur-
thermore, a set of cloud services gives support to the platform to provide several func-
tionalities: recover information, user’s management, etc. These services can be used 
by any system, application or platform,  (mobile, desktop or web), promoting the 
interoperability. 

3.4 Usability 

In the creation process of this project, several meetings were held between computer 
scientists and sport science researchers to design the interface of the system applica-
tions, to ensure the usability of the system. 

Furthermore of basic usability features such as consistent user interface, friendly 
ease of use  or learnability, other usability issues to solve were identified: the touch 
gestures problems detected while the users are performing the exercises and the una-
ble to view the smartphone screen because most of times is located in the arm are the 
mainly one’s. 

As solution, a custom gesture code proposed by sport science researches was sup-
ported by the application: one touch to receive the current state of physiological, iner-
tial and contextual values or long touch to start/stop the monitoring are some of them. 

3.5 Example of Applications 

So far, the platform is made up of two end-user applications (Figure.3): (1) a mobile 
application used by users to perform the exercises and as data logger of different  

 

   

Fig. 3. CloudFit Web Platform (Left) and CloudFit Mobile Application (Right) 
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sensors; (2) a web platform used by supervisors to manage exercises or workout of 
users, monitor the physiological values, interact with uses through messaging system, 
etc. 

The mobile application has been developed using the platform presented in [6]. 
Several components of the platform have been used. Each of these components is 
responsible for a specific task such as Bluetooth management. , internal sensor or 
cloud communications management.  

4 Conclusions and Future Work 

Nowadays, the people are more concerned about healthy lifestyle and wellness habits 
due to their proven benefits. Regular physical activity, diet or personal trainer are 
topics of interest. 

The emerging of Cloud Computing and the growth of new technologies as smart-
phones and wearable devices (able to work as body-sensors) have boosted systems 
and applications dedicated to monitor their habits in different contexts (exercise, eat-
ing habits, physiology), improving their wellness. Furthermore, this improvement of 
wellness using these systems can be enhanced if expert advisors act as supervisors to 
change the habits in the proper way. 

In this paper, a cloud-based mobile wellness platform has been described. The plat-
form, called CloudFit, use smartphones and wearable devices as data collectors and 
has been designed taking into account the dynamic nature of these system, whereby 
two different approaches has been used: SOA and CBD. The aim of the platform is to 
monitor the daily activities (exercise, train, eating habits), the physiological, contex-
tual and inertial values to improve the wellness. Furthermore, expert advisors are able 
to interact with the users to improve wellness and change their habits. 

In order to achieve this, a services-oriented architecture supported by cloud tech-
nology has been presented, promoting the interoperability, extensibility and scalabili-
ty of the platform. 

As for future work, we are currently working in the improvement of the web plat-
form to enhance the interaction between experts and users, the improvement of the 
mobile application adding new functionalities and the development for other plat-
forms such as iOS. Also, the improvement of the integration, synchronization and 
management of wearable devices is another research topic to address. 
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Abstract. There is a major goal in the mining industry to reduce risks
and maintain health in work environments. Moreover, the industry is
obliged to monitor the risks in work environment as well as employers’
health statuses. The potentials in using ambient information for the pur-
pose to reduce risks, prevent work-related injuries and monitor health
in individuals has been explored. Applications tailored to the individ-
ual are being developed to aid the worker in mining or mining-related
work environments in valuing the risks of their work situation and create
awareness in the individual about how he or she can decrease risks for
primarily physical damages. The purpose is to encourage the worker to
act upon the level of risk for injuries, and upon the new insights the
worker gain from the applications. The identified opportunities for and
obstacles to integrating ambient information in these health applications
are discussed.

Keywords: Ambient intelligence, Occupational health, Mining indus-
try, End-user development, Behavior change systems.

1 Introduction

In this paper we present a study of a design and development process where med-
ical domain professionals collaboratively design and implement Semantic web-
based applications aimed at changing mining and construction workers awareness
about risks in their work environments and encouraging the worker to act in or-
der to decrease e.g., their exposure to risks. The goal of the applications is to
empower the worker to take control over their work situation and becoming able
to improve their work situation. A secondary goal of one of the applications is to
allow in-house medical service providers to tailor computer-based health check
ups to local work environments and individuals.

In addition to the hands-on development and modeling of available evidence-
based medical knowledge, national regulations and adaptable user models, the
possibilities to integrate ambient information obtained in the work environment

� Corresponding author.

C. Ramos et al. (eds.), Ambient Intelligence - Software and Applications, 161
Advances in Intelligent Systems and Computing 291,
DOI: 10.1007/978-3-319-07596-9_18, c© Springer International Publishing Switzerland 2014



162 H. Lindgren, L. Burström, and B. Järvholm

was explored. This was done for enhancing and situating the tailored support to
an individual so that the worker’s current work environment is included in the
assessments of risk exposure, and in the generation of tailored advice about how
decreasing the exposure.

In an initial phase the exposure to vibrating machines and vehicles, dust and
particles, which may give skin-related problems were in focus. Since the mining
industry in the region in focus has routines for measuring different environmental
factors regularly, we focus in this paper on the mining industry. We discuss the
results from the different perspectives of the stakeholders. The potentials and
obstacles will be discussed.

2 Methods

A participatory action research methodology is applied in the project (e.g.,
[1, 2]). The presented results were obtained during a period of iterative de-
velopment, which included three phases of evaluation studies with potential end
users. The periods between these phases were dedicated design and knowledge
modeling work, involving medical and health professionals (both researchers and
clinicians), and researchers in knowledge engineering and interaction design.

One particular focus in the design process was on motivational factors in
individuals and how these could be mirrored, triggered and emphasized in the
applications. Motivation was seen as a major drive to conduct risk assessments
and risk management. The domain professionals utilize their own experiences
from daily practice in motivating their patients or clients to change behavior.
They also utilize research in environmental medicine and occupational health
topics such as changing work routines and applying methods to monitor work
related health issues (e.g., [3, 4]). They brainstormed ideas, limited the content
to the most important and the most likely to have effect on behavior, and they
sketched different ways of visualizing feedback to the user. This was done in
numerous iterations with evaluations done within the group. Some of the ideas
were implemented in prototypes by the physicians using the knowledge modeling
application ACKTUS [5], and evaluated with potential end users. Use sessions
were video recorded, participants were observed and interviewed, and notes were
taken.

An initial evaluation study of the Vibration application was done with a group
of eight domain experts. The results from the study were fed into further devel-
opment of the application. Particular focus was the design of the questions, their
answers, how the advices are perceived and the general design of the application.

Another evaluation study consisted of meetings with representatives from the
in-house health care in each of the two participating mining industries. The pur-
pose was to evaluate the initial Health Checkup prototype and put the purpose
of the applications into the context of the respective organizations activities re-
lated to risk assessment and management. Design suggestions were generated
and discussed.

A third evaluation study was conducted during two days at one of the in-house
health care organizations where the prototype applications were integrated as
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part of ordinary health care work. The dialogue-based version of the Health
Checkup application was used by the workers as part of the normal health
screening routine as a replacement of the paper-based forms. The workers used a
touchpad to interact with the web-application and filled in the requested infor-
mation. During these days the design process continued with an outlining by the
health professionals of potential extensions to the Health Checkup application
for the purpose to achieve tailoring of the checkup and the advice related to risks
provided the worker.

The results of the evaluation studies were analyzed from the perspectives of
a theory of motivation, the Self-Determination Theory (SDT) [12], and a frame-
work for persuasive technology [7], which were considered relevant for the tar-
geted problem domain and work environment, further described in
Section 2.2.

2.1 Material

The prototype applications (Dust Demo, Vibration and Health Checkup) were
developed using ACKTUS [5] (Figure 1). ACKTUS is an evolving semantic web
application that is designed to allow domain experts who are typically not famil-
iar with knowledge engineering to author and model the knowledge content of,
and design the interaction with, knowledge-based applications [5]. The results
can be tested in a prototype end user application called ArbetsVis so that the
domain experts can immediately see how the results will appear to a user.

For assessing and computing risk levels, measurement data from a database
of vibrating machines was imported and modeled into a dedicated machine on-
tology in order to reuse the information in interaction with the domain experts
and with end users. Dust measures were also included and ontologies of work
tasks and professions were created. This generic background data is aimed to
be supplemented with ambient information obtained in a potentially hazardous
work situation particular to an individual worker.

2.2 Theory for Persuasive Technology and Behavior Change
Systems

The benefits of using persuasive technologies are demonstrated in applications
aiming at changing behavior and attitudes, such as quit smoking, reduce un-
healthy food intake, increase physical exercise, etc., [8–10]. In the case of risks in
the mining industry, a large proportion of accidents can be prevented by main-
taining safe routines, which are dependent on the individual worker’s awareness
and attitude to risks. Consequently, persuasive technology may fill a purpose.
However, there are numerous studies where the obstacles to changing behav-
ior are described [10, 11, 4]. A profound knowledge about social, psychological,
behavioral and environmental factors are necessary in order to design, evaluate
and successfully implement persuasive technology (e.g., [12]). This knowledge is
typically found among medical and health care personnel and social workers that
meet clients in daily work where a significant part of their work aims at changing
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behavior to increase health. Consequently, they have a well-founded knowledge
about the potential users of applications and their work and life situation.

The framework for persuasive technology presented in [7] identifies three fac-
tors that need to be present in order for an individual to change behavior and
perform a target activity. The individual needs to be sufficiently motivated, have
the skills to perform the activity/behavior and be triggered to perform the ac-
tivity/behavior. Timing of the three is important. Three core motivators are
described with a dialectical character: pleasure vs. pain; hope vs. fear; and so-
cial acceptance vs. rejection. In addition, facilitators are identified as part of the
framework, which increase the ease by which an activity can be performed.

The Self-Determination Theory SDT [12] was used for analyzing the motives
for the users to use applications modeled in the design process, and the data
from evaluation studies with end-users. SDT distinguishes between intrinsic mo-
tivations (internal within an individual) and extrinsic motivations (evoked by
sources external to the individual), which gives a framework for assessing poten-
tial reasons for activity. SDT identifies three needs as driving forces for activity:
relatedness, autonomy and competence. In short, they cover the individual’s need
for being a part of a social context, having control over ones life situation and
having the skills that are needed to be able to affect a situation.

2.3 Participants

Two domain professionals who are physicians and experts in two sub-fields of en-
vironmental medicine with more than 20 years of experience of treating patients
from the mining and construction industries are leading the development of the
different applications. They conducted the hands-on modeling of the content
and the modeling of the interaction with the knowledge content using ACK-
TUS. They also participated in workshops with representatives from different
industries, where the potentials for the integration of ambient information was
investigated.

Eight medical domain experts who are treating patients with work-related
medical problems in their daily work and had experiences with vibrating ma-
chines participated in an evaluation study of the Vibration application.

Additional two physicians and four nurses organized by two different min-
ing industries participated in evaluation studies and contributed to the content
of the Health Checkup application. The content consists of a set of common
questionnaires that are composed and used by these organizations and some
questions customized to each organization. One purpose is to make these tai-
lored to individuals, so that relevant follow-up questions are presented, and so
that the individual gains something when participating in the health checkup,
e.g., in the form of tailored advice and support in how improving their work
environments.

Five workers (four male and one female between the ages 35 to 60) employed
by one of the mining companies participated in the pilot evaluation of the Health
Checkup application and four workers (male between the ages 30 to 60) tested
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the Vibration application. Only one of the workers was experienced with touch
pads, and they were all considered low or moderately skilled in computer use.

None of these participants were experienced with knowledge engineering or
interaction design.

3 Results and Discussion

The results are discussed along the following themes: empowerment and moti-
vational factors in end users, balancing ethical aspects with health and produc-
tivity, and human resources perspective and cost.

3.1 Empowerment and Motivational Factors in End Users

The domain experts approached the design task by taking as starting point
how they typically conduct clinical interviews and assessments in dialogues with
patients. The flow of interaction they implemented in the system was aimed to
mimic how the physician typically conducts an investigation with the appropriate
responses given as motivations to the patient to take their situation seriously and
to do something about it. Based on this, they reduced the amount of necessary
information to a minimum to optimize the effect - a potential change by the
worker of the workers situation, or health status by visiting a physician for
investigation.

The systems responses to the user was altered during the iterations, changing
from general information to specific information addressed to particular users,
such as advice to make contact with health care about increasing symptoms
for a medical investigation, and/or motivations how the user can change work
routines and environment in order to decrease the risk of developing more symp-
toms. Increased emphasis was put on content, information and advice tailored
to individuals.

The strategy applied by the domain experts to attract interest and increase
motivation was to provide the user a calculation of their risks to develop injuries
presented in an easy to understand graphical way so that the user immediately
understands the level of danger. Based on their current work situation sugges-
tions of alterations are presented that improves the situation. The results are
also visualized in a graphical form, showing how much the work environment
could be improved based on the same algorithm that calculates the risk (Fig. 1).

Simplicity was strived for in the design process, and the timing of the three
factors motivation, ability and trigger, was taken into consideration and accom-
plished in the health checkup situation. What was observed in this particular
use situation was that the participants were unexpectedly positive to the use of
the applications and expressed no stress about time or potential lack of ability in
SDT-terms. A general positive attitude was observed, both towards testing the
applications and towards their physical and social work environments. This was
explained by the fact that the workers were obliged to do the health checkup as
a part of their work, the time allocation was regulated outside of their control,
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thus the activity was extrinsically motivated. In addition, they acted as part of
a community, in an activity organized by highly trusted individuals who were
well known in their work environment. When the company according to national
regulations routinely measure exposure to dust, workers are carrying measure-
ment equipments during a time period, which is also considered as a part of
their work tasks. However, currently the data is not used for calculating risks at
an individual’s level. It can be assumed that an individual worker may be more
motivated to carry the measurement equipment if it was possible to also receive
computed information in the perspective of the individual’s profile, e.g., already
accumulated exposures, which may lead to high levels shown in blood samples.

Main editor view for the 
 health check up application, 
which includes an adapted  
version of the vibration application   

End user views of the Vibration 
application, showing effects from 
changing work manners or machine 

End user‘s summary view In the Dust  
application showing advice related to medical  
conditions, and exposure related to work tasks 

Fig. 1. Screenshots showing i) the ACKTUS editor where the content of the health
check up application is composed by the physicians, ii) the summary view of the Dust
application containing advices related to the user’s medical condition and exposure in
two different work tasks, iii) a question about white fingers, and iv) suggestions about
how changing the work environment and the organization of work in order to reduce
exposure to vibration.
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3.2 Balancing Ethical Aspects with Health and Productivity

There were discussions from an ethical perspective in the design process about
whether the potential evoking of fear of risks, was motivated by the potential
gains with the applications. A worker may be motivated by the possibility to
decrease pain, gain hope to improve their work environment so that they may
be able (in terms of SDT [12]) to continue being a productive colleague in a
collaborative work environment where work is heavily dependent on teamwork
(social acceptance vs. potential rejection by their work community). Since the
frustration typically was high in the individuals the physicians meet who are
suffering from injuries and from not being able to work in the way they would
like to be able, it was agreed that the gains were significant. This view was
shared with the employers, who are dependent on their workers to be productive.
Consequently, since the measurements done of the individual’s physical status,
the individual’s physical work environments are regulated by national policies,
and they are done for the purpose to protect the worker, the baseline attitudes are
positive towards using the data for this purpose. However, another important
factor is whether the worker actually trust their employer to take action to
improve the situation, and/or allow the worker to adjust the work situation in
case a dangerous situation is detected, e.g., through the use of an ambient system.
It is likely that in some situations short term production goals are allowed to
override the long time goals to maintain workers’ health, even if health economic
calculations show gains from a longer perspective.

3.3 Human Resources Perspective and Cost

In dialogues with the mining industry representatives a vision emerged of syn-
thesizing a health checkup application with the specific applications such as the
Vibration application and additional applications partly developed for dust and
skin related issues. In the use of the health checkup application the medical
professionals perceived the nesting of specific applications such as the vibration
application to screening questions in the health checkup, and which leads to
specific investigation of this as part of the health checkup, as being a way to
rationalize their work and speed up their follow up activities on issues. In ad-
dition, the summary view that the nurses would like to see would highlight the
deviating answers that the nurse would like to follow up in a dialogue with the
worker.

Another line of development proposed by the participating professionals is to
integrate environmental information other than the information about vibrating
machines. The mining industries are measuring presence and quantity to e.g.,
dust in their work environments. In addition, data is collected about individuals’
levels of particles in e.g., their blood, which is another indication of exposure.
National regulations determine when a worker has too high levels and has to
be taken out of a particular environment and work tasks. If the information
is combined, the support can become tailored to individuals in a way that the
individual can avoid particularly hazardous situations likely to increase risks
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above thresholds in this individual. This facilitates the development of a proac-
tive ambient application that alerts the worker in cases of high exposure and
may provide well-founded arguments, also from a health economic perspective,
about what to do in a potentially hazardous situation.

4 Conclusions

Three applications have been designed and partly developed for risk assessment
and risk management. The development process has been end-user driven and
collaborative, involving medical domain experts and health representatives from
the mining industry. The purpose of the applications is to increase mining and
construction industry workers knowledge about risk factors in their work environ-
ments, their own complaints and how they can change their work environments.
Ideally, the worker should also act upon the knowledge and change their work
methods or environment. To motivate the worker to do this, domain experts
have analyzed motivational factors and modeled motivations as tailored advice
into dialogues with the user. A shift of focus was observed in the process, from
general information-based content towards advice and motives tailored to the
individual workers situation. Another shift was seen from the initial view that
the worker was the main user of the applications, to also include health care
personnel working on behalf of the company, as collaborators working towards
improving health and work environments.

One conclusion that was made was that persuasive technology benefits from
allowing domain professionals and domain experts design and model the content
as well as the interaction with the content in the process of development. This
increases the ecological validity and facilitates the management of the applica-
tions. The semantic web prototype application ACKTUS has been instrumental
in the process and has also been developed as a result of the process.

Another conclusion was that the applications need to be integrated into the
work environments, in both the routines of delivering the health care services,
and in the production line. This for the purpose to optimize the tailored advice
based on both domain knowledge, knowledge about the individual and knowl-
edge about the physical and social environment, partly obtained through ambient
systems. The ambient information currently obtained for filling the company’s
own purposes, can be refined and synthesized with individual information, for
providing both the worker and the company motivation for a personalized risk
management integrated in daily work. Moreover, the gains for the company
in cost reduction for health care services, and for decreasing the need for re-
placing personnel can be optimised. Consequently, ongoing work includes the
integration of environmental information measured in the mining industry work
environments, which will be combined with the self-assessed information and the
knowledge base in order to guide interventions.
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Abstract. Elderly residents who require personalized attention specific to their 
age-related needs generally inhabit rural areas.  Users who are not of a very ad-
vanced age require only basic assistance, most commonly simple reminders to 
avoid forgetting or distractions. This article proposes the concept of a Smart 
City, which focuses on rural areas and incorporates a system to monitor and as-
sist people of an advanced age who require a type of support which is usually 
complicated to provide in areas located far from urban centers. The proposed 
system incorporates WiFi networks, beacons, set topboxes and virtual agent or-
ganizations, and uses applications, interactive TV programs and a Wi-Fi based 
tracking system to monitor patients. 

Keywords: Multiagent systems, wireless sensor network, health care. 

1 Introduction 

Rural areas are usually far from city centers and tend to be inhabited by elderly resi-
dents whose state of health may require basic monitoring and tracking [1] [17] [23]. 
There are certain services that provide direct communication to control centers 
through the use of alert buttons, thus providing communication for specific inci-
dents[2] [3] [4] [11] [15]. Additionally, according to studies in this field [6], there 
have been many advances in areas such as telemedicine, the result of a continuous 
effort which can be observed in the evolution of certain devices [7]. Until now, almost 
all systems have focused primarily on a home environment, which requires bandwidth 
data connections that simply do not exist in many rural centers. This inexistence sti-
mulated the need to create a system that could offer more extensive tracking of elder-
ly residents, allowing them to easily interact with a television, and facilitate some of 
their daily tasks such as: making a doctor’s appointment, selecting transportation 
time, confirming information from the local authorities, etc.  

Current tracking systems used with elderly patients require the installation of sen-
sors to monitor basic activities [2] [16] [18][38], and require communication networks 
to transmit information. In other cases, the requirements have more to do with moni-
toring aspects related to the environment[19], such as temperature [3], or those  
more specific to specific patient data such as oxygen level or pulse rate [4], even the 
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location of the patient [5] [11]. These systems tend to focus on specific medical as-
pects and require a very specific type of device [4], often influencing the normal be-
havior of the user. The technology used to analyze the information varies, although 
systems tend to focus on the use of data mining techniques [21][26][28][29] or artifi-
cial intelligence [31][35][40] such as neural networks [8][24][25][32][41] or multi-
agent systems [9][20][30] [34][37][42].  

Commercial systems require the installation of a large number of systems, which is 
costly and often a prohibitive factor in their use. This research group has already per-
formed studies in assisting the elderly [11] [14]. The article proposes a system that 
integrates WiFi networks deployed in rural areas and facilitates communication of 
systems which are of low cost to the user since they do not require a private connec-
tion. A tracking and control system is created over the WiFi network by integrating a 
WiFi tag or mobile telephone to locate users in their homes and in specific nearby 
areas which they commonly frequent. An intelligent system with personalized multi-
media content is used to control the user; this is done through a topbox which is con-
nected to a television and offers continuous monitoring of the users in their homes to 
assist, for example, in reminding the patient to take pills, alerts to close an open win-
dow, or simply ask the user if they have a specific medical problem. The virtual or-
ganization of agents integrates intelligent algorithms to track and control the patient 
and send an alert when the patient engages in anomalous behavior. 

This article is structured as follows: section 2 includes information about the pro-
posal and the different techniques applied to monitor users; section 3 provides a case 
study, and section 4 presents the results and conclusions.  

2 Proposed System 

The proposed system is composed of a virtual organization [33][39] of agents which 
can carry out different tasks such as the localization and monitoring of users. The 
system was developed over the PANGEA architecture which offers possibilities such 
as the inclusion of light agents in different devices, for instance a topbox set.  
The architecture that the platform follows can be seen in Figure 1. As shown, there 
are two suborganizations, one associated with localization and another with 
processing the information obtained from the topbox set, which is in turn combined 
with localization.  

2.1 Passive Localization 

Passive localization is done by using the ddwrt operating system to modify the firm-
ware in routers. Routers scan the users associated with access points as well as those 
not associated. Each router retrieves the information from the RSSI level measure-
ments and sends them to a server in charge of locating the users according to the le-
vels detected. The process is shown in Figure 2.  
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Fig. 1. Virtual organization of agents 

 

Fig. 2. Localization system architecture 

In order to carry out this process, an automatic calibration is performed by a  
mobile phone. The mobile telephone equipped with a GPS is turned on, WiFi is acti-
vated, and position data is sent continuously to a server, which in turn cross refer-
ences the position information with the RSSI level signals that were received. 

Latitud, longitud, MAC BSSID antena1, RSSI antena2, … Latitude, longitude, 
MAC BSSID antena1, RSSI antena2, … 

Based on this information, a training is performed by applying a SVM; the trained 
SVM is then used to determine the position of the user according to the signal levels 
detected by the WiFi antennas, without using the GPS. This makes it possible to use 
any WiFi device to locate users without needing to have a GPS, which in turn in-
creases battery life. The passive localization was done by using the WiFi device seen 
in Figure 3. This allows for greater batter life and can be used in bracelets. Similarly, 
the user’s mobile device can also be used.  
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Fig. 3. User location tag 

2.2 Monitoring Users 

A topbox set with a TDT card can be used to monitor and control users through the 
television and still provide the user with access to regular televised broadcasts. In 
order to input content and facilitate interaction, the VLC was modified to display 
messages while watching television and capturing the interaction of users in turning 
on and off the device. The messages and data retrieved are listed in Table 1.  

2.3 Detecting Anomalies 

Detecting anomalous behavior in a user can be done by observing the user’s behavior 
as they interact with the system. User interactions are grouped into categories as indi-
cated in Table 1. 

Table 1. User interactions with the system 

Turn on Time 
Turn off Time 
Pressing remote control Time 
Interactive response Time 
Question with alarm Answered 

 
The data gathered in Table 1 provides the information that will be used to deter-

mine normal user behavior. Three different procedures are available to determine 
anomalous behavior: 

• Predefined rules: a rules system based on drools makes it possible to prede-
fine rules according to the data registered in the data base. The rules are  
defined according to a set of conditions that when true will result in the  
execution of specific predefined actions.  

• Interval-based: CBR [22][26][36] is used to determine a confidence interval 
for the values that have been detected so that the detection of a value outside 
the range will initiate an alert. 

• Classifier: An SVM is executed within a CBR according to the cases consi-
dered anomalous and normal; each situation that is detected is classified as 
one of these two cases. 
 



 Wireless Sensor Networks to Monitoring Elderly People in Rural Areas 175 

The predefined rules are shown in Figure 4. As we can see, they are simple and 
identify a condition and an action that is executed when a given condition is true. The 
rules engine probes the rules and activates them automatically when the condition is 
true. Additionally, it can modify the rules in execution time. 

 

Fig. 4. Rules to determine unusual user behavior 

The process for determining the confidence interval consists of grouping the days 
of the week by similarity and then creating confidence intervals. The definition of the 
cases are established as indicated in Table 2. 

Table 2. Definition of a confidence interval 

Turned on Length of time turned on during interval 

Number of times turned on Number of times topbox set is turned on 
Number of times turned off Number of times topbox set is turned off 
Remote control pulses Number of remote control pulses during interval 
Interactive pulses Number of interactive pulses with remote control during interval 
Alarm pulses Number of pulses with alarm 
Day of the week Day of the week 

Holiday Yes or no 
Time frame Day Schedule interval 

 
A two-way ANOVA with repetition is used to group the days of the week. The two 

factors are the day of the week and the time interval. The model that must be followed 
is shown in (1). 

ijkijjiijk ey ++++= )(αββαμ  

A day is divided into 24 intervals of one hour. For each group the days considered 
different, a confidence interval is calculated for every time interval. The complete 
process is described in the algorithm shown in Figure 5. 

The set of rules based on confidence intervals is analyzed each time new data is re-
ceived from either those shown in Table 1 or at the end of each time interval. In this 
case, the intervals are established as one hour. 

Finally, in order to obtain a more advanced procedure to determine unusual user 
behavior, any anomalous behavior engaged in by the user is registered in the data 
base. This data base stores the information referring to the information shown in  
Table 3. Based on this information, an LMT [13]  is trained to be able to detect ano-
malous behavior. When the probability of an anomaly is greater than a determined 
threshold, the user’s state will be validated.  
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Fig. 5. Calculation of confidence intervals 

Table 3. User interactions with the system 

Location Zone (nearest antenna) 
Signal level Signal level from nearest antenna 
Fields, Table 2 … 
State of Alarm Activate or Deactivate 

3 Case Study 

The system was tested in a small locality in the province of Salamanca (Spain). The 
WiFi networks were deployed using 120º sector panel antennas placed in blocks of 3 
to cover the full 360º and provide full coverage; one of these antennas was placed in 
the center of the locality. For more distant areas, a sectorial antenna was used as it 
permits a client connection with the antenna base. The antenna used a repeater to 
create a virtual WiFi and extend coverage and by so doing take full advantage of the 
infrastructure without requiring the installation of many station bases. Point to point 
links were created with planar WiFi antennas; the signal was then replicated with 
sectorial antennas in all directions. The bandwidth was limited to 256Kb per user due 
to existing legal restrictions. The tracking system was put activated in 4 homes 
equipped with a topbox set and a tracking tag in each one. Two mobile phones and 1 
user tag were used during the calibration phase. 
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4 Results and Conclusions 

In order to analyze the functioning of the system, the localization and monitoring 
parts were analyzed separately. The functioning of the passive localization was ana-
lyzed first. In order to perform the calibration, the exteriors and the interiors were 
calibrated. Once all of the WiFi antennas were operative, the exterior calibration in-
volved the use of a mobile terminal with an active GPS and WiFi, which continuously 
scan the WiFi networks that have been detected at that particular point, and stores the 
relationship of the WiFi networks with latitude and longitude. The interior calibration 
was done by using the blueprints of the building located in the mobile. The WiFi net-
works perform a scan and the user indicates the location on the plans. As the number 
of access points is low, the precision was set to the room level, where only one posi-
tion is indicated for each room. Figure 6 shows an image of the mobile calibration 
system which is performed with the mobile device. 

 

Fig. 6. Screen shot of the calibration application 

The precision within one house was analyzed for a one story 85m2 house with 3 
bedrooms, 2 bathrooms and a living room. The calibration included several points 
within each room with approximately 15 measurements taken for each point, follow-
ing the diagram shown in Figure 6. The total number of points taken was 40: 7 points 
per room and living room and 6 points per bathroom. An additional 20 measurements 
were then randomly taken for each room, living room and bathroom, for a total of 120 
measurements that were subsequently classified to determine whether the room had 
been correctly calculated. The number of networks on each floor varied between 4 
and 5. Table 4 shows the number of correct estimates for some of the different tech-
niques that were tested. 
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Table 4. Rate of accuracy for rooms detected 

Technique Correct estimates 
SVM 112 
J48 105 

MLP 106 
LMT 98 
KNN 87 

 
An analysis of the battery concluded that it had a life of 37 days, which included 

refreshing user position every 5 minutes. Battery consumption with the tag in sleep 
mode is 0.3mA, and 35 mA on standby. 

An analysis of the SVM confusion matrix showed that the errors are mainly asso-
ciated with adjacent bedrooms, which logically explains the results obtained.  

The error obtained from the classification process in the town is more difficult to 
analyze; this is because the GPS already introduces certain errors during the mea-
surement process, and it is complicated to apply the same indoor calibration process 
to the exterior process because of the time involved. The interquartile range, not re-
lated to the GPS provided position, varies between 20 and 50 meters.  

In order to analyze the functioning of the monitoring system, it was first necessary 
to analyze the functioning of the confidence intervals and the classifier. Due to the 
scarce number of anomalous behavior during this initial phase, it is difficult to ana-
lyze the behavior of the system. During the evaluation process the only anomalous 
cases were manually generated with the specific purpose of analyzing the system. The 
cases were generated by varying the usual times during which the user had any inte-
raction, and classifying these cases as anomalous. The performance of the different 
techniques was analyzed using the ROC curves. The same threshold of 0.3 was ap-
plied to each of the classifiers. A probability greater than 0.3 was classified as an 
anomalous situation. As shown in table 5, the result obtained in the area under de 
ROC curve is greater for LMS than for the other classifiers; nevertheless, it is neces-
sary to increase the number of cases to determine whether the result is satisfactory.  

The created system makes it easy to monitor users at a low cost since it is not ne-
cessary to install complex hardware, and because the hardware installed has other 
uses beyond monitoring. The battery life is sufficient enough to suggest its use as an 
alternative to mobiles, although it would be necessary to find more alternatives to  
 

Table 5. Rate of accuracy for rooms detected 

Technique Correct estimates 
SVM 0.84 
J48 0.79 
MLP 0.88 

LMT 0.91 
KNN 0.76 
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prolong battery life, such as installing a motion detector that would only activate the 
tag when it detects movement. This type of motion detector is already considered in 
the tag, which includes the required ports. With regard to the monitoring system, it 
would only be necessary to test it with more real data and load the case memory in the 
CBR system with real anomalous and non-anomalous cases in order to better analyze 
the functioning of the system. 
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Abstract. The continuous evolution of the information and telecommunication 
technologies has led to new forms of social interaction, including social net-
works. Social interaction is a new paradigm that studies the use of information 
technologies with social purposes. Social computing envisions a new kind of 
computation where humans and machines collaborate to compute and resolve a 
problem. In this paper we present a context-aware module for the PANGEA ar-
chitecture that incorporates contextual information to enrich the social know-
ledge representation. 

Keywords: Multi-agent systems, Human-agent societies, Context-Aware  
Computing. 

1 Introduction 

During recent years social computational solutions have emerged to provide new 
ways for interaction and communication. Some examples are Amazon, where the 
humans contribute to the computation including their opinions and recommendations 
about the products, Captcha [25], where both humans and computers collaborate to 
provide an efficient authentication system, etc. Social computing is a new computa-
tional model where human and computers collaborate to improve social relationships 
using computer science [26], [4], [7], [15], [7], [9]. For Wang et al. [26] Social Com-
puting is the computational facilitation of social studies and human social dynamics 
as well as the design and use of ICT technologies that consider social context. In this 
sense, it is important to define new mechanisms to include contextual information in 
the social computing model. For Robertson et al. [17] social computing requires and 
effective combination of computational and human resources: On the one hand, hu-
mans bring their competences, knowledge and skills, together with their networks of 
social relationships and their understanding of social structures. On the other hand, 
ICT can search for and deliver relevant information. Humans can then use this infor-
mation within their contexts to achieve their goals and, eventually, to improve the 
overall environment in which they live. 
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One of the open challenges for Social Computing is to provide more realistic ways 
to improve social behaviors and relationships using computer science. The existing 
solutions have focused on theoretical underprintings, technological infrastructure and 
applications. However, it is necessary to capture contextual information to enrich the 
social model, thus providing more realistic computational tools for the cooperation 
between humans and computers. In this paper, we present an extension of the 
PANGEA [29] architecture a multiagent architecture based on virtual organizations 
[2], [3], that incorporates a context-aware computing model [27], [23], [21] to obtain 
contextual information. In this paper, we extend the PANGEA architecture and we 
define all the infrastructure components, both sensor networks and computing, espe-
cially at a hardware level. We define a broker that interacts with the sensing technolo-
gies and a set of adapters that normalize the data. The broker communicates with the 
rest of the platform by means of adapters. We design a new model to integrate the 
JDL information fusion model within the virtual organization-based multiagent archi-
tecture [4], [18], [23], [19]. Particularly, we focus on designing new algorithms for 
mixtures of experts specialized in fusing information obtained from wireless sensor 
networks.  

The rest of the paper is organized as follows: section 2 revises the related work. 
Section 3 presents the proposed model. Finally, in section 4 the preliminary conclu-
sions obtained are presented. 

2 Related Work 

Recent tendencies have led to the social computing paradigm of designing social sys-
tems. One of the challenges to be addressed to obtain an extended model with  
context-aware computing abilities is the procurement of effective management archi-
tectures for WSNs. Until now, WSNs and their applications have been developed 
without considering a management solution that can dynamically adapt to both the 
changes that occur in the environment, and to user needs. Some approaches as the 
MANNA management architecture for WSNs propose the functional, information, 
and physical management architectures, that take into account the specific characteris-
tics of this type of network [12]. However, this architecture does not take into account 
either adaptive and organizational aspects, or intelligent information fusion (IF). Lim 
et al. [12][13] propose a sensor grid architecture, called the scalable proxy-based 
architecture for sensor grid (SPRING), to address these design issues [12]. However, 
the architecture is focused on a sensor grid design and not on exploitation. H-
WSNMS uses the concept of a virtual command set, H-WSNMS, to facilitate man-
agement functions for specific WSN applications from the individual WSN platforms 
[26], but does not take IF algorithms into account and is not designed on the basis of 
organizational aspects. MARWIS is a management architecture for heterogeneous 
wireless sensor networks (WSNs). It supports common management tasks such as 
monitoring, (re-)configuration, and updating program code in a WSN [21]. MARWIS, 
however, does not take organizational aspects into account and does not fuse informa-
tion. Yu et al. [26] propose a lightweight middleware system that supports WSNs to 
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handle real-time network management using a hierarchical framework [27]. Although 
they take organizational aspects into account, they do not consider IF algorithms and 
user services. G-Sense [15] is an architecture that integrates mobile and static wireless 
sensor networks in support of location-based services, participatory sensing, and hu-
man-centric sensing applications. It does not, however, take organizational aspects 
into account, nor does it include IF technologies. Nowadays it is possible to find dif-
ferent proposals for architectures that manage wireless sensor networks 
[7][14][4][12]; however, most of them are designed for specific environments or spe-
cific purposes and none of them combines organizational aspects, IF techniques, ad-
vanced storage mechanisms and open integration design.  

Although significant progress has been made in the development of architectures to 
manage wireless sensor networks, at present there is no single open platform that 
efficiently integrates heterogeneous WSNs, and provides both intelligent IF tech-
niques and intelligent services. Therefore, there is no platform in the market that faci-
litates the communication and integration of the wide variety of existing sensors,  
providing intelligent IF facilities, intelligent management of user services. The pro-
posed Virtual Organization (VO) of multiagent architecture is based on the social 
computing paradigm and will provide intelligence to the platform with adaptation to 
the needs of the application problem, while the cloud environment will ensure the 
availability of the required resources at all times. 

3 PANGEA Architecture 

PANGEA (Platform for Automatic coNstruction of orGanizations of intElligents 
Agents) [29] is an agent platform to develop open multi-agent systems; it can manag-
es roles, norms, organizations and suborganizations that facilitate the inclusion of 
organizational aspects. The services offered by the agents are included independently 
from the agent, facilitating their flexibility and adaption. PANGEA incorporates a 
CBR-BDI reasoning mechanism available for the agents. The basic agent types de-
fined in PANGEA can be seen in Figure 1, they are: 

• OrganizationManager: the agent responsible for the actual management of 
organizations and suborganizations. It is responsible for verifying the en-
try and exit of agents, and for assigning roles. To carry out these tasks, it 
works with the OrganizationAgent, which is a specialized version of this 
agent. 

• InformationAgent: the agent responsible for accessing the database con-
taining all pertinent system information. 

• ServiceAgent: the agent responsible for recording and controlling the op-
eration of services offered by the agents. It works as the Directory Facili-
tator defined in the FIPA standard. 

• NormAgent: the agent that ensures compliance with all the refined norms 
in the organization. 
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• CommunicationAgent: the agent responsible for controlling communica-
tion among agents, and for recording the interaction between agents and 
organizations. 

• Sniffer: manages the message history and filters information by control-
ling communication initiated by queries. 

• DiscoveryAgent: implements an intelligent mechanism to discover servic-
es. 

• MonitorAgent: interacts with the platform to show the information to the 
end user. 

 
PANGEA is a service-oriented platform that can take maximum advantage of the 

distribution of resources. To this end, all services are implemented as Web Services. 
This makes it possible for the platform to include both a service provider agent and a 
consumer agent, thus emulating a client-server architecture. The provider agent (a 
general agent that provide a service) knows how to contact the web service, the rest of 
the agents know how to contact with the provider agent due to their communication 
with the ServiceAgent, which contains this informacion about services. 

 

 

Fig. 1. First-person training view 
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3.1 Extensions for Context-Aware Computing 

The extended model for the PANGEA architecture allows obtaining and managing 
contextual information that can provide an added value to design social computing 
models and obtain immersion at the MAS level. Contextual information can enrich 
the humans’ information providing more realistic data about the humans’ situation, 
including human actions and behaviors in a given society. Context-aware systems 
manage information that characterizes an individual and her environment. These sys-
tems require sensor networks to capture the context information and intelligent sys-
tems that can manage the information efficiently.  
 

 

Fig. 2. Extended model for the sensor and physical layers 

The proposed extended model is deployed into a layered architecture as shown in 
Figure 2. As we can see, the extended model is composed of different layers asso-
ciated with the different functional blocks. The fusion levels of information are distri-
buted along the different layers that can be found in the description of the JDL fusion 
model [1][17]. As defined in JDL, existing levels of data fusion from 0 to 6 are Data 
Assessment, Object Assessment, Situation Assessment, Impact Assessment, and 
Process Refinement. These levels are distributed in the different layers of the architec-
ture shown in Figure 2. 
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The following section describes the components and main features of the  
architecture: 

• Layer 0. Sensing/performance technologies. Layer 0 of the platform is a 
broker that defines communication with sensor networks of different natures 
(Wi-Fi, ZigBee, Bluetooth, etc.), and obtains the raw data from sensor net-
works. This process of acquiring raw data from sensor networks is associated 
with Level 0 - Data Assessment. The main novelty of this layer is the ability to 
provide the platform and the upper layers with openness regarding the connec-
tion to sensor networks of different natures. It thus ensures that upper layers of 
the architecture have access to information and are able to perform data fusion 
at different levels. 

• Layer 1. Low-level services. Given the information exchanged with the envi-
ronment through layer 0 as described above, the existing functional require-
ments and a set of low-level services will now be defined; specifically those 
that depend on the types of networks and technologies integrated into every 
deployment. After obtaining the raw data, a gateway is provided, defined 
through adapters that allow the information received to be standardized. The 
data processing corresponds to Level 1 - Object Assessment as indicated by the 
JDL classification shown above. In this first stage, the platform provides ser-
vices such as filtering of signals, normalization services or other treatment ser-
vices at the basic level signals. These services are provided by the adapters and 
is associated with algorithms that perform initial treatment of the data, so that 
these data can be presented to higher layers in a more homogenized way. Each 
of these services expose an API to higher layers that allows interaction with 
each low-level service, and thus, with the underlying sensing/performance 
technologies. 

• Layer 2. Information fusion algorithms. This layer includes levels 2 to 4 of 
IF displayed on the JDL model. The platform is structured as a VO of MAS. 
Each organization includes the roles required to facilitate an intelligent man-
agement of the information obtained from the lower levels of the architecture. 
The MAS incorporates agents specifically designed to interact with low-level 
services. In addition, we introduce the design of intelligent agents specialized 
in IF. For this purpose, roles that allow merging information automatically 
through supervised learning and previous training have been included.  

4 Conclusions 

This paper has presented an extended model for social computing for the PANGEA 
architecture, aimed at extending the concept of social computing to obtain immersion 
at the MAS level. Social computing has gained relevance during recent years, trying 
to combine sociology and computer sciences to design social systems. The extended 
model proposed in this paper is currently being detailed and evaluated using location-
aware systems. A location-aware system can notably help to obtain real-time informa-
tion that can be used for social computing purposes in different applications that can 
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make use of location data to create social machines. Some examples can be the pre-
diction of social dynamics, design of activities, urban architectural design, manage-
ment of emergency situations or other several social behaviors that can be analyzed 
and supported by computational technologies. Particularly, in future work, we want to 
focus on a case study to design an agent-based social simulation model for work envi-
ronment and to introduce new variables in the simulation model, such as individual 
and group behavior obtained from the location of the participants. The agent-based 
social simulation model will be an extension of a previous model aimed at emulate 
human behaviours in a work environment to predict the labour integration of handi-
capped people.  

The inclusion of a context-aware module in the PANGEA architecture can help us 
to introduce and analyse contextual information and patterns related to interaction and 
collaboration behaviours that usually are hidden in real societies. More specifically, 
the use of location-aware techniques can help us to detect friendship or other collabo-
ration events that cannot be regulated in current agent-based social simulation models. 
The use of fusion will allow the implementation of specific experts, signal agents to 
process and filter signal data. One of the main advantages of this implementation is 
the high adaptability of the platform to dynamically incorporate new agents (experts, 
mixtures, filtering algorithms, etc.). Thus, a fusion agent will make use of the infor-
mation provided by two or more expert agents to generate high level information 
services. The IF process requires communication among the different layers of the 
architecture that will be implemented through message passing protocols. 

Acknowledgments. Work partially supported by the Spanish Government through 
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Abstract. Today, the population is aging, and this is becoming a problem for
current health systems, as each day it has to invest more money in treating the
elderly. Rehabilitation of elderly patients with physical disabilities is one of these
problems that everyday incur greater overhead to health care. This paper pro-
vides a gerontechnology-based solution by proposing a multisensory system for
rehabilitation in an intelligent environment. The proposal enables helping needed
people and thus reducing the cost of health care.

Keywords: Gerontechnology, Rehabilitation, Intelligent environments, Multi-
sensory interaction, Wireless sensor networks.

1 Introduction

Nowadays, the population is aging, and this is becoming a problem for current health
systems, as each day it has to invest more money in treating the elderly [1], [2]. Reha-
bilitation is one of these problems that everyday incur greater overhead to health care.

Gerontechnology is an interdisciplinary field of scientific research in which tech-
nology is directed towards the aspirations and opportunities for the older persons [3].
Gerontechnology aims at good health, full social participation and independent living
up to a high age, be it research, development or design of products and services to in-
crease the quality of life. The development of gerontechnology-based support systems
for rehabilitation follows two distinct paths. On one hand, some approaches make use
of different specialized hardware to aid the elderly patient in his/her recovery [4]. Gen-
erally, these solutions often require a large outlay of money, making access to these
products not universal. On the other hand, some other systems propose the use of depth
sensors like Kinect to develop a rehabilitation system [5]. This makes the system af-
fordable to the general public, but the interaction is not completely satisfactory in some
cases.

In this paper we propose to combine the advantages of both types of systems dis-
cussed above. For this, a Kinect sensor is used to pick up the movements made by the
elderly in his/her rehabilitation process. In addition, the Wiimote actuator is used to
provide haptic sensations to the patient. Thus, the resulting communication is enriched
and the elderly is informed about the complete rehabilitation process.
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In the next section some rehabilitation systems will be shown, these will help us to
create a system of rehabilitation for elderly people that will be displayed in the third
section. Finally the conclusions obtained during the development of the rehabilitation
system are discussed, which lead us to say that the project developed allows the reha-
bilitation of elderly people from home, which means saving time and money for both
the patient and rehabilitation center.

2 Some Current Rehabilitation Systems

In the literature there are several examples of the use of depth sensors such as the Kinect
sensor as part of support systems in rehabilitation [6]. In a recent paper [5] the possi-
bility of using the Kinect sensor for the rehabilitation of patients with motor impair-
ments is studied. The system is used by two young participants, resulting in improved
patient motivation in rehabilitation and improving stretching exercise performance. An-
other paper [7] contains a study which tests the Kinect sensor as a substitute for classic
assisted rehabilitation, offering the user the possibility of rehabilitation at home. The
result of the study shows that the reliability in gesture recognition is between 88.0%
and 92.2%. Moreover, the study proves that the participants find more fun and ease to
use in the Kinect than in the conventional system. Another development and evaluation
of a rehabilitation system based on Kinect has been presented [8]. The proposed system
is composed of two modules. The first consists of a set of support stretching exercises
for physical rehabilitation, and the second, in a data analyzer which detects posture
and wrong actions on the user. Also, a comparison of low cost sensor Kinect and sensor
motion capture OptiTrac V100:R2 of the company NaturalPoint has been presented [9].
The comparison raises that the Kinect sensor provides an acceptable performance that
is competitive with the sensor OptiTrac V100:R2, but with a much lower price. The
proposal allows universal accessibility to computerized rehabilitation treatments. In ad-
dition, other papers (e.g. [10], [11], [12]) propose the use of devices such as the Kinect
sensor and the development of games to help patients in their rehabilitation.

Moreover, to date, some physical systems have been implemented for the rehabili-
tation of patients. VirtualRehab [13], developed by company Virtualware Group, is a
product for the rehabilitation of patients with any degree of physical disability. The
main feature of its software is that it deals with the issue of rehabilitation as a game.
This ensures the software to have a playful component, which induces the user to feel
more comfortable during the treatment. At present, the system has 9 games/exercises
that the physiotherapist assigns to a patient depending on his/her disability.

Teki [14] is a project of the Basque Health Service (Osakidetza). The project seeks to
improve the quality of life of chronic patients, providing a tool to monitor clinical status
and to facilitate greater communication between the patient and the specialist, thereby
improving the care of the user at home by using new information technologies.Teki
allows the collection of clinical data using medical devices, the response to symptom
questionnaires and the recording of self-administration of medication, which allows to
remotely monitor the patient.

Toyra [15] is a rehabilitation product developed by the company Indra. It is aimed to
the rehabilitation of the upper body, and for it, makes use of Kinect sensor and a set of
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sensors that have to be attached to the body. These sensors measure the movement of
the human body and transmit it to the computer, which adds this data to the information
collected by the Kinect, to form a set of more accurate data. The system is divided into
Assisted Toyra, which is aimed for use in specialized centers with the supervision of a
physiotherapist, and Independent Toyra, with is aimed at the rehabilitation of the patient
at home.

Brontes Processing [16] is a company dedicated to developing games which base
their interaction on webcams for personal computers. At present, the company offers
two products for use in rehabilitation: SeeMe and Home rehabilitation. The SeeMe sys-
tem is used for the rehabilitation of patients in specialized centers, requiring the support
of specialized doctors for proper operation. Now, Home rehabilitation unlike the previ-
ous one, is used for the rehabilitation of patients at home.

Reflexion [17] is a system developed by the medical West Health Institute. Its main
purpose is to maintain the interest of the patient throughout the treatment and to inform
the therapist about the correction in the conduct of the stretching exercise. The spe-
cialist selects and adapts the rehabilitation exercises to each patient, who performs the
exercises at home or at a place suitable for use by a computer and a Kinect sensor.

Lastly, KineLabs [18] is a project at the Hong Kong Polytechnic University for help
in the rehabilitation of the elderly and people with physical disabilities. The system
currently contains three stretching exercises which are aimed at coordination of the
upper limbs, coordination of the lower limbs and trunk balance training.

There are two disadvantages in the systems proposed in this section. The first disad-
vantage is that these systems are based on predetermined exercises which are assigned
to the patients, this means that the exercises are generic and cannot adjust to the pecu-
liarities of each of these patients. The second disadvantage of these systems is the use
of visual and auditory stimuli, for patients with visual and audible deficiencies, this can
make, that the rehabilitation occurs incorrectly. Considering these disadvantages, we
will create the system of rehabilitation for elderly patients.

3 A New Proposal of a Rehabilitation System

Our system is being developed to assist in the rehabilitation of elderly patients with
physical disabilities. To accomplish this, the therapist establishes a set of stretching
exercises that the patients have to do. The system is responsible of handling the re-
habilitation exercises and evaluating their adequacy, taking as example the stretching
exercises provided by the monitor. In addition, the system provides feedback to the user
in relation to the correctness of the exercise performed. During the system development,
we considered the option of providing an audible feedback to the user, but this stimu-
lus can be confusing and annoying in the moment that there are several rehabilitation
patients in a same room, as it usually happens in rehabilitation groups. Also the elderly
people, the common user of this system, may have problems with this stimulus due to
their hearing problems. Because of these reasons, we decided to add an audio feedback
to the system, but augmented with another sensory channel. Therefore, we performed a
study on haptics to supplement the auditory canal. As a result, we reached the idea of
using vibration motors to enhance the communication between the user and the system.
More specifically, we chose to use a Wiimote game controller used on the Wii console.
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Fig. 1. Use case diagram of the rehabilitation system

Fig. 2. Diagram of hardware components of the system

Fig. 1 shows a use case diagram of the developed system. It describes how the system
is composed of two users, the therapist and the elderly patient, as well as the tasks
performed by each of them. The most important tasks are described later on.

Fig. 2 shows the hardware devices that compose the rehabilitation system. The heart
of the system is the computer. It is responsible for processing the signals of all devices
and for running the developed software. The Kinect device is connected to the PC via
USB and is responsible for collecting and preprocessing the images of the therapist
and the elderly patient. The Wiimote device is connected to the PC using a Bluetooth
connection and is responsible for providing haptic feedback to the patient. This way the
elderly patient determines if he/she is performing the stretching exercise correctly. The
arrows in the figure indicate the flow of information.

In first place, the developed system looks for a Wiimote device to provide haptic
feedback to the user. If there is at least one paired device, using Bluetooth, the system
recognizes it and connect to it. If there is no Wiimote connected to the computer, the
rehabilitation system warns about this fact and asks the user if he/she wants to search
again a device or to run without haptic feedback. Fig. 3 shows the main interface of
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Fig. 3. Elderly person performing a shoulder rehabilitation exercise

the program and an elderly patient performing an stretching exercise proposed by a
physiotherapist. The center-left of the screen shows the image captured in real-time by
the Kinect sensor. On the right side of the interface there is a tab control that offers four
different tabs used both by the elderly patient and the physical therapist to navigate the
application and to interact with it.

Next, the operation of the system is described according to the functionality required
by each system role.

3.1 Physiotherapist

The role of the physiotherapist in the system is relatively simple. He/she adds the
stretching exercises, assigns these rehabilitation exercises to elderly patients, and ad-
justs the characteristics of the system to adapt it to the environment where the Kinect
device is located.

1. Add exercise. To add new stretching exercises to the system, the therapist must
select ”Add exercise”. Once done, a similar interface to that shown in Fig. 4 ap-
pears. The therapist assigns a name to the rehabilitation exercise and he/she adopts
a position with his/her body that fits the desired rehabilitation. For this part, he/she
makes use of the image displayed in the main window which collects the image in
real-time of the therapist as well as his/her skeleton. Once the correct posture for
rehabilitation is adopted and the Kinect sensor has recognized it, he/she adds the
position to the system database.

2. Assign exercise. To assign stretching exercises to each patient, the therapist must
select ”Assign exercise”. This will show all the rehabilitation exercises stored in
system and provides the option to enable or disable this exercise for a particular
user. So the elderly patient can choose only those exercises that the specialty was
assigned him/her.
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Fig. 4. Physiotherapist creating a shoulder rehabilitation exercise

3. Modify Kinect configuration. Another task is to establish the correct parameters of
the Kinect sensor to make it work in a proper way. This is achieved by selecting the
”Configuration”. The configuration options allow to adjust many of the properties
of the sensor. Some of the most important features are: the resolution of image
capture, color and depth; the recognition of the user standing (Normal mode) or
sitting (Near mode); the determination of the recognized user in case there are
more users captured by the camera; the inclination of sensor. This allows the Kinect
to perfectly conform to the medium in which it is located, thereby improving the
resulting interaction with the system.

3.2 Elderly Patient

The role of the elderly patient in the system is to perform stretching exercises that the
physiotherapist has previously established. To do this, he/she just selects one of the
available exercises and does it as well as possible.

Exercise execution enables the user to select one of the stretching exercises assigned
by the physiotherapist. The interface shows all available positions which are composed
of a descriptive text and an image showing the therapist performing the rehabilitation
exercise. The user just double clicks on the desired exercise to start. Once the exercise
has been selected, an interface similar to that of Fig. 3 is automatically displayed. The
elderly patient aided by the real-time image captured by the sensor should adopts a
similar posture to the sample. To ensure that the patient’s posture is similar to the phys-
iotherapist’s one, the bottom bar shows the degree of concordance between the two
positions. This encourages the users to perform better exercises and this helps in their
rehabilitation. Fig. 3 shows a patient performing an stretching exercise, the Wiimote
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controller, which can be held by hand or stored in his pocket, vibrate when the elderly
person performing the rehabilitation exercise correctly. The vibration frequency and in-
tensity depends on the correction in the development of exercise, becoming maximal
when the exercise is completely well performed. So, an additional help identifies how
he/she is conducting an exercise, helping him/her to continue the rehabilitation.

4 Discussion and Conclusions

Most systems proposed in the literature make use of rehabilitation games. The main
objective is to involve the user in the process of rehabilitation and to prevent the treat-
ment abandonment. Our system follows this principle to make more pleasant the elderly
patient rehabilitation. In contrast, the previously proposed systems make use of default
stretching exercises, which are assigned to the patient in accordance with the necessary
rehabilitation. This can make that the specific requirements of a elderly patient are not
covered. Our system improves this deficiency by ensuring that the stretching exercises
are specifically tailored to the elderly patient and fully meet his/her needs. Visual and
audio interaction are used in these systems. But this also causes a problem in rehabil-
itation of patients with audible and visual impairment, which also coincides with the
common user who uses to require rehabilitation, the elderly people. Our system has
added haptic interaction to help elderly patients in identifying how they are performing
the rehabilitation exercises.

The distinguishing characteristics of our system allow the rehabilitation of a general
public and their ease of use allows access to people with no computer skills. Also, they
reduce the rehabilitation cost of both the elderly patient and the rehabilitation center, as
they enable the rehabilitation of elderly patients at their own home, thereby saving the
constant supervision necessary in common rehabilitation. At this moment, the systems
allows the execution of rehabilitation exercises which do not require high precision, e.g.
arms and legs. However we are working in the improvement of the system to perform
precision exercises, such as finger rehabilitation.
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Abstract. Lateral fall is a major cause of hip fractures in elderly peo-
ple. An automatic fall detection algorithm can reduce the time to get
medical help. In this paper, we propose a fall detection algorithm that
detects lateral falls by identifying the events in the Linear Prediction
(LP) residual of the acceleration experienced by the the body during a
fall. The acceleration is measured by a triaxial accelerometer. The ac-
celerometer is attached to an elastic band and is worn around the test
subject’s waist. The LP residual is filtered using a Savitzky-Golay filter
and the maximum peaks are identified as falls. The results indicate that
the lateral falls can be detected using our algorithm with a sensitivity of
84% when falling from standing and 90% when falling from walking.

1 Introduction

A fall is an event which results in a person coming to rest inadvertently on the
ground or floor. The fall may be caused by a disruption of a normal or expected
walking gait that results in a loss of balance or it may be caused by a sudden loss
of consiousness. Falls are the second leading cause of accidental or unintentional
injury deaths worldwide [1].

Age plays a major role in the severity of injury due to fall. The risk rate
increases with age. Older people have the highest risk of death or serious injury
due to incurring a fall. A hip fracture can leave the eldely immobile. Elderly are
more susceptible to lateral fall due to the impaired ability to control the postural
balance in the lateral plane [2]. The risk of casualty increases if there is a delay
in getting medical help. This delay can be minimized using an intelligent fall
detector. The fall detector can be integrated with an Ambient Assisted Living
(AAL) ecosystem. Medical sensors and actuators support AAL systems to offer
personalized healthcare and wellness services [3].

Falls can be classified as forward fall, backward fall, lateral fall to the right,
lateral fall to the left, syncope and neutral [4]. Yu et al. classifies falls as falls
from sleeping, falls from sitting, falls from walking or the standing on the floor
and falls from supports [5]. Mubashir et al. classify different types of falls as falls
from walking or standing, falls from standing on supports, falls from sleeping or
lying in the bed and falls from sitting on the chair [6]. Noury et al. divide the
fall activity into a prefall phase, a critical phase, a postfall phase and a recovery
phase [7]. The prefall phase is where a person performs normal activities. In
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the critical phase the body moves suddenly towards the ground, ending with
an impact on the ground. In the post fall phase the person remains lying on
the ground and during the recovery phase the person recovers from the fall by
standing up on his own or with the help of someone else. The fall is critical if
the post fall phase is too long. In this work we focused on lateral falls from the
walking or the standing activity.

In this paper we present a lateral fall detection based on the events in the
linear prediction (LP) residual of acceleration. Our method focuses on the lateral
fall detection using the acceleration in the critical phase and the postfall phase
of the fall. The acceleration of the body during the fall is measured using a waist
worn accelerometer. The waist was chosen as the location for the accelerometer
due to the following three reasons. First, the impact forces resulting from lateral
fall majorly affect the shoulder and the hip [8]. Second, Noury et al. found that
the waist is the most preferred location among elderly for fall detection systems
[9]. Third, the accelerometer gives the most useful measurement of the body
movement when worn around the waist [10]. The acceleration measured by the
accelerometer is composed of acceleration due to gravity and the acceleration due
to body movement. There are many studies that focus on fall detection using
waist worn triaxial accelerometer [11]. Acceleration based fall detection systems
use threshold based methods or machine learning methods to detect falls [12].
Nathasitsophon et al. use information based on an LP model of the acceleration
from an accelerometer to classify the activity signal as a fall [13]. Our approach
is different as we use the events in filtered LP residual to detect the falls.

There are many fall detection algorithms that are, however not accurate when
tested on real falls. A study by Bourke et al. evaluates the accelerometer based
fall detection algorithms on real falls [14]. The study found that 13 of the pub-
lished algorithms had lesser sensitivity and specificity than reported by the au-
thors when they were tested with real fall data. These algorithms also generate
more false alarms, meaning incorrectly detected fall events, when they are tested
on real fall datasets. Hence there is a need for fall detection algorithms which
has high sensitivity and specificity with regard to real falls.

Lateral fall is a movement of the trunk in the lateral plane from upright or
sitting to a reclined or lengthened position due to a sudden acceleration experi-
enced by the body. A common cause of fall among elderly is ability impairment
to control postural balance stability in the lateral plane of motion. An impaired
lateral stability causes fall that involve lateral body motion. Lateral impact has
a relative risk of the order of magnitude of 2.6 compared to frontal impact for
traumatic brain injury [15]. Studies have shown that right greater trochanter hit
directly on the floor with a large impact in the lateral falls [16]. The acceleration
experienced by the body is directly proportional to the impact force. During
the critical phase of the lateral fall the inertial acceleration due to the fall will
be equal to the gravitational acceleration. The direction of vector for accelera-
tion due to gravity is upwards and the direction of inertial acceleration vector
is downwards. At the end of the critical phase the acceleration increases sharply
due to the impact caused by hitting on the floor.
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In this study we have considered lateral fall towards right and left direction
from standing height with hip flexion and knee flexion. In the types falls that
we focus the falling person performs standing or walking activity in the prefall
phase. At the end of the critical phase of the fall the lateral aspects of the body
parts hit the ground. The body parts that impact the floor are head, shoulders,
arm, elbows, wrists, thorax, pelvis, greater trochanters, thighs, knees and heels.
The fall ends with the falling person lying on the floor on left side if the fall was
the lateral fall towards left and right side if the fall was the lateral fall towards
right.

2 Proposed Method

Proposed time-domain fall detection method

1. Compute the linear prediction residual for a 10-order forward predictor.

– LP residual detrend and emphasize abrupt events in the signal.

2. Apply Savitzky-Golay filter to the linear prediction residual.

– The filtering increases the signal-to-noise ratio.

3. Identify the peaks in filtered residual using nearest neighbour comparison.

– Abrupt changes in acceleration may indicate a fall event.

4. Apply rectangualar windowing and detect falls.

– In each window find the difference between the maximum and minimum
residual peaks.

– Determine the threshold based on the standard deviation of the window.
– If the difference is greater than the threshold, the event is classified as a
fall.

– Move the window forward without overlapping and a step size of 51.

In our method we use Linear Prediction to predict the acceleration signal
from the past 10 samples. The linear predictor model predicted the acceleration
x(t) at time t using past p samples [x(t-1), x[t-2], .., x[t-p]) as

x̂(t) =

p∑

k=1

akx(t− k)

where ak is the prediction coefficient and t is the discrete time index. The linear
prediction residual is the difference between the actual sample value and the
predicted sample value.

e(t) = x(t)− x̂(t)

The linear prediction residual was smoothened using Savitzky-Golay filter. We
divided linear prediction residual data in time slices of length 1 second and the
fall classification was done as mentioned in step 4 of the method. In the critical
phase of the fall there is a short dip in the acceleration due to the free fall.
It is followed by a sharp increase in the acceleration due to the body impact
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on the floor. In the postfall phase there is a dampening effect. This results in
a large difference between the predicted acceleration and the actual accelera-
tion. The maximum residual peak represents an actual acceleration greater than
the predicted acceleration and a minimum residual peak represents a predicted
acceleration less than the actual acceleration.

3 Experiment

The proposed method was tested using a data collected from a waist worn Inertial
Measurement Unit (IMU) (Model : Shimmer3). The accelerometer on this wire-
less sensor platform is a triaxial accelerometer. The accelerometer was calibrated
using a standard calibration procedure. The acceleration data was acquired at a
sampling rate of 51.2 Hz and was transmitted via Bluetooth to a PC for further
processing. All the signal processing and data analysis were done using Matlab.

Eleven healthy subjects in the age group of 22 to 49 weighing 63 to 110 Kg par-
ticipated in the acquisition of the simulated data set. Eight participants were Judo
students trained to fall. The subjects were demonstrated how to fall. The subjects
did a self initiated fall from standing height to a 5 cm thick mat. The fall ended
with the subject lying on the mat on their side with legs straight. The data collec-
tion was done indoor. The test subjects performed lateral fall right or lateral fall
left after either walking or standing. Each fall activity of the subject’s preference
was repeated 5 times. The data set was made for lateral falls ending with lying flat
and lateral falls ending with recovery. The IMU was worn around the waist of the
subjects using an elastic belt.

4 Results

The result is true positive (TP) if the fall event is correctly detected, false neg-
ative (FN) if the fall event is not correctly detected, false positive (FP) if a non
fall activity is detected as a fall and true negative (TN) if a non fall activity is
not detected as a fall .

Table 1 represents the number of falls tested, the number of subjects partic-
ipated, and the number of TP, FP, FN and TN as output of our method. TN
is not applicable as the number of non fall activities not detected as fall are
difficult to quantify. Fig.1 represents the result of a walking activity followed
by a lateral fall. The figure shows the normalised acceleration of a walk activ-
ity followed by a fall. Besides acceleration it shows the filtered residual of the
acceleration. The highest peak in the residual signal represents the fall activity.

Table 1. Result of Lateral Fall Classification using LP Residual

Fall Types # Falls #Subjects TP FP FN TN

Stand and Lateral Fall 45 9 37 7 8 N/A
Walk and LateralFall 10 2 9 1 1 N/A
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Fig. 1. Normalised acceleration signal and the linear prediction residual of a test sub-
ject walking followed by a lateral fall and the test-subject eventually lying on the floor
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Fig. 2. Linear Prediction Residual of a fall

Fig.2 depicts the linear prediction residual in a rectangular window of size 51
during the critical phase of the fall. Fig.3 represents the acceleration and the in-
ear prediction residual resulted from a standing followed by a lateral fall without
recovery. Fig.4 illustrates the acceleration and linear prediction residual resulted
from a standing followed by a lateral fall with quick recovery.
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ject standing followed by a lateral fall and the test subject eventually lying on the floor
with quick recovery to a standing posture
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5 Discussion

The results of the binary classification method we proposed indicate that the
residual signal of LP can be used as the main source to indicate the fall event.
As the acceleration series of fall activity are characterized by sharp discontinuity
it causes large errors in the computed LP residual. Many of the existing thresh-
old based fall detection methods use the acceleration sample only at the instance
of the fall. But in our work we use the acceleration series of 10 samples before
the instance of the fall to identify the event. Also the LP residual is not limited
by the local characteristics of the signal. Hence it may be argued that probabil-
ity models are more suitable for fall detection as compared to threshold based
methods. Many fall detection algorithms including the LP based algorithm by
Nathasitsophon et al. identify walk activity as a fall activity. In fact our method
did not identify any tested walk activity as a fall activity. This is the marked
difference between our methods and the method propsed by Nathasitsophon et
al. Also, in their study they used a prediction order of 100 and we used a predic-
tion order of 10 and hence our method consumes less resources. In the future the
method proposed will be further investigated to reduce the FP and FN. There
is no publicly available real fall dataset. As next step we will generate a model
for generating a synthetic data set that closely resembles the real fall data set.
The experiment presented in this paper is done as a preliminary step to develop
an accurate and portable fall detector for the CareStore AAL platform.
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carestore.eu) funded by the European Commission under the gant agreement
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Abstract. We are assisting to the fastest grow of senior population ever and that 
tendency has brought several challenges for governments, families and for the 
elderly. The society was not prepared for that. On the one hand, there are many 
elderly who live alone in the cities and, on the other hand, active people is 
moving to the cities looking for a better life while leaving behind the villages 
where they born and grow and the older family members. On the other side, 
everyone is expecting the aid of technology in order to solve or at least 
minimize this problem. This paper present a video-calling service targeted for 
elderly social and technological exclusion and promoting socialization while 
using recent technology embedded into well-known electronic devices like 
TVs. The evaluation of results showed that when assisted technology is 
encapsulated into everyday objects, older people can use it seamlessly, without 
any learning curve. 

Keywords: HbbTV, Video call service, Elders. 

1 Introduction 

Nowadays, we are assisting to the fastest growing of older population. This trend is 
even more remarkable at rural areas where in some cases 100% of the population is 
elderly. This tendency comes from several different factors like born ratios, increasing 
aging, active people moving to the cities seeking a better life while leaving behind 
older family members. This situation leads to few population residing in rural areas, 
whereas in its most elderly, suffering from social exclusion, often ending up living 
alone [1]. This exclusion is not only social, but also technological, because, on the 
one hand, older people have no suitable conditions to learn about technology, and, on 
the other hand, many times the village has no technological infrastructures like cable 
TV, Internet broadband access or even cellular network as the number of people is not 
economically profitable. This technological disinterest contributes to the increase of 
technological ignorance, now present in much of the elderly population [2].  
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Media and research community argue that technology can solve this situation or at 
least minimize it by supplying means to approximate people. However, older people 
don't have knowledge about interacting with technology and most of the times in their 
villages there is no support for learning that. It was this assumption that inspired us to 
develop technology to fight social and technological exclusion using technology 
embedded into electronic everyday objects without requiring the use of a traditional 
computer. As the most used electronic device at elders home is the television, it was 
decided to embed the solution on the TV as elderly already knows how to interact 
with it, without requiring any learning curve.  

This paper describes a video-call service through TV, which facilitates the 
conversation with family members, friends and service professional like doctors, 
plumbers, electricians, among others. The service offers an extremely simple and 
intuitive interface where technological knowledge is not required at all. 

The paper is organized as follows: section 2 describes the related work, section 3 
presents and details the system architecture while section 4 details the system 
implementation. Section 5 describes the usability evaluation tests and results and the 
paper is concluded in section 6.     

2 Related Work 

This section surveys technological solutions and projects in the scope of social and 
technological exclusion of the senior population. 

TV-kiosk [3] is a project that aims to stimulate interaction among senior users 
through technology in order to minimize isolation. This project relies in a decentralized 
architecture in order to avoid the single point of failure and in a Virtual Private Ad Hoc 
Network to secure communications. The interaction of users with the platform is 
carried out through television, which offers a simple interface and a remote control. 
Although in the scope of fighting social and technological exclusion experienced by 
senior population, this solution does not offer video calling. 

The work present in [4] was carried out in order to evaluate the most efficient 
approaches to issue video calls through IPTV services by using a IP Multimedia 
Subsystem (IMS) base architecture. To achieve that, authors relied into two approaches 
of coding and transmission video calls: i) using a set-top-box and ii) using a digital 
video camera. 

Authors concluded that set-top-box base coding is slower than camera coding 
presenting a delay of about ¾ of a second. However, the lower price of a ready for 
coding camera is about 150 dollars. This work is very important for this paper, because 
it compares the different approaches to transport and encoding video stream and 
analyzes the advantages and disadvantages of each. 

In [5], authors seek enrichment of IPTV service, by integrating new communication 
services, and presented two main use cases: i) shared user experience and ii) cross-
service e-commerce. In the first case, the authors integrated a multimedia 
communication approach relying in Voice over Internet Protocol (VoIP) to aid users 
sharing reactions and emotions among themselves while watching TV programs.  
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The authors argue that videoconference and voice email are also good services to be 
adopted. In the second case, authors proposed an e-commerce platform using TV to 
access it. To do that, authors argue that TV operators and commercial organizations 
must be in partnership. In practice, the user would receive publicity in the TV screen 
and a buy option using a reduced number of steps.  

Evolving IPTV Service architecture [6] is the Cisco Service Exchange Framework 
that allows IMS and non IMS services integrate with IPTV, in order to support call 
reception through TV or programmed recording sessions using a smart phone. 

The work described in this paper is similar to the ones surveyed in this section but 
has a distinct capability, the issue or reception of video calls while offering an 
extremely simple and intuitive interface as it is based on a TV remote control like 
device. 

3 Architecture 

As already referred, the solution described in this paper uses the TV as output device 
and the TV remote control as the input device. Once new buttons are required it was 
decided to mimic TV remote control using a smart phone. In order to integrate TV 
service and other services offered through the Internet, it was decided to adopt the 
HbbTV standard. Figure 1 shows a high level overview of the proposed system 
architecture. The main modules of this architecture will be presented in the next 
sections. 
 

 

Fig. 1. General architecture 

3.1 VCoTV Service 

The Video Call on TV (VCoTV) service aims to help elderly issuing video calls using 
TV and TV remote control. This service was developed having in mind the limitations 
of elderly. However, this service could be used by anyone. In terms of functionalities, 
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the service deals with TV contents and video calls. As far as TV is concerned, VCoTV 
service must support channel changing, volume control and contents guide. By its turn, 
the video call functionality must support the issuing and receiving of video calls, show 
contacts and contact listing management. It must be possible to deal with video calls 
while watching TV without any interruption. 

According to figure 1, the VCoTV service it’s divided into client module and 
application server module. In the client module, the VCoTV runs in the SmartBox 
where a web camera and a microphone are also connected. In terms of software, the 
client side of the VCoTV service was implemented using Session Initiation Protocol 
(SIP), which is connected to the Applicational Server Module. This allows client side 
to issue calls through the server side. Additionally, all service providers available 
through video call (see service provider module) are also connected to Application 
Server Module in order to be reached by elderly. 

3.2 The Smart Remote Control 

Considering the requirements of service and the limitations of current remote controls, 
it was decided that Smart Remote Control is an Android application. Beyond sending 
commands to TV, like a TV standard remote control, this provides buttons to manage 
video calls. The Smart Remote Control interacts with SmartBox through WiFi by using 
TCP sockets. 

3.3 Service Provider Module 

The Service Provider Module represents the entity that provides commercial services 
to users of VCoTV service. This module is on the Internet and communicates with the 
Application Server Module and Client Module through the SIP protocol. In terms of 
hardware, service provider module requires a computer with webcam and microphone 
and, at software level, this module could be a standard SIP client or a copy of 
SmartBox VCoTV software. 

4 Prototype Implementation 

In order to validate the proposed architecture, it was developed a prototype of the 
VCoTV service according to the specification described in the last section. The 
prototype components are described below. 

4.1 Application Server Module 

The Application Server Module supplies the VoIP service to both VCoTV module and 
Service Providers Module. The Application Server Module is based in Trixbox CE 
(version 2.8.0.4), which allows installation, configuration and management of Asterisk 
Private Branch Exchange (PBX) VoIP solution. In the developed prototype, the 
Application Server Module runs in a laptop. 
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4.2 Client Module 

Client Module includes both the VCoTV which runs in the SmartBox and the Smart 
Remote Control which runs in an Android smart phone. 

Client module handles TV contents and video calls by allowing changing TV 
channel, change volume, show TV contents guide, issue video calls, receive video calls 
and contact listing management. 

In terms of hardware the client module relies on a Raspberry Pi, B model as it is a 
cheap piece of hardware which includes all necessary port interfaces. For digital signal 
decoding it was used a AVERMEDIA AverTV Volar HD PRO A835 device due to its 
dimensions, energy consumption and USB support. For image and sound capturing, it 
was used a standard Webcam with integrated microphone. Additionally, it was also 
used an indoor UHF antenna to capture Digital Terrestrial Television signal and a 
wireless router to link all the network components. 

To implement the VCoTV service it was used Python, Qt Meta Language (QML) 
and Qt Framework to build the graphical interface, VLC to access DVB-TV board, 
Omxplayer which supports hardware acceleration to reproduce multimedia contents on 
TV and PJSIP for issue and reception of video calls. 

During the development of the graphical interface, the following specified 
requirements were accomplished: 

• Simple interface with minimal information; 
• Usage of big text fonts (minimal size of 25px);  
• Background, foreground and text color contrast according to the WCAG 2 

AA (5.04).  

4.3 Smart Remote Control Module 

The Smart Remote Control Module is an Android Application that mimics a standard 
TV remote control. This application has a very simple and intuitive interface to allow 
elderly interact with SmartBox. During the development of the graphical interface, the 
Web Content Accessibility Guidelines 2.0 (WCAG) specification was followed. 

 

Fig. 2. Smart Remote Control interface 
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As can be seen in figure 2, the smart remote control interface has five groups of 
buttons: 

• On the top, there is the four public open TV channels;  
• On the second and third rows, on the left, there is the channel buttons and on 

the right the volume buttons; 
• On the fourth row, there are the context buttons which will be used to interact 

with the VCoTV module. These buttons have no specific meaning as it 
depends on the VCoTV menu position; 

• The fifth row includes the video call button, the emergency button that can be 
used to issue a call to a family member or hospital, the voice command button 
to interact with the VCoTV service using voice and the turn off TV button that 
also shuts down the VCoTV software in the smart box. 

5 Evaluation 

The prototype described in this paper, was evaluated in the performance, usability and 
quality of experience perspectives. Due to the limit of paper pages of this paper, in 
this section only the usability evaluation is described. 

To evaluate the usability perspective, it was asked to a group of elderly to use/test 
the prototype. The authors explained the smart remote control buttons and defined a 
list of operations to be executed by elderly. The list of operations included the 
following actions: 

 
1. Change to the next channel; 
2. Decrease the volume level; 
3. Change to the previous channel; 
4. Change to full screen; 
5. Read contents guide; 
6. Answer call; 
7. List contacts; 
8. Issue an emergency video call. 

 
The usability tests took place in a nursing home in a group of five persons, two males 
and three females with ages in the 77 to 91 interval with an age average of 82 years 
old, where all the users were literate. Figure 3 shows an old person using VCoTV 
service.  

According to the graph in the figure 4, the execution time for the first operation is 
high (7.6 seconds), while the second and third operations took less time (7.2 and 5,4 
seconds respectively). In the set of the first three operations, the third is accomplish 
with less average time because users memorize the button positions in the smart remote 
control, while the fourth operation takes the bigger time because this operation requires 
the user attention to the TV screen while accomplishing it.  
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Fig. 3. Usability evaluation by elders 

 

Fig. 4. Average time for each operation 

When accomplishing fifth and seventh operations, users are already familiar with 
the TV screen interface and finished the operations quickly. Sixth and eight operations 
have a high accomplish time because users have several difficulties understanding 
which button to push in order to finish the operation. 

6 Conclusion  

This paper describes the work carried out in order to fight both social and 
technological exclusion mainly focused on elderly. The proposed solution gives  
elderly the opportunity to use ultimate Internet services encapsulated into everyday 
electronic object, the TV. This contributed to eliminate barriers between elderly and 
technology, lower the learning curve and promotes the development of new services 
based on the proposed architecture.  

The usability evaluation of the developed prototype showed interesting results as 
elderly with age average of 82 years old, even those without technological knowledge, 
can use the prototype without any difficulty. Despite that, one limitation was identified 
in the performance evaluation tests (not described in this paper) due to space 
constraints. Performance tests have showed that a raspberry Pi based SmartBox does 
not offer the required response time for full screen and channel changing operations. 
These two operations took about 15 seconds and must be optimized in the future.  
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Abstract. The decision making process conducted by health professionals is 
strongly linked to the consultations of clinical guidelines, generally available in 
large text files, making the access to the information very laborious and time 
consuming. The health area is very fertile for the emergence of solutions based 
on mobility. Among others, there are solutions that offer to the doctor the 
access to the right information when and where needed, contributing so that the 
health services can be performed at anytime and anywhere. This study presents 
an application for mobile devices where you can get access to the content of 
clinical guidelines (in this case Tuberculosis’ clinical guideline). The prototype 
was evaluated by medical experts, showing promising results. 

Keywords: Mobile Devices, Clinical Guidelines, Android. 

1 Introduction 

The use of mobile devices is increasingly present in the lives of professionals in 
various fields. In particular the area of health, because it is a very sensitive area due to 
their needs and relevance. The application of mobile technology in healthcare will 
enable their professionals to be more productive and efficient, bringing significant 
benefits to the staff of Health and their patients. 

Mobile applications can connecting patients and providers related to health 
services, making the patient's history easier monitoring, once the patient has medical 
follow in his hands. Thus, mobile applications will play an important role in shaping 
the future of systems of public and private health. The steady increase in the use of 
mobile devices such as mobile phones, smartphones, tablets, among others, by health 
professionals has minimized the resistance of the users regarding the use of such 
applications. Thus, increasingly we find applications available for these devices, 
which in turn become excellent tools for the working environment of health 
professionals. In 2013, for the first time in history , smartphone sales surpassed sales 
of regular mobile phones , reaching , based on data from the first quarter , the mark of 
216 million units , representing 51.6 % of total mobile phones and smartphones 
marketed during this period [7]. 
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According to [3] , the total number of smartphones sold worldwide in the second 
quarter of 2013 was 236.4 million units , representing an increase of 51.3 % compared 
to the second quarter of 2012 . The Android operating system maintained its 
leadership position , achieving a growth of 73.5 % in the second quarter 2013 
compared to the same period of 2012 and was present in 79.3 % (market share ) of 
smartphones marketed [3]. 

The health area is a fertile ground for the emergence of solutions based on 
mobility, once these solutions remove the geographical, temporal and physical 
barriers, providing the physician access to information where and when needed, 
allowing health services can be delivered anytime and anywhere [5]. 

It is noticed that the use of mobile devices plays a very important role in 
supporting health services , providing greater flexibility from simple processes such 
as data collection , up to the use of systems to assist in the decision making process 
with different levels of complexity [2]. In the health one of the global challenges is 
combating tuberculosis. Only in Brazil is estimated that 4500 people die each year, 
victims of this disease, which is considered curable and preventable. Even with 
today's technological advances that are already able to control it, it will be necessary 
to develop new vaccines and drugs for the elimination of this disease [1]. 

Taking into consideration all the points described and  the motivation of this 
research , the objective of this work was: - propose an application for mobile devices 
to facilitate the process of medical decision making, in this case study was used a 
clinical guideline for tuberculosis in Brazil. The remainder of the paper is organized 
as follows: The second section contains the theoretical content used in building the 
knowledge required for the development of this work . In section three the 
methodology is described. The prototype is detailed in section four. In section five  
the evaluation performed and results are discussed. 

2 Mobile Health and Tuberculosis’ Guideline 

Worldwide, providing services in healthcare has been transformed by the use of 
mobile and wireless technologies. A powerful combination of factors is driving this 
change, where the rapid advances in technologies and mobile applications favored by 
continued growth in coverage of mobile cellular networks, have increased the number 
of opportunities for the integration of mobile health services with existing health 
today [8].  

The unprecedented spread of mobile technologies as well as advances in its use to 
address the challenges of Health contributed to the emergence of mobile health or 
mHealth as it is known internationally. In the next subsections we discuss a bit more 
about mHealth and Tuberculosis (disease used as case in this research) and the 
clinical guideline. 

2.1 mHealth 

The Health Industry is moving towards an architecture of distributed services, 
enabling important decisions happen directly at the point of care, the main engine of 
change , mobile Health (mHealth ) [5]. 
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According to the Global Observatory for eHealth( GOE ) , the meaning of mHealth 
is the use of cell phones, smartphones, tablets , personal digital assistants or any other 
mobile device , such as support to public policies and activities related the area of 
health [8]. 

Currently the global mHealth market presents strong growth, overcoming countless 
barriers created by the global crisis , and may reach the figure of 26 billion dollars in 
2017 . This figure makes clear that the mHealth conquered its space on the world 
stage assistance and medical care , steadily become a tool for transformation of health 
systems , currently there are almost 97,000 mHealth’ applications available 
worldwide [4]. One of the major problems faced today by health professionals is 
access to quality information where and when needed. To address this difficulty , the 
Health industry in mHealth found a powerful ally , able to provide the necessary 
access people wherever they are [5]. 

Some platforms have become benchmarks for the development of applications for 
mobile devices , and among these is the Android Platform [6] that was used in 
prototyping the application of this work. 

2.2 Tuberculosis 

In 2003 , tuberculosis was elected by the Ministry of Health in Brazil as a priority 
public health problem being tackled. That same year, the budget of the National 
Tuberculosis Control Programme (NTCP) was increased by more than 14 times , in 
addition to technical and administrative measures such as encouraging the 
participation of civil society in controlling this disease and the expansion and 
upgrading of the NTCP team [1]. 

As a guideline for tuberculosis in Brazil , there is the " Manual of Guidelines for 
Tuberculosis Control in Brazil ," published in 2011 by the Brazilian Ministry of 
Health . This document consists of a manual of recommendations that should guide 
medical management related to tuberculosis , to be followed by health professionals 
within the Unified Health System [1]. 

3 Methodology 

It is an applied research, which is to use the acquired knowledge to solve real 
problems of the current context. As for his approach was qualitative and quantitative. 
The research methods that guided this work were bibliographical research, case study 
and prototyping. This research involved the participation of an expert in the area of 
health, who assisted in matters relating to this area. The case study was based on the 
Brazilian guidelines for tuberculosis, more specifically, the "Manual of 
recommendations for the control of tuberculosis in Brazil ", published in 2011 by the 
Ministry of Health [1]. 

The evaluation of the prototype was performed by three specialists, experts in 
primary care and in tuberculosis, through a questionnaire. Thus, it was possible to 
identify their perception about the proposed solution. For data analysis, a quantitative 
and qualitative approach were applied. 
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4 Tuber’s Prototype 

When a doctor receives a patient with symptoms of tuberculosis in health care in 
Brazil (primary care), he needs the help of clinical guidelines that the ministry of 
health issued to aid your decision making. These guidelines are printed. This 
consultation procedure of how experienced the doctor is time consuming, and 
eventually affects the productivity of the doctor. Thus it was decided to develop an  
prototype for mHealth  called Tuber. This application was developed based on main 
rules taken from clinical guidelines and modeled with the help of medical expert in 
this disease.  

The architecture of the prototype was developed as a client- server architecture, 
therefore, is divided into two packages : 1) as a client, we have an application for 
mobile devices with Android operating system (hereafter in the text this article will be 
referred to as mobile application), and 2) the server side, which is formed by a java 
application containing a web service (WS) that communicates with a database and 
provides services to the mobile application (hereinafter forward the text of this article 
will be referred to as backend). 

The backend has the principal responsibly, providing services that enable the 
mobile application to access the existing database server information. For its 
development we used the Java and Axis2 1.6.2 programming framework. Thus, it was 
possible to easily build WSs in standard Simple Object Access Protocol (SOAP) , 
which is used protocol for exchanging structured to be moved from one device to 
another through WS information . As a framework for object - relational mapping 
opted for the Hibernate 4.2.6, by this encapsulate all interaction with the database . 
This Java application runs on an Apache Tomcat 7 server , and uses a MySQL 
Community Server 5.6 database. The mobile application was developed based on the 
Model View Controller (MVC), which separates the application into three layers . 
Therefore, following this pattern are: (a) the layout XML files representing the View 
layer, (b) the activities represented Controller, and (c) the classes of the model 
represented Model. 

Even using the development platform Android 4.3 SDK, the application is 
designed to run on mobile devices running Android OS 2.2 or higher. As a database 
for the application, the option chosen was the SQLite, because this is now natively 
supported by Android . Until the version used in this work, Android has not had 
native support for interaction with WS. Thus, for the construction of the classes 
necessary for communication with the WS provided by the backend, the library 
ksoap2 3.0.0 was used. 

4.1 The Clinical Guideline Tuberculosis : Case Study 

To evaluate the operation of the prototype developed for this work , it was necessary 
create the content related with Health. Therefore,the Brazilian Guidelines for 
Tuberculosisas was used as case study. 

The process of developing the Tuber application was strongly based in the support 
provided by clinical specialist, who through weekly meetings, helped directly in the 
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definition of what parts of the guideline should be used and how they should be 
organized in the application. The definition of the content was focused on Primary 
Care to Health. 

As a source of information , we chose to use, as faithful as possible , the content of 
the guideline. This constructive process gave rise , in addition to the description of the  
guideline itself through 146 items (small parts of the guideline) , divided between the 
two patient defined  profiles: 1) " Children under the age of ten years" and  2) “Adults 
or Teens with greater than or equal to ten years old ". During the prototype's 
specification phase, the specialist cited as a difficulty encountered the need to 
manually perform the calculation of the scoring system used for the diagnosis of 
tuberculosis in children. This system consists of five variables : 1) Clinical Situation: 
if the Clinical Situation is symptomatic then is assigned 15 points, but if it is 
asymptomatic is assigned 0 points; 2) Radiological Situation: if the Radiography 
presents condensation and infiltration for more than two weeks then is assigned 15 
points, if it  is less than two weeks is assigned 5 points and if radiography is normal 
then is assigned 0 points; 3) Contact with Tuberculous Adult: brand yourself 10 
points if had close contact over the past two years and 0 points if it was casual or 
negative ; 4) Tuberculin Test: if the result was greater than or equal to 5mm, is 
assigned 15 points, if less than 5mm is assigned 0 points , and 5) Nutritional Status: 
if the patient presenting severe malnutrition is assigned 5 points, with standard is 
assigned 0 points . By the sum of points obtained in each variable , we obtain the final 
result, where : 1) if the result is greater than 40 points the patient should starts 
treatment ; 2) if the result is between 30 and 40 points the patient should starts the 
treatment according doctor's decision, and 3) if the result is less than 30 points, the 
treatment is not necessary. 

To help the doctor in this task, a flow was definide and this flow was based on a 
data structure with a tree format, where we have : 1) the questions representing nodes 
(Item), 2) the score obtained as edges (ITEMLIST) and 3) the final score and its 
interpretation as sheets (Item). Thus, to properly answer the questions (fig. 1(c)), we 
can navigate the created flow to reach a final result containing the diagnosis of 
tuberculosis in children. Similarly , other flows from the guideline were analised and 
new ones were also created, as an example we can mention the diagnosis performed 
on adults using the tuberculin skin test (TST) , the test result can be obtained by the 
interpretation of the information presented by a table contained in the guideline. This 
table is available in the mobile application through a flow of navigation to answer 
questions regarding the result of the TST and the patient's age, then groups of patients   
to be treated for Tuberculosis are displayed. 

Fig. 1 shows some interfaces of the prototype, they assist the doctor during patient 
consultation and diagnosis regarding Tuberculosis. Figure 1(a) presents the first 
interface that doctor has contact when starts the Tuber’s application, figure 1(b) 
presents the second interface where the doctor should informs if the patient is a child 
or an adult (this information helps the system decide what flow should be presented in 
the sequence), figure 1(c) presents the third interface where the doctor gives some 
patient informations, and has the result to take decision based on tuberculosis’ clinical 
guideline (the guideline’s page is informed on this interface). 
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                   (a)                                          (b)                                        (c) 

Fig. 1. Tuber's Interfaces 

5 Evaluation 

The evaluation of the prototype was conducted through a questionnaire. The 
questionnaire was applied to three medical from family and community, one being a 
professor of public health. The questionnaire comprises sixteen questions, which are 
divided into three groups.  

The group formed by the questions one through six have aimed to collect data on 
the profile of the respondents and their familiarity with the use of applications on 
mobile devices . This first group consists of four questions of free choice and two free 
response. Having as objective the evaluation of the prototype acceptance by the 
respondents , we have the second group which is composed from question number 
seven to fourteen, comprising : ( a) six questions that use a Likert scale of five points 
for the answer , where the value " 5 " means " Strongly Agree " and " 1 " means " 
Strongly Disagree " , ( b ) a matter of free choice , and ( c ) a matter of free response . 
Finally , in the last group we have questions 15 and 16, to collect users comments and 
suggestions for improvement to the application and to the " Guide to Tuberculosis ". 

The sample of experts which agreed to participate in this evaluation was three. The 
profile of this non-probabilistic sample was composed primarily of health 
professionals, two of whom are also professors. All have as the practice area of family 
and community medicine, having between 5 and 17 years of expertise in this area.  

The first group of questions investigated the familiarity of the respondents with the 
use of applications on mobile devices such as smartphones and tablets . With 
responses submitted, we concluded that all experts already were familiar with this 
context and already use applications targeting the area of Health on their smartphones.  
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The second group of questions investigated the acceptability of the developed 
prototype . Usability is an important factor in the acceptance of any software. Within 
this context were proposed questions 7, 8 and 9. All respondents agreed completely 
that the application is easy to understand ( question 7 ) and easy to use ( question 8 ) , 
containing clear and objective features ( question 9 ). According to question 10 , there 
was a massive agreement among raters, with the possibility of the application 
developed replace the use of printed guideline. It was also obtained the full agreement 
of the respondents in question 11, where was asked about the possibility of adding 
and changing content directly by health professionals, thus allowing for more 
flexibility and consistency. A point worth mentioning because it is directly connected 
with the purpose of this research is the fact that all respondents totally agree  
( question 12 ) that the prototype created efficiently assists in the decision making 
process of the health professional. 

Finishing the second group, question 13  tried to verify from the respondents if 
they would use this application for patient care, and all answered yes. Question 14 
asked the justification for the use or not use the application. 

Table 1. Contribuition by evaluators for question 14 

Evaluator Contibuition 
1 “The application has the practicality to 

summarize and organize the information 
needed and more relevant in the outpatient 
management of patients with suspected and 
diagnosed with tuberculosis. The fact of being 
in the cell and can be carried in the pocket also 
contribute to use.” 

2 “I would use the application during patient 
care, because it allows access to the 
information they need to diagnose and treat 
people with TB and / or latent tuberculosis 
infection in a clear and objective manner. This 
facilitates my work and optimizes patient care 
time.” 

3 “The application facilitates the conduct of 
research for each case, considering that the 
primary care professionals working with 
several other health problems and can not 
write everything that comes to meet that 
specific disease.” 

6 Conclusions and Future Work 

The use of mobile devices is increasing gradually , making these devices a new source 
for developing solutions in various technologies . In Health , mHealth is gaining more 
prominence by facilitating access to information when and where needed. The Tuber 
application confirms the feasibility of the proposed solution, and presents extensive 



224 S.C. Cazella, R. Feyh, and Â.J. Ben 

content covering since the diagnosis of Tuberculosis up to their treatment , using 
information obteined from the Brazilian's Guide for Tuberculosis. All experts agreed 
that the application is easy to understand and use, and it assists efficiently in the 
process of decision making of health professionals facing the demand for treatment in 
health centers, allowing quick access to the information they need to diagnose and 
treat people with tuberculosis. The proposed solution has demonstrated to be useful 
for patient care, to optimize and facilitate the work process, providing more time for 
patient care. 

After performing all the steps of this work, and especially the massive acceptance 
that the application obtained from your target audience, it is understood that the 
objective of this research has been achieved. Also mean that the solution presented 
here, is directly connected to an existing need for the professionals of health, who 
wish to streamline and facilitate the process of decision making so that they can 
devote more time to patient care. Completing this survey, it is possible to identify 
how future work : a) develop a web application that allows creation and editing 
guides , directly by health professionals ; b ) carry out the validation of the prototype 
by means of a clinical trial ; c ) adapt the application for use on tablets and create 
versions for Windows Phone and iOS platforms. 
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Abstract. Ambient Intelligence emerged more than two decades ago,
with the exciting promise of technologically empowered environments
that would be everywhere, cater to all our needs, be constantly available,
know who we are and what we like, and allow us to make explicit requests
using natural means instead of the traditional mouse and keyboard. At a
time in which this technological unravelling was expected to have already
happened, we still use the mouse and the keyboard. In this paper we
make a brief analysis of why is this evolution taking more than initially
expected. We then move on to analyse several different projects that are
innovative, in the sense that they encompass fields of application that
go beyond the initially envisioned, and show the diverse areas that AmI
systems may potentially come to change.

Keywords: Ambient Intelligence, Future, Innovative Scenarios.

1 Introduction

In 2001, [5] described four scenarios for Ambient Intelligence, that depicted
"what living with ’Ambient Intelligence’ might be like for ordinary people in
2010". In the first scenario, ’Maria’ – Road Warrior, Maria is someone who is
travelling in Europe with a very lightweight hand baggage and no "traditional"
personal computing devices: all these have been replaced by the ’P-Com’ on her
wrist. This device identifies Maria and takes care of going through the airport
security, arranges for a rented car, carries her preferences so that the hotel room
can adapt to her, among other features. In Scenario 2, ’Dimitrios’ and the Digi-
tal Me’ (D-Me), the main character has a digital avatar embodied in his clothes
that is constantly building his profile from the observation of his interactions.
D-Me is essentially a very advanced personal assistant, with the autonomy of
taking certain decisions in a way that resembles what Dimitrios would do in a
similar situation. This way, Dimitrios is free to worry about other issues, while
his digital version takes care of certain aspects for him. The third scenario details
the daily life of Carmen, in a city-area AmI. Carmen can ask her AmI system to
arrange for a ride for work in a shared car, asks her fridge to buy the missing in-
gredients for a recipe, enjoys an efficient car travelling system that avoids traffic
jams and is notified when particular items she is interested in buying are on sale.
Essentially, this scenario depicts the advantages of AmI in traffic management,
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sustainability and commerce. Finally, scenario 4 details the hypothetical use of
AmI for Social Learning, with an emphasis on scheduling, people’s information
sharing (e.g. expertise, cv, background) and an ongoing analysis of the mental
state of the participants.

Still today, all these scenarios remain in the field of science-fiction. Interest-
ingly enough, the hardware requirements are met (e.g. we can develop a fridge
that does online shopping, we can develop an app that shares our background
and expertise with people around us). There are however, other questions that
hold this development back. Do we really want our fridge to decide on the quality
and price of the groceries we buy? Do we really want our personal information
to be available to strangers? Indeed, there are many challenges that still remain
and go beyond the technological ones. this paper briefly addresses these chal-
lenges and then moves on to show that, despite the challenges, the diversity and
novelty of AmI applications does not decrease and, still, we expect a near future
in which a more seamless integration of technology in our lives takes place.

2 What Is Holding It All Back?

It is now clear that the development of Ambient Intelligence didn’t meet the ini-
tially expected pace. This can be attributed to a large (and perhaps increasing)
number of challenges. One of these challenges, often disregarded by computer
scientists (who form the backbone of AmI development) concerns privacy, iden-
tity and security issues. In [14] the authors make a thorough analysis of 70 AmI
projects, principally in Europe, concerning these issues. They conclude that in
general, current projects present a rather too sunny view of our technological
future, ignoring or postponing dealing with some pressing issues. The authors
also make an interesting reference to he SWAMI project (Safeguards in a World
of Ambient Intelligence) which, against this trend, has constructed what they
deemed "dark" scenarios [28], to show how things can go wrong in AmI and
where safeguards are needed. Once again, some of these safeguards had already
been put forward by [5], while others emerged more recently. As Rouvroy and
Brey separately put it, the challenge here is to preserve the individual freedom
to build one’s own personality without excessive constrains and influences while
have control over the aspects of one’s identity that one projects on the world
[20,6].

Marzano, on a different view, looks at the cultural implications of an unreg-
ulated or indiscriminate growth of AmI, making a parallel with the industrial
revolution [1]. As later was proved to be, more was not necessarily better at the
time: take for instance consequences such as the pollution. Right now, smarter
may also not be necessarily better. Indeed, we may simply not want a smart
juicer or a talking toaster. The decisions we make now will shape us as a society
in the future, as the decisions in the industrial revolution resulted in today’s
society, for the better and the worse. We must also look at works such as [10],
that point out how even the same application of AmI, in the specific case of the
paper domestic assistive robots, may be perceived differently, and must thus be
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developed differently, in different cultures, even when these different cultures are
within the European context.

Then, and moving to what is most likely the field of the reader, one must also
consider the immense technological challenges that are still ahead. One the one
hand, we have the challenges that are related to the physical constraints and
nature of the necessary hardware. In [12] the authors examine the intricate rela-
tionship between the growing need for more computational and communicational
power to support increasingly complex services and, at the same time, the need
for smaller, more lightweight and efficient devices. It is easy to understand how
the objectives of these two fields conflict. Many other technological challenges
exist. [8] provide a fairly detailed analysis of these challenges, touching issues
such as: (1) the need for increase sensibility, closely related to the assessment of
needs and preferences (e.g. a system should be able to know when a new event is
important enough to interrupt a user at a given time); (2) the limits of battery
life; (3) the simultaneous modelling of several users in the same environment;
(4) methods to increase human socialization and interaction in order to avoid
the risk of encouraging people to stay home enjoying their AmI systems; (5) the
need for increased autonomy in middleware layers; among many others.

Another issue holding back a faster development of AmI that is not so fre-
quently mentioned is the scatter of research efforts. Indeed there are currently
many different institutions doing research on very similar topics. When these in-
stitutions want to conciliate efforts they may find it difficult to do so since they
use different technologies, standards or approaches. Facilitating this integration
and interoperability could result in a coming closer of different teams, whom
could join efforts and more efficiently work together for the same goal.

3 Ambient Intelligence: Diversity and Innovation

Despite the (non-exhaustive) list of challenges presented in the previous section,
which seems to only get bigger as research projects approach implementation
phases, new fields of application, with extensive lists of advantages, continue to
emerge. These prospective advantages are what keeps pushing research forward,
despite the numerous challenges. This section presents several fields in which
innovative applications of AmI are being developed.

Context-Acquisition

The gathering, storing, management and provision of contextual information
about the user for supporting decision-making are some of the key operations
in most AmI systems. Indeed, and depending on the domain and objectives of
the application, aspects such as the geographical location, the time of the day,
the level of noise or luminosity, the task the user is currently enrolled in or the
persons the user is with may be of preponderant importance for the correct provi-
sion of services. Particularly, a growing interest exists in the scientific community
towards the development of approaches that can acquire and mange context in-
formation autonomously and with minimum explicit interaction with the user.
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Examples of such approaches can be found in [18], in which the conflict handling
style of users of an Online Dispute Resolution tool is automatically classified,
or in [25], in which several examples of context-awareness in mobile tourism
guides are presented. More general-purpose approaches can also be found, such
as CoWSAMI, a middleware infrastructure that enables context awareness in
open ambient intelligence environments, consisting of mobile users and context
sources that become dynamically available as the users move from one location
to another [3].

Education

The technological evolution led to significant changes in the Teacher-Student
relationship, which does not take part necessarily face-to-face any more and
may rely on communication tools that are always poor replacements for our
rich communication processes. Interestingly enough, AmI seems to be one pos-
sible way of dealing with some of the unaddressed challenges that result from
this rapid (and sometimes without control) technological change. One of these
challenges is the lack of contextual information of current online communication
tools, which are often regarded as cold and impersonal. Teachers and students,
that until recently communicated face-to-face, now do it over forums and text-
based chats, which makes communication far poorer. In [19], the authors depict
a non-invasive way of building contextual information about users of e-Learning
tools, that can compile important information for improving the decision-making
processes of teachers, namely concerning aspects such as the level of stress or
fatigue of students. To overcome similar issues, [17] developed virtual tutoring
anthropomorphic characters that provide guidance and motivation to the users
and give the feeling that users are being observed, followed and their actions
understood. To better accomplish this, the characters are enriched with contex-
tual behavioural models. On another example [2] detail an augmented desk, to
be used in the classroom, and improve the learning experience of the student. In
a more specific

Robotics

Robots were always part of the Artificial Intelligence imaginary. Traditionally,
each person, in a near future, would presumably have a robotic companion,
probably in a humanoid form, taking the role of a multi-faceted personal assistant
that would cater to all our needs. Research and technological evolution seem to
be pointing to other direction. Indeed, the most likely scenario is the one in
which an ecology of agents, generally our traditional appliances and hardware,
have communication capabilities and coordinate in order to service us, through
some kind of enabling middleware [13]. Robots, literally, can also be conceived
that behave similarly, sharing our environment and moving naturally through
it while providing their services [23]. A mixed scenario is also envisioned by
researchers in which traditional appliances and robots, in the true sense of the
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word, coordinate their efforts in order to accomplish their goals and, in doing
so, implement AmI [22].

Health

The Healthcare sector is currently one of the technologically most advanced ones.
It thus comes as no surprise that many different projects can be found in this
field. Two main trends can be identified: the provision of healthcare services at
home and the support of healthcare in the hospital. In both scenarios, the main
aim is to decrease healthcare costs while making it more accessible, personal-
ized and available [21]. In the home scenario, most of the projects target the
support of the elderly, the so-called assisted living, to provide them with more
independence and quality of life [7]. In the healthcare institution, one can find
projects to deal with very specific types of scenarios (e.g. Alzheimer patients
[11]) as well as more generic ones such as the use of discrete hidden Markov
models for classifying the activities of healthcare practitioners [24]. Concerning
the very particular case of mental disabilities, [26] presents a tool for the assess-
ment of cognitive skills of mentally disabled working people, which can be quite
important for improving disabled people’s performance and self-esteem in their
workplaces.

Transportation

Given that we spend a significant part of our lives travelling back and forth,
transportation is another field in which the use of Ambient Intelligence could
translate into multiple advantages, as pointed out by [8]: (1) train stations,
buses, and cars can be equipped with technology that can provide fundamental
knowledge about how the system is performing; (2) identification of potential
improvements by using the system more effectively, that can result in the im-
provement of the experience of people; (3) GPS-based spatial location of public
transportation vehicles and services; (4) vehicle identification and image process-
ing to make transport more fluent and hence more efficient and safe, or to detect
situations of interest in busy conditions [27], among many others. The coming
together of these and other technological evolutions could result in significant
improvements in currently challenged transportation networks.

Emergency Services

Emergency services and their organization constitute a complex and critical field
in which one can also find applications for Ambient Intelligence. Here, the main
objectives are the provision of mission-critical knowledge in real-time and the
coordination of the different actors, as addressed by the AMIRA project [4].
[16] further discuss the possibilities of AmI in emergency services, namely their
potential role in the rapid organization of virtual response teams as well as the
support for the communication and coordination of the members of such teams,
even in the cases in which they span different countries.
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Culture

Ambient Intelligence is also being researched as a way of implementing better
access to sources of culture. An example of a project in a domestic environment
is GENIO, that besides other services provides the user with easy and intu-
itive access to music, videos and pictures, accessible through voice commands
"heard" by the system from a microphone worn by the user on the chest [15]. In
an outdoors example one can find DALICA: a project that provided access to
information about geographically spread monuments in a geographical area in
Villa Adriana, Italy [9]. The users can visit the different stone monuments and
automatically receive information on the smartphone as they approach them.
In the overall, AmI can make access to culture more intuitive, personalized and
automatized, making the whole experience more pleasant.

4 Conclusions

Ambient Intelligence has not grown as fast as initially expected. The natural
interfaces, always present and proactive assistants or the seamless experience
still seem far from reality. Several challenges have been pointed out that can
explain, at least in part, this delay. These include technological (mostly at the
level of integration), cultural, and safety and privacy-related challenges.

Interestingly enough, this does not prevent new ideas and new fields of appli-
cation from emerging. Indeed, we continue to see an increasing diversity of the
areas in which AmI would result in amazing advantages. These areas include,
as depicted in this paper, sensitive ones such as healthcare, transportation or
emergency services as well as more "traditional" ones such as education or home
assistants.

It seems rather contradictory that a field with so many challenges still to be
addressed continues to expand, to grow in different directions, most likely finding
additional new challenges. The truth is that this expansion cannot stop. The real
possibilities of AmI and the advantages of its application in so many fields are
what continues to push research forward. There is the need to show what can
actually be done once the challenges are overcome. Once these challenges are
overcome and the technology finally unravels as expected, what was once science
fiction will become reality, giving the feeling of a new technological evolution.
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Abstract. With the increase of the Information and Communication 
Technologies in all aspects and sectors of our life, a world of unprecedented 
scenarios is arising. Some of these scenarios are the explosions of new and 
different Healthcare projects that intend to decrease the economical and social 
costs of the real ageing population phenomenon, through the delocalization of 
healthcare services delivery and management to the home. These Ambient 
Assisted Living environments, which we have taken a step forward with the 
introduction of proactive techniques for better adapting to its users, usually 
elderly or chronic patients, are now entering a new phase: users with no special 
help needs also need to have a healthier Active Ageing. Since the direct 
correlation between physical activity and health is well established, we present 
here an idea to better achieve this goal. 

Keywords: Ambient Assisted Living, e-Health, Physical Monitor, Active 
Ageing. 

1 Introduction 

The direct correlation between physical activity and health is well established by 
numerous publications [1]. Also, these reports called attention to the health-related 
benefits of regular physical activity that did not meet traditional criteria for improving 
fitness levels - for example, short sessions (less than 20 minutes) and less than 50% of 
aerobic capacity. An important goal was to clarify for the public and health 
professionals the amounts and intensities of physical activity needed for improved 
health, lowered susceptibility to disease, and decreased mortality. Moreover, these 
publications documented the dose-response relationship between physical activity and 
health: some activity is better than none, and more activity, up to a point, is better 
than less. It is clear that additional amounts of physical activity provide additional 
health benefits. There is also evidence for an inverse dose-response relationship 
between physical activity and all-cause mortality, overweight, obesity and fat 
distribution, type 2 diabetes, colon cancer, quality of life, and independent living in 
older adults. 

Two conclusions from the 1996 U. S. Surgeon General’s Report, presented in [1], 
are worth to note: i) important health benefits can be obtained by including a 
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moderate amount of physical activity on most, if not all, days of the week; and, ii) 
additional health benefits result from greater amounts of physical activity.  

A diversity of exercises to improve the components of physical fitness is 
recommended for all adults. The health-related components of physical fitness include 
cardiovascular (aerobic) fitness, muscular strength and endurance, flexibility, and 
body composition. Other exercises improving neuromuscular fitness, for example 
balance and agility, are also recommended, principally for older adults.  

Various methods are used to guide exercise prescription, including Heart Rate, 
Oxygen Uptake, Ratings of Perceived Exertion (RPE), OMNI, talk test, affective 
valence, absolute energy expenditure per minute (kcal·min-1), percentage-predicted 
maximum HR (HRmax), percent oxygen update, and METs (metabolic equivalents) 
[1]. Each of these methods for monitoring prescribed exercise may result in 
health/fitness improvements when properly applied [1].  

In the context of VirtualECare, a high level of interaction and user feedback 
response to the prescribed exercise can be achieved using RPE method. The 6-20 
Borg Rating of Perceived Exertion [2] is a way of measuring physical activity 
intensity level. Perceived exertion is how hard you feel like your body is working. It 
is based on the physical sensations a person experiences during physical activity, 
including increased heart rate, increased respiration or breathing rate, increased 
sweating, and muscle fatigue. As an alternative to using HR alone to clinically 
determine intensity of exercise, the Borg rating is useful [3]. Monitoring of physical 
activity is also important in so many contexts [4, 5]. For example, the inability to 
perform exercise without discomfort may be one of the first symptoms experienced 
by patients with heart failure and is often the principal reason for seeking medical 
care [6]. 

Recording the Borg rating is easily implemented with VirtualECare and may serve 
several objectives: 

• As a way to prescribe physical exercise; 
• To monitor the physical activity, compare it with prescribed exercises in 

order to adjust their intensity; 
• To monitor a health status that may require medical attention. 

1.1 Related Work 

Although the use of technology for monitoring health at home is now widespread, 
some challenges are yet unexplored, like the integration of common home appliances 
(TV) and mobile platforms (smartphones, tablets) with information technologies.  

The availability of smartphones equipped with a rich set of sensors has enabled 
ubiquitous human activity recognition on mobile platforms. Monitoring daily physical 
activities and their levels of intensity helps in recognizing the health and wellness of 
the users as a real-world application. Mobile phones are ubiquitous, unobtrusive, and 
easy to use, making them a suitable platform for inducing behaviour change for a 
healthier and more active lifestyle.  
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Several health related strategies and types of interventions have been implemented 
with mobile phones [7]: 1) tracking health information; 2) involving the healthcare 
team; 3) leveraging social influence; 4) increasing the accessibility of health 
information; 5) utilizing entertainment. The first two are of particular interest for 
VirtualECare. Tracking health information and involving the healthcare team has 
been achieved using a variety of intervention types, such as, but not limited to [7]: 
 

• Native applications designed to support recording one or more health-related 
behaviors (e.g., physical activity or food intake), and relevant measures (e.g., 
blood glucose levels, or blood pressure), the most interesting ones 
implementing automated sensing for tracking; 

• Remote coaching interventions - the tracking data collected on mobile 
phones is uploaded to a website where it is reviewed by a member of the 
healthcare team, who works with patients to help them learn to manage their 
conditions more effectively; 

• In addition to remote coaching, mobile phones are frequently used to monitor 
patient’s health and to alert the healthcare team if risky symptoms develop 

 
Modern smartphones already offer media-rich and context-aware features that are 

useful for e-health applications. A 2011 review for the iOS platform alone [8] 
identified more than 200 health-related applications. Although the biggest group was 
about medical information reference, the mobile users largely favoured tracking tools. 

Specifically for the elderly, mobile phones are promising functionalities and 
applications that can satisfy the requirements and needs of older people, in order to 
improve their quality of life. The needs and expectations of the older persons adopting 
mobile phone include [9]: feeling safe and secure; memory and daily life activity aids; 
traditional use as communication device enabling contacts with friends and family; 
freedom of movement (involves both self-determination and empowerment); and 
services that promote their physical and mental well-being for a healthier independent 
life. 

Many publications show that mobile phones are fit for activity recognition for 
everyday life and physical activity monitoring using built-in sensors [10-15]. In the 
same line of thought, more elaborated uses challenge our attention, such as gesture 
recognition [16], prescribing and monitoring rehabilitation exercises [17] or the use of 
serious games to promote health [18, 19]. 

1.2 VirtualECare 

The VirtualECare project (Figure 1) envisions a new and effective way of providing 
healthcare, where the treatment will no more be institution centred but, instead, will 
shift to be user centred, resulting in a better and cheaper service for both the user and 
the provider, through remote monitoring and assessment of user vital data and real 
time location. This same data, after adequate processing, can conduct to alarms, 
recommendations or even actions to assist the needed patient while he maintains is  
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Fig. 1.The Original VirtualECare Project 

normal, day-to-day, life. These new healthcare provision approximations bring great 
advantages that may also be extended to relatives and friends of the patient, since they 
can be informed, in real time, of his actual condition allowing them to also intervene 
in case of necessity [20, 21]. 

As a consequence of this new way of healthcare provision we had the need to 
enrich the patient home with Ambient Intelligence (AmI) and, more concretely, 
Ambient Assisted Living (AAL) technologies. This approximation allowed us to 
better respond to the patient specific needs, modulating his home environment as 
needed in order to better respond to his expectations [22]. 

2 VirtualECare2 

This project aims to develop a new module to the VirtualECare platform [23], that is 
already able to remotely monitor the health and wellness of its users while 
comfortably in their usual habitat (at home), allowing the formal caregivers and 
relatives to closely follow their condition and evolution. Additionally, this also 
represents the first step in the evolution to VirtualECare2 with new user, non-
obstructive, interfaces, inclusive in the used hardware, based on TV and mobile 
platforms (e.g. tablets and smartphones). The objective is to use hardware that is 
already, and each day more traditionally, inside, and even considered part, of the user 
traditional habitat (e.g. home). We believe that through the use of this type of 
hardware the usual user initial renitence will be easily overtaken. 

2.1 Physical Activity Monitor 

Currently we are planning to use the Physical Activity Monitor module not only to 
monitor the user day-to-day activity, but also to suggest essential wellbeing exercises 
in order to help maintaining some basic activity. Additionally, and in case of users 
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with prescribed exercises, the Physical Activity Monitor may also be used to doctor 
interaction, supervision and progress report.  

All the user interaction with the Physical Activity Monitor will be based on 
VirtualECare2 new user-friendly interface, based on TV with Android operating 
system, including Google TV/Android TV. This kind of interaction, using traditional 
hardware, is known for best and fastest adoption by users. The physical movements 
monitoring will be made using Android based sensors smartphones, simulating the 
more traditional Kinetic approach, but without the need for the Kinetic hardware. 

Since VirtualECare system architecture (Figure 3) was idealized to be a modular 
one, in order to allow the addition of new modules in the future, the addition of this 
module is easily done using the already existing underlying OSGi framework, inside 
the user home, since the Physical Activity Monitor should not stand in the “cloud”, 
but in the user traditional environment, in some way similar to the Recognition 
Module [24], interconnected with the existing local technologies. This decision will 
also allow user monitored Physical Activity even if, for some reason, the connection 
to the “cloud” is lost, being the events afterwards synchronized recurring to R-OSGi 
or the more traditional web services approach. 

 

 

Fig. 2. VirtualECare Modular Architecture 

3 Conclusions and Future Work 

In this paper we present the initial evolution for the original VirtualECare platform to 
VirtualECare2 platform. Although maintaining the user-centric initial characteristics, 
in this version 2 approach we pretend to take them to a all new level of human 
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computer interaction. For the first version 2 launch we pretend to add one additional 
module, the Physical Activity Module, build with these new interaction and them, 
progressively, migrate all the other modules. With the Physical Activity Monitor we 
are bringing the use o TV and smartphone hardware to the user environments, or 
better, we are giving the already available TV and smartphone some additional usage. 
We believe users will better accept the introduction of such additional usage since no 
new, and somehow “strange” hardware, is added to the environment.  

We are now working on the development of this new-presented module and 
verifying how it can be seamless integrated in our AAL system. We are also testing 
some low cost TV devices (e.g. Google TV and Android TV) and smartphone 
interaction, which will allow us to achieve the pretended results. 
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Abstract. Quartz crystal microbalance (QCM) sensors are used to measure and 
classify odors. In this paper, we use seven QCM sensors and three kinds of 
odors. The system has been developed as a virtual organization of agents using 
the agent platform called PANGEA (Platform for Automatic coNstruction of 
orGanizations of intElligents Agents), which is a platform to develop open mul-
ti-agent systems, specifically those including organizational aspects. The main 
reason that justifies the use of the agents is the scalability of the platform; that 
is, the way in which it models the services. The functionalities of the system are 
modeled as services inside the agents, or as SOA (Service Oriented Approach) 
architecture compliant services using Web Services. In this way, it is possible to 
improve odor classification systems with new algorithms, tools and classifica-
tion techniques. 

Keywords: Odor sensing, odor classification, multi-agent systems, virtual or-
ganizations, QCM sensors. 

1 Introduction 

During the last years, major advances have been made in the field of Ambient Intelli-
gence [1], [2], which has come to acquire significant relevance in the daily lives of 
people [5], [6], [7]. Ambient Intelligence adapts technology to people’s needs by pro-
posing 3 concepts: ubiquitous computing, ubiquitous communication and intelligent 
user interfaces. The development of new frameworks and models to allow informa-
tion access, independently of the location, is needed in order to achieve these targets. 
Wireless sensor networks [3], [4], [22], provide an infrastructure, which is able to 
distribute communications in dynamic environments by incrementing mobility and 
efficiency independently of the location. Sensor networks interconnect a large amount 
of sensors and manage information in the intelligent environment. Many times infor-
mation management is done in a distributed way. However, it is necessary to have 
distributed systems with enough capabilities to manage sensor networks in an effi-
cient way and to include elements with some degree of intelligence that can be  
embedded in the devices and act both autonomously and in coordination with the 
distributed system. Multi-agent systems are a suitable alternative to perform this type 
of systems. 



242 S. Omatu et al. 

There are several proposals to build smart environments that combine multi-agent 
systems and sensor networks [8], [9], [10], [11], [12], [13] , [14], [15], [16], [17], 
[18], [19], [20], [21]. New approaches are needed to support evolutional systems and 
to facilitate their growth and runtime updates. The dynamics of open environments 
have promoted the use of Virtual Organizations of Agents (VOs). A VO [25], [26], 
[27], [28], [29] is an open system designed for grouping; it allows for the collabora-
tion of heterogeneous entities and provides a separation between the form and  
function that define their behavior.  However, it is not possible to find an existing 
multi-agent architecture to work on the concept of virtual organizations and to pro-
vide agents capable of working with any type of sensor or device. This article consid-
ers different types of odor sensors and aims to classify odors according to sensing 
data by using quartz crystal microbalance (QCM) sensors. QCM sensors are sensitive 
to odors and allow the precise measurement of odor data. Using many QCM sensors, 
we will attempt to classify various kinds of odors based on neural networks. To model 
the system, virtual organizations of agents, which are capable of bringing a greater 
number of possibilities, are presented. These agents are connected with PANGEA 
[23], a multi-agent platform designed on the basis of virtual organizations, aimed at 
the creation of intelligent environments. 

Over the last decade, odor-sensing systems (called electronic nose (EN) systems) 
have undergone important developments from a technical and commercial point of 
view. EN refers to the ability to reproduce the human sense of smell by using sensor 
arrays and pattern recognition systems [30].  

The authors in [31] present a type of an EN system to classify various odors under 
the various densities of odors based on a competitive neural network by using learn-
ing vector quantization (LVQ). The odor data were measured by an odor sensor array 
made of MOGSs. We used fourteen MOGSs of FIGARO Technology Ltd in Japan. 
We considered two types of data for classification in the experiment. The first type 
included four types of teas, while the second included five types of coffees with simi-
lar properties. The classification results of teas and coffees were approximately 96% 
and 89% respectively, which was much better than the results in [32], [24]. 

The article is structured as follows. First, the PANGEA platform is described in 
section 2, detailing the structure of the virtual organizations used in the odor classifi-
cation case study. Both the platform and virtual organizations are evaluated in a case 
study consisting of an intelligent environment for odor recognition. Finally the results 
of the case study and the conclusions reached from this research are presented. 

2 Case Study: Development of a VO for Odor Classification 

This central section of the article presents the integration of the system and the sen-
sors used in the multi-agent architecture, and explains the main concepts of QCM 
sensors. In addition, an overview of the odor sensing system and the measures of odor 
data used are described. 
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2.1 Integration in a Multi-agent Platform (PANGEA) 

With the development of ubiquitous and distributed systems, it is interesting to have 
new agent platforms that facilitate the development of open agent-architectures that 
can be deployed on any device. PANGEA [23] is an agent platform based on organi-
zational concepts. It can model and implement all kinds of open systems, encouraging 
the sharing of resources and facilitating control of all nodes where the different agents 
are deployed. 

It is essential to have control mechanisms that enable new devices to be included in 
a single platform where they can be easily integrated, managed and monitored. In this 
case PANGEA, with its model of agents and organizations, provides the necessary 
features to function as the base platform when developing a comprehensive system. 

In order to facilitate control of the organization, PANGEA has several agents that 
are automatically deployed when starting the platform operation: OrganizationMa-
nager and OrganizationAgent are in charge of the management of the organizations 
and suborganizations; InformationAgent is in charge of accessing the database con-
taining all pertinent system information; ServiceAgent is in charge of recording and 
controlling the operation of services offered by the agents; NormAgent is in charge of 
the norms in the organization; and CommunicationAgent is in charge of controlling 
communication among agents, and recording the interaction between agents and or-
ganizations.  

In addition to the intrinsic PANGEA agents, the organizations developed in the 
present system are the following: 

─ Odor-recognition sensors organization. In this organization all agents belonging to 
an individual odor recognition system is deployed. Such agents may also be of dif-
ferent types (sensor agents, interface agent and identifier agent).  

─ Sensor control central organization. In this organization the agent interface type is 
included, representing each of the odor-recognition sensors organizations together 
with an adapter agent. 

Communication in this case is restricted only to the existing agents in the same or-
ganization, in addition to the control agents that the PANGEA platform offers (as is 
the case of the Information Agent, which accesses the database). 

Each type of agent is engaged in a well-defined task, as explained below: 

─ Sensor agent. It is exclusively dedicated to performing sensor readings and provid-
ing the latest value when an authorized agent requires such data. 

─ Identifier agent. Its function is to perform the necessary calculations for the identi-
fication of odors. It makes use of the ability to communicate with the sensor 
agents, which require the data needed to perform these calculations. 

─ Interface agent. This kind of agent is present in the two types of virtual organiza-
tions cited. It is responsible for providing a communication link with the agents 
outside their own organization of odor-recognition sensors that are authorized to 
establish two-way communications using the appropriate communication format. 
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Fig. 3. LVQ structures 

occurs, then the weighting coefficients ,   are corrected so that the error be-
comes smaller based on the error back-propagation algorithm. 

Next, we will show the LVQ: 
The structure of LVQ is two layered, consisting of an input layer and a competitive 

layer as shown in Fig. 3. 
In order to classify the odors we adopt a two-layered neural network based on the 

learning vector quantization method as shown in Fig. 3. Learning vector quantization 
is a supervised learning method for the purpose of pattern classification for input data. 
The learning method is given by the following steps: 

 
Step 1. Set the initial values of wij (j=1,2,…M, i=1,2,..,n) , T, and  (> 0) where 

T is the total iteration number for learning, n is the number of input, M is the number 
of neurons in cluster j, and  is the initial value of the learning rate. 

Step 2. First, calculate proximity to the coupling coefficient vector WJ of the input 
vector x and neuron j in the sense of Euclidean distance. The neuron with the closest 
coupling coefficient in the sense of Euclidean distance in the competitive layer neuron 
is detected by following equation for the input pattern.  

x  

x min       

Step 3. If the input vector and winning neuron c belong to the same class, then 
change  by using the following equation: 1 ,                                                    1 ,  
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where  

                               1 . 
If the input vector and neuron c belong to the different class, then 
change  by using the following equation: 1 ,                                                    1 , . 

Step 4.  If t<T, Go to Step 2 
Using the above recursive procedure, we can train the odor data. 

2.3 Principle of QCM Sensors 

The QCM has been well-known to provide very sensitive mass-measuring devices in 
nanogram levels. Synthetic polymer-coated QCMs have been studied as sensors for 
various gas works as a chemical sensor. The QCM sensors are made by covering the 
surface with several kinds of a very thin membrane with about 1 mm, as shown in 
Fig. 4. The QCM sensor is integrated into a resonance circuit. If the film absorbs the 
odor molecules, the oscillation frequency is reduced since the mass of the vibrator is 
changed. 

Therefore, the frequency (of the QCM) will change according to the deviation of 
the weight due to the adsorbed odor molecular (odorant). In this paper we have used 
the materials shown in Table 1. The basic approach used here is a sol-gel method. The 
process is a wet-chemical technique used for the fabrication of both glassy and ceram-
ic materials. The manufacturing of a film was done by the following procedure. 

MTMS (1): Trimethylsilane, ethanol, water and nitric acid. (2) Once stirred, 2-
ethyl acrylate (PFOEA) was added to a solution of 1. 

Here, HTMS: C  and PFOEA: F C  

Table 1. Chemical materials used as the membrane.We used seven sensors using a solution of 
three types of in this paper. 

 

, (0.015g),30%HN (10μL),
, (0.030g),30%HN (10μL),
,30%HN (10μL),
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Fig. 6. Permeater and QCM sensors 

Table 2. Kinds of odors measured in this experimet 

 

2.5 Measurement of Odor Data 

We have measured four types of odors as shown in Table 2. The sampling frequencies 
are 1[Hz]. Diffusion tubes are used to control the density of gases. This is because it 
is possible to generate the gas at various concentrations by using a diffusion tube 
through Permeater. Odor data are measured for 900 [s]. They may include impulsive 
noises due to the typical phenomena of QCM sensors. To remove these impulsive 
noises we adopt a median filter which replaces a value at a specific time by a median 
value among neighboring data around the specific time. In  Fig. 7 we show the mea-
surement data for the symbol A where the horizontal axis is the measurement time 
and the vertical axis is the frequency deviation from the standard value (20M[Hz]) 
after passing through a three-point median filter. 

  

Fig. 7. Measurement of odor data 

p

Symbols Kind of odors

A ethanol

B toluen

C ethly acetatate
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Here, seven sensors are used. The maximum value for each sensor among seven 
sensors is selected as a feature value for the sensor. Therefore, for one odor, there are 
seven sensor values, which will be used for classification. 

3 Conclusions and Results 

In order to classify the feature vector by using error-back propagation, we allocate the 
desired output for the input feature vector, which is a seven-dimensional vector, as 
shown in Table 3. By adding the coefficient of variation to the usual feature vector, 
the variations for odors are reduced. The training was performed until the total error 
was less than or equal to 1×10−2 where η=0.8. 

Table 3. Training data set for ethanol (A), toluene (B), and ethyl acetate (C) 

Symbols Output A Output B Output C 
    A 1 0 0 

    B 0 1 0 

    C 0 0 1 

 
We have examined two algorithms, a learning vector quantization, and error back 

propagation. In learning vector quantization and error back propagation, the training 
sample number P’= 8 and test sample number is three. 

The total number of classification of 100 test samples is checked. The results are 
summarized in Table 4 and Table 5. 

Table 4. Classification results for learning vector classification (LVQ) 

Odor data 
Classification results (97%) 
A B C Correct 

A 100 0 0 100 

B 1 97 2 97 

C 4 1 95 95 

Table 5. Classification results for layered neural networks 

Odor data 
Classification results (88%) 
A B C Correct 

A 86 14 0 86 

B 14 84 2 84 

C 2 3 95 95 

 
We have presented the reliability of a new EN system designed from various kinds 

of QCM sensors. We have shown that after training the neural network for each odor, 
we were able to classify the original odor from the mixed odors in the case of two 
odors.  
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In addition, we have proposed and developed a multi-agent system which is able to 
increment the percentage of correct outputs and reduce the training time by sharing all 
the data between other similar odor detecting systems, and correcting the error be-
tween their sensors. The multi-agent system implemented in PANGEA performs 
communication, control and data management services in a distributed and flexible 
way. In the case study presented, a classification method is implemented. However 
the use of PANGEA makes it possible to extend the system by using new methods for 
the classification of odors and making the system scalable in terms of functionality. 
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