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Abstract. Understanding picture by computer has become one of the most im-
portant topics in computer science. However, there are few researches have been
reported about human like picture understanding by computer. The main reason
of difficulty is that lots of picture expressions contain more lyric aspect than natu-
ral language expressions. Comic is one of the best target of picture understanding
researches because pictures in comics express simply and clearly story, therefore
we can presume that pictures in comics have strong universality. Picture under-
standing is defined as understanding situations and estimating transition between
current scene and next scene. In this paper, The novel method which generates
pictures using prepared picture parts and image objects databases is proposed.
We also show the 2-scene comics creating system using user inputs picture and
propose the representation of picture state transition.

Keywords: Automatic Drawing Picture, 2-scene Comic Creating System, Pic-
ture State Transition, Picture Model, Introducing Semantics to Picture, Comic
Engineering.

1 Introduction

Creating products of human intellectual activities such as novels, comics and musics is
ultimate purpose of artificial intelligence. The picture is one of the most important rep-
resentations of such activities, and representation using pictures is a strong way to com-
municate because pictures in some cases include more information rather than text[1]
and are understandable for various people regardless of age and national origin.

In the field of picture research, despite current advances of image recognition[2,3,4]
and analyzing brain activities for images[5], there are few research about semantics of
picture[6,7]. To solve this problem, we have proposed a novel dialogue system called
Picture Information Shared Conversation Agent(Pictgent)[8] that shares conversational
background knowledge by showing prepared pictures with model to user. Though we
proposed the picture model to represent semantics of picture in Pictgent, we have not
obtained complete one because of difficulty of defining what picture is. In order to
solve the problem, we have analyzed the structure of existing comics whether there are
certain relation between the story of 4-scene comics and transition of object. However,
unexpectedly, we failed to obtain clear constitution of pictures in comics. We found that
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lots of stories only use objects of human and balloon objects, hence the stories depend
on natural language in balloon and it is difficult to create semantics of picture by existing
comics. There have been reported another researches[9] of semantic representation of
picture, but no research has proposed complete picture model.

In this paper, we tried to propose system which can create comics like pictures flexi-
bly based on objects in the prepared dataset. We focused on 2-scene comics first because
this is the minimum set of pictures which contains some kinds of object transition. After
user inputing for 1st scene, the proposed method generates 2nd pictures based on 1st
picture automatically with utilizing picture objects transition database.

To achieve computer understanding pictures, 3 issues are required as follow:

1. Estimate situations in pictures.
2. Represent feel or emotion of picture numerically.
3. Expect next scene after current pictures.

We propose the method of creating 2-scene comics by user’ inputs in section 2. We
show the constitution of application in section 3. Finally, in section 4, we present the
conclusions of this study.

2 Proposed Method

In this section, we describe the proposed 2-scene comic creating system.

2.1 Representation of Picture in This Paper

In order to represent semantics of pictures for computer, we propose the ”picture model”
in which we define each of elements in pictures including background images and bal-
loons as certain object.

It is difficult to create reasonable picture model for all pictures. Therefore, as pre-
viously mentioned, we focused on 2-scene comics because 2 sequential pictures have
enough information rather than single picture. In this method, we should prepare dataset
including images of objects, information of objects, types of areas, drawing operator,
and transition. Each picture has above information and history, and those are represen-
tation of picture in this study.

2.2 Picture Model

In this study, initial picture p0 is generated by system. p0 is a blank picture or a back-
ground picture and has several areas determined by system. User can operate picture as
user input. User operation set in time t is represented by ut , and ut contains all kinds
of user’s operation for picture pt. pt+1 is created applying ut to pt. We describe this as
follows:

pt+1 =
∏

ui∈ut

ui pt (1)

where ui represents each user’s operations in time t.
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Fig. 1. cup (original image) Fig. 2. cup (apply φ̂divide)
Fig. 3. cup

(apply φ̂rotateφ̂divide)

The relation among pt, ot, ut , {Ot} and {Ut} is following:

{Ot} = {ot ∈ pt} (2)

{Ut} = {u1, u2, ..., ut} (3)

pt+1 =
∏

ui∈ut

ui pt =
∏

ui∈ut

ui

∏

ui∈ut−1

ui pt−1 (4)

... (5)

=

t∏

j=0

∏

ui∈u j

ui p0 (6)

Definite operation of ui ∈ ut is represented by drawing operator φ and operand object
in pt. Each φ also has specific augments such as color, angle or other objects. Object
ot is able to represent object transition. Object on in n-th scene has Markov model as
bellow:

on =

Nmax
n∏

i=0

φio0 (7)

where Nmax is total number of φ to applied to o. Nmax
n ≥ n − 1 because each ui contains

at least one φ.

2.3 Base Drawing Operator φ̂

Drawing operator φ has the function of transform for pictures. Product of several draw-
ing operators is also drawing operator and the set of base operator is defined as {φ̂}.
Increasing the number of base operators, the ability of representation of the system also
increases more and more because system can create lots of new images utilizing current
objects.

2.4 Implementation of Drawing Operator φ

In this paper, the system is written by Java and the operator is implemented by com-
mand pattern in design pattern[10]. Base drawing operator corresponds to command



462 M. Ueno, N. Mori, and K. Matsumoto

and product of drawing operator corresponds to macro-command. In Java implementa-
tion, product of operator is represented by using queue.

For example, φcrack which represents cracked transition is composed of base drawing
operator φ̂divide φ̂rotate.
φcrack is applied to object o from right side, 3 base drawing operators are applied to

o as follows:

φcracko = φ̂rotateφ̂divideo (8)

Figure 1-3 show the variation of image by applying base drawing operator of φcrack.

2.5 Flow of Proposed System

The basic flow of proposed system is described as follows1:

1. Select the base image as background for initial states. We define this picture as p0.
2. System waits for user inputs. User can decide several actions to p0. In this paper,

user action is only setting an object in objects set shown by system GUI. User can
set their interested object on one area of p0 with drawing operator and emotion
information. Any number of objects are added to p0 under condition of existing
only one object in each area. When user put an object to p′0, new areas decided by
set object are added to picture.

3. After applying all user inputs u to p0, p′0 is obtained. This p′0 become 1st scene.
4. System tries to change objects in p′0 based on user decided drawing operator and

emotion information to target object. New image of changed objects is obtained by
transition DB.

5. Applying all changes to p′0, p1 is obtained. p1 represents 2nd scene.

2-scene comic : p1 is final output.
n-scene comic : p′1 becomes p2. System waits for user inputs again and repeats

above flow until p′n−1 becomes pn.

2.6 User Input u

As mentioned above, user action is putting some objects on one area of the picture. User
decides the object and the area to set shown by system. Set objects in {Oset} and picture
objects in pt are different as though set objects become picture objects after user setting,
where {Oset} represents a group which is applicable to picture. When user sets the object
to picture, user also sets the “drawing operator” and “emotion” information to decide
transition pattern of setting object. Finally, user can decide following information by
one user input.

Object o in {Oset}. The object information of user setting object.
Area a. Set area of o.

1 p′t represents the latest picture after user decides several actions for pt in eq. 1. The operator
applied to p′t is decided uniquely based on user action and pt+1 is obtained after it is executed.
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Table 1. Object DB

ID Object Name Class Name Transition:Frequency Image File Path Included Area ID
1 cup container drink:4,crack:2,drop:1 /fig/cup.png null
2 cat animal bite:5,attach oneself to:3,run away:2 /fig/cat.png null
3 girl human stand:3,sit:1, · · · /fig/girl.png 2, 3, 4

Some objects have several areas with IDs where user can set a new object.
Class name is important information to use external resources such as Wordnet.

Table 2. Transition DB

ID Object ID Area ID Operator Name Emotion Name Drawing Operator
1 * * divide sad crack(Object ID)
2 * 2 * * drop(Object ID)

*: Wildcard
In database, we describe φcrack → crack(x).

Operator m. Operator type of setting object o.
Emotion e. User can set the emotion e of setting object. This information effects tran-

sition of o.

Using those information, system decide the transition of each objects in the current
picture. All transitions are represented by change of image. Therefore, system have to
prepare new images of all objects in picture after transition. Creating new images has
the difficulty of huge range of variation. To solve this problem, we prepared only basic
image sets and created various images to apply drawing operator to an images. For
example, we can create various image pattern of cup such as cracked cup, rotated cup
or different colored cup from only one cup image.

2.7 Databases in the Proposed System

Our final purpose is to establish a database which can represent the transition of objects
in 2.2. However, to make this, we have to decide the complete distribution model of
each object. Since this is a difficult task, we simplified the object transition that all
objects have only 1 transition result.

The transition pattern of each object is decided by type of object, area of object,
operator for objects and emotion of objects uniquely. We created those patterns based
on existing pattern of comics and common sense, e.g. cup is cracked or we use the
umbrella in the rain. Although we set only 1 typical pattern in this study, transition
patterns will be extended based on distribution of existing data in future work. We
created 4 databases (DBs) for managing those information as follows.

Object DB. Object DB manages the information of all objects. In object DB, each
object has the attributes of object name, class name, what kinds of transition and the
rarity in existed comics and common sense, image file path of image, area IDs. Table 1
shows the example of object DB.
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Table 3. AreaName DB

ID Area Name
1 whole
2 ground
3 hand

Table 4. Area DB

ID Area ID Object ID Start point of area End point of area
1 1 * (*, 170) (*, 190)
2 2 3 (20, 40) (40, 60)

*: Wildcard

Transition DB. Transition DB manages the distribution of object transition. This
database contains user input u as key and drawing operator φ as value. User Input u
is represented by following equation:

u = (object o, area a, operatorname m, emotion e) (9)

Operator name m is name string corresponding to each base drawing operator name.
Table 2 shows the example of transition DB.

In current transition DB, only 1 operator is considered for each u although u has the
distribution of several operators.

Area Name DB and Area DB. Area Name DB and area DB manage the area informa-
tion in picture. Though area is not appeared visually in the picture, this is important to
control the location of set objects. When user sets the object by mouse operation, user
can recognize the area by specific color.

Table 3 shows area name DB which has the relation between area ID and area name.
Table 4 shows area database which has the start point and the end point of area. The
start and end point of same area name are different among objects.

3 Application

We developed 2-scene comic creating system based on the proposed method. Figure 4
shows the outline of system. Figure 5 shows picture model of 2nd scene.

Followings are explanations of each part of system corresponding to the number in
figure 4.

1. Selectable background image. Select button of the base image for 1st scene. The
blank picture or prepared picture is able to be selected.

2. 1st scene image. The display area of 1st scene image. After applying user input, p0

becomes p′0.
3. Selectable areas. Areas where user can set object in 1st scene.
4. 2nd scene image. The display area of 2nd scene image which is generated by ap-

plying user input of 1st scene.
5. Operator & emotion. The display area of operator and emotion for set objects.
6. Selectable object. The display area of {Oset} which is set of user selectable objects.
7. Picture model. Picture model XML of 2nd scene.
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Fig. 4. Outline of 2-scene comic creating system
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Fig. 5. XML of 2nd scene
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Table 5. XML Tag of Picture Model

��� ���� ��������
��

�������� ��������
�� �� ������ ��� ����
���� �� ��
� ��� ���

������ �� 
� �
����� �� �� ������ �� ��� ���� �� 

��������������� ��������
�� �� ����
�� ���!
�� �������� �� ��� ��"

���� 

����
���� ��������
�� �� ���#� 
���� ��� ����
���� �� ��
�

��� ��� �
���� ����� ������ ������ ��� ���� ��� ����"

���� ���� ��� ����
�� ���� 

4 Conclusion

In this paper, we proposed the method of generating pictures automatically by applying
drawing operators to prepared objects.

Furthermore, we developed creating 2-scene comic system utilizing the proposed
method. Followings are important future work: (1) What kinds of information object
has. (2) How to relate user input and transition. (3) How much drawing operators are
required. If we solve those problems completely, we will create conversational sys-
tem between humans and computers, interactive picture book and drawing application
which displays comments about user’s drawing.
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