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Preface

Biological and biomedical research are increasingly driven by experimental techniques
that challenge our ability to analyse, process and extract meaningful knowledge from
the underlying data. The impressive capabilities of next generation sequencing tech-
nologies, together with novel and ever evolving distinct types of omics data technolo-
gies, have put an increasingly complex set of challenges for the growing fields of Bioin-
formatics and Computational Biology. To address the multiple related tasks, for instance
in biological modeling, there is the need to, more than ever, create multidisciplinary
networks of collaborators, spanning computer scientists, mathematicians, biologists,
doctors and many others.

The International Conference on Practical Applications of Computational Biology &
Bioinformatics (PACBB) is an annual international meeting dedicated to emerging and
challenging applied research in Bioinformatics and Computational Biology. Building
on the success of previous events, the 8th edition of PACBB Conference will be held on
4–6 June 2014 in the University of Salamanca, Spain. In this occasion, special issues
will be published by the Journal of Integrative Bioinformatics, the Journal of Computer
Methods and Programs in Biomedicine and the Current Bioinformatics journal covering
extended versions of selected articles.

This volume gathers the accepted contributions for the 8th edition of the PACBB
Conference after being reviewed by different reviewers, from an international com-
mittee composed of 72 members from 15 countries. PACBB’14 technical program in-
cludes 34 papers from about 16 countries of origin, spanning many different sub-fields
in Bioinformatics and Computational Biology.

Therefore, this event will strongly promote the interaction of researchers from di-
verse fields and distinct international research groups. The scientific content will be
challenging and will promote the improvement of the valuable work that is being car-
ried out by the participants. Also, it will promote the education of young scientists, in a
post-graduate level, in an interdisciplinary field.

We would like to thank all the contributing authors and sponsors (Telefónica Digi-
tal, Indra, Ingeniería de Software Avanzado S.A, IBM, JCyL, IEEE Systems Man and
Cybernetics Society Spain, AEPIA Asociación Española para la Inteligencia Artificial,
APPIA Associação Portuguesa Para a Inteligência Artificial, CNRS Centre national
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de la recherche scientifique), AI*IA, as well as the members of the Program Com-
mittee and the Organizing Committee for their hard and highly valuable work and
support. Their effort has helped to contribute to the success of the PACBB’14 event.
PACBB’14 wouldn’t exist without your assistance. This symposium is organized by
the Bioinformatics, Intelligent System and Educational Technology Research Group
(http://bisite.usal.es/) of the University of Salamanca and the Next Gen-
eration Computer System Group (http://sing.ei.uvigo.es/) of the Univer-
sity of Vigo.

Julio Sáez-Rodríguez
Miguel P. Rocha

PACBB’14 Programme Co-chairs

Florentino Fdez-Riverola
Juan F. De Paz Santana

PACBB’14 Organizing Co-chairs
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Katarina Kanurić, Edward Petri
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Agent-Based Model for Phenotypic Prediction

Using Genomic and Environmental Data

Sebastien Alameda1, Carole Bernon1, and Jean-Pierre Mano2

1 Universite Paul Sabatier, Toulouse, France
2 UPETEC, Toulouse, France

Abstract. One of the means to increase in-field crop yields is the use
of software tools to predict future yield values using past in-field trials
and plant genetics. The traditional, statistics-based approaches lack en-
vironmental data integration and are very sensitive to missing and/or
noisy data. In this paper, we show how using a cooperative, adaptive
Multi-Agent System can overcome the drawbacks of such algorithms.
The system resolves the problem in an iterative way by a cooperation
between the constraints, modelled as agents. Results show a good conver-
gence of the algorithm. Complete tests to validate the provided solution
quality are still in progress.

Keywords: Multi-Agent System, Adaptation, Self-organization, Phe-
notypic Prediction.

1 Introduction

Constant growth in global population, hence cereal consumption, increases the
pressure on food processing industries to meet this increasing demand[1]. In
this context, human and commercial necessity to produce more and more cere-
als implies the use of industrial processes that guarantee higher in-field yields.
Amongst these processes, genomic breeding is a widely used set of techniques en-
compassing mathematical and software tools able to predict a crop yield based
on genetics[2]. These tools, currently statistics-based, can be used to improve
yield by choosing plant varieties with higher genetic potentials. The statistical
methods traditionally used for these purposes lack the integration of environmen-
tal conditions in the predicting variables. Therefore, they have yet been unable
to predict the yield variability of a crop depending on the weather - and other
environmental parameters, such as the ground quality - it is exposed to.

To overcome this lack, we aim at building a system able to predict a yield
value, depending on experimental conditions, by using cooperative, adaptive,
self-organizing agent-based techniques. This system ought to be able to use raw
data without any preprocessing. The experiments run on this system use data
provided by seed companies, extracted from in-field maize experiments, which
are both noisy and sparse. To validate this system, leave-one-out test cases will
be executed to check its convergence.

J. Sáez-Rodŕıguez et al. (eds.), 8th International Conference on Practical Appl. of Comput. 1
Biol. & Bioinform. (PACBB 2014), Advances in Intelligent Systems and Computing 294,
DOI: 10.1007/978-3-319-07581-5_1, c© Springer International Publishing Switzerland 2014
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2 Problem Expression

2.1 Original Problem in Genomic Breeding

The problem is to predict the γi phenotype of an individual i (i = 1..n) knowing
a 1 ∗ p vector xi of SNP genotypes on this individual. It is generally assumed
that

γi = g(xi) + ei (1)

with g being a function relating genotypes to phenotypes and ei an error term
to be minimized. The γi value found once the g function is computed is called
the Genomic Estimated Breeding Value [3].

To find the actual value of the g function, i.e. to minimize the ei terms, various
methods can be used. Without drifting into too much detail, Random Regres-
sion Best Linear Unbiased Prediction (RR-BLUP) [4] offers good results in the
context of biparental crosses, which is the case in maize breeding. This method,
and the others used in plant breeding, have in common the goal to minimize, as
said before, the error term and to find an accurate, global, expression of g.

Those global approaches pose the problem of the quality of the data involved
in the predictions. For example it has been shown that the marker density - the
size of the xi vector related to the genome size of the considered species - needs
to scale with population size and that the choice of the samples are of great
importance in the accuracy of the results [2].

Furthermore, the accuracy of the prediction given by those models depends
heavily on trait heritability. The more a trait is heritable, the more accurate the
prediction [5]. This lack of accuracy in low-heritability traits may be explained
by the influence of environmental parameters on those traits and by genomic-
environmental interactions and brings the need for another problem expression
able to integrate environmental data.

2.2 Problem Specification

The problem this paper addresses is the prediction of the γ yield value of a maize
crop given a set xi of n constraints on various genetical and environmental traits.
The equation (1) becomes:

γ = g(xi) + e (2)

with g being a continuous function and e being the error term.
The assumed continuity property of g allows a local, exploratory search of the

solution. In other terms, it removes the need of finding a global, search space
wide definition for g. The means we offer to find a solution is to iteratively
fetch relevant data on previously measured in-field tests from a database. To
be deemed “relevant”, a datum must match the constraints expressed by the xi

vector.
As discussed above, the relevant data {Di} are extracted from a database of

past in-field trials on the basis of the constraints defined by the xi parameters.
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As the database typically holds more than a million of such data and can theo-
retically contain much more, for scalability purposes only a few of them is loaded
in the memory at each iteration. Each datum Di that constitutes the dataset
is itself a set encompassing, for an observed phenotype, all phenotypic, environ-
mental and genomic data related to this phenotype. In particular, the datum Di

holds a γi value for the phenotypic trait that is the goal of the prediction.
One of the challenges that the system must address is to cooperatively decide

which constraints should be individually released or tightened, i.e. the tolerance
to add to each constraint, in order to reach a satisfactory solution. Since a
solution is defined as a dataset {Di}, in the ideal case, all γi would be equal to
one another (consistent solution) and the data set would contain a large number
of data (trustworthy solution). Such a solution is deemed “satisfactory” when
the system cooperatively decides that it cannot be improved anymore.

The solution satisfaction can then be expressed as a fa function, aggregation
of two functions:

– A function fq that evaluates the quality of the solution as the range taken
by the predicted values {γi}. The lower this range, the lower the value of
fq({Di}).

– A function ft that evaluates the trust given to the solution provided. The
more data Di are implied in the solution, the lower the value of ft({Di}).

With this definition, the goal of the prediction system is expressed as providing
a solution {Di} as close as possible to the absolute minimum of fa.

Linking back to the equation (2), g(xi) may then be defined as the average
value of the {γi} and e as a term bounded by the range of {γi}.

3 Solving Process

Agents are defined as autonomous entities able to perceive, make decisions and
act upon their environment [6]. A system of those interconnected software agents
is able to solve complex problems. The system used in order to solve this problem
is based on the AMAS (Adaptive Multi-Agent System) theory [7], which provides
a framework to create self-organizing, adaptive and cooperative software. The
agents in the system, by modifying their local properties (adaptive) and the
interactions between them (self-organizing), modify also the global function of
the system.

3.1 The System and Its Environment

The AMAS considered here contains two different kinds of agents:

– n Constraint Agents, in charge of tightening or releasing the constraints
defined in section 2.2. Each agent is responsible for one constraint. Each
agent’s goal is to minimize its estimation of the fa function, calculated on
the only basis of this agent’s actions.
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– A Problem Agent, in charge of evaluating the solution provided by the Con-
straint Agents and giving them a hint on the future actions they have to
take in order to make the solution more satisfactory. Its goal is to minimize
the actual fa function.

3.2 Iterative Process

The resolution is iterative and the Fig.1 illustrates the way the system functions.
At each step, the Problem Agent (1) receives a data set {Di} and evaluates

both values of fq({Di}) and ft({Di}). Every Constraint Agent (2) has three
possible actions: tightening, releasing or leaving as is the constraint it is related
to.

In order to decide amongst its possible actions, each Constraint Agent eval-
uates its influence on the solution quality fq and the solution trust ft by sim-
ulating the world state if it were to execute one or the other of its possible
actions. Depending on this simulated state of the world, the agent chooses the
most cooperative action to perform, that is the action that improves the value
of the criterion the agent has the greatest influence on. This calculated influence
gives the agent a hint on whether it should maintain as is, tighten or release the
constraint it is related to.

The current restriction state of the constraints are aggregated (3) and used
as a filter to find a new dataset {Di}. This dataset consists of previously found
data matching the new constraints and newly found data, also matching these
new constraints, from the database (4). This way, the system simply ignores the
missing data by including in the datasets only the existing, relevant data.

At each step, Each datum Di in the database can be in one of these three
states:

– Active: the datum is loaded into memory and, at each resolution step, gives
a predicted value γi.

– Inactive: The datum was loaded into memory once but does not provide
predicted values, as it does not match one of the current constraints.

– Existing: The datum exists in the database but has not currently been loaded
into memory.

This model allows an iterative enrichment of the data pool. As the constraints
become more precise regarding the problem to be solved, the Inactive + Active
pool size tends to remain constant due to the fact that every datum matching the
constraints has already been loaded into memory and no more data are loaded
from the Existing data pool.

3.3 Convergence Measurement

The resolution ends when the dataset {Di} provided at the end of each resolution
step is definitely stable. To guarantee this stability, two conditions must be met:
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Fig. 1. A view of the system architecture exhibiting the information flow between the
agents

– Every Constraint Agent estimates that the optimal (from its own point of
view) action to take is to not modify its value.

– The Active + Inactive dataset size is stable, i.e. no more data are recruited
from the database.

In those conditions, the system has reached a fixed point and the convergence
process is complete. At this point, the data matching the constraints constitute
the solution provided to the user.

4 Experiments and Results

As seen above, the convergence is characterized by the stability of the constraints
and the stability of the Inactive + Active dataset size. The primary objective
of the following experiments is to exhibit those two convergence conditions. The
other objectives are to show that the convergence speed and the quantity of data
used make this AMAS solution suitable for real-life use.

The experimental protocol set up is the random choice of several leave-one-out
test cases. The data used are real-world in-field maize data, provided by seed
companies that are partners of this research project.

4.1 Data Characterization

These data include:

– 300, 000 maize individuals with their pedigree and/or genomic data;
– 30, 000, 000 yield and other phenotypical data of in-field trials in the past

years for these individuals;
– 150, 000 environmental (meteorological and pedological) data for these trials.
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Those data are essentially sparse with respect to the various dependent vari-
ables in this problem. Indeed, the phenotypical measurements result from the in-
teraction of a given maize individual, identified by its genomic data, and a specific
environment, which can be uniquely determined by a given location and year, in
which interfere the various environmental data specified above. If one considers
for instance that these data measurements are arranged in a rectangular matrix,
with individuals per rows and environments per columns, then the resulting ma-
trix will be extremely sparse, i.e. with a high ratio of zero entries corresponding to
unobserved data. This sparsity aspect is intrinsic to the problem, simply because
it is infeasible to grow every year in every location all the existing maize individ-
uals. With respect to the database considered here, in the case of the yield values
(which is one of the most frequently collected data), the ratio of the number of
measured values to the total number of entries in this matrix is less than 0.7 per-
cent. In [8], the authors recall either techniques that try to input the missing data
in some way, or methods that are designed to work without those missing input
values, the first ones being sensitive to the ratio of observed to missing data, and
the latter presenting some risk of overfitting. The AMAS method we consider here
belongs to the second class of methods, and present the additional advantage that
it does not suffer from overfitting issues, since the method itself aims at selecting
a much denser subset of values that are relevant for a given problem.

As the data are provided by seed companies and protected by non-disclosure
agreements, only raw estimations can be given for the size of the datasets. The
total number of datasets present in the database is more than 1, 000, 000. There
are more than 50, 000 genomic, environmental and phenotypic variables (the n
in 3.1), although only a limited number (10) of those variables were used as
constraints in the following experiments.

4.2 Experiments

In the following figures, a sample of the most representative results are shown.
Figure 2 shows the convergence speed of the tolerance of a single constraint

upon various experiments. It exhibits that a limited number of steps is needed
to reach a fixed point, according to the constraints strength. The tolerance con-
verges to different values due to the fact that this particular constraint may be
of more or less importance depending on the problem. It can be seen that the
tolerance evolves by stages. This pattern can be explained by the fact that the
Constraint Agent tightens its constraint only if the number of Inactive+Active
data still matching the new constraint is sufficient. As this number steadily in-
creases over time, the constraint can be tightened only when a certain threshold
is reached. For example, for Experiment 2, the tolerance remains constant from
step 105, which means that from this step on, the Constraint Agent related to
this constraint decides at each iteration to leave the tolerance as is. However,
the other constraints –not shown in this figure– are still able to adjust their
tolerance. To see when the fixed point is actually reached, the analysis presented
in Fig.3 is necessary.
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Figure 3 shows the total number of data used against the simulation time,
in iteration steps. For example, for experiment 2, the fixed point is reached at
108 steps. Those results exhibit that less than 1% of the database is needed for
the system to reach its fixed point and return a prediction to the user in less
than 200 steps. An experiment runs in about 45 minutes, however we estimate
that more than 75% of this time is consumed by database accesses. More precise
measurements have still to be made.

Fig. 2. Convergence of a single constraint upon various experiments

Fig. 3. Convergence of the Inactive+Active dataset size upon various experiments

5 Conclusion

In this paper, an Adaptive Multi-Agent System was presented to overcome the
lack of traditional statistical approaches in phenotypic prediction. The system
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solves the problem using cooperation between agents, which are responsible for
the various genomic and environmental constraints. Experiments show how the
system converges towards a solution despite the high sparsity of the data in-
volved. Since only the relevant datapoints are explored based on a very small
fraction of the entire database, the system is not sensitive to missing data. The
system convergence is characterized by the convergence of constraints tolerance
and the stability of the data pool.

Current and future works are aimed at validating the solution by different
cross-validation tests as well as systematic comparison with current statistical
methods.
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Abstract. This paper describes the characteristics and functionalities
of the web-based database NAPROC-13 (http://c13.usal.es). It con-
tains Carbon NMR spectral data from more than 21.000 Natural Prod-
ucts and related derivates. A considerable number of structures included
in the database have been revised and corrected from the original publi-
cations considering subsequent published revisions. It provides tools that
facilitate the structural identification of natural compounds even before
their purification. This database allows for flexible searches by chemical
structure, substructure of structures as well as spectral features, chemical
shifts and multiplicities. Searches for names, formulas, molecular weights,
family, type and group of compound according to the IUPAC classifica-
tion are also implemented. It supports a wide range of searches, from
simple text matching to complex boolean queries. These capabilities are
used together with visual interactive tools, which enable the structural
elucidation of known and unknown compounds by comparison of their
13C NMR data.

Keywords: structural elucidation, carbon NMR spectral database, nat-
ural compounds, chemoinformatics, bioinformatics, food phytochemicals,
SMILES code.

1 Introduction

Chemoinformatics is the application of informatics methods to chemical prob-
lems [7]. All major areas of chemistry can profit from the use of information
technology and management, since both a deep chemical knowledge and the
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processing of a huge amount of information are needed. Natural Products (NPs)
structure elucidation requires spectroscopic experiments. The results of these
spectroscopic experiments need to be compared with those of the previously de-
scribed compounds. This methodology provides highly interesting challenges for
chemoinformatics practitioners.

NPs from microbial, plant, marine, or even mammalian sources have tradition-
ally been a major drug source and continue to play a significant role in today’s
drug discovery environments [10]. In fact, in some therapeutic areas, for exam-
ple, oncology, the majority of currently available drugs are derived from NPs.
However, NPs have not always been as popular in drug discovery research as
one might expect, since in the NPs research, tedious purifications are needed in
order to isolate the constituents. These procedures are often performed with the
main purpose of structure identification or elucidation. Because of that, ultra-
high throughput screening and large-scale combinatorial synthetic methods have
been the major methods employed in drug discovery [19]. Yet if the structures
of natural extract constituents could be known in advance, the isolation efforts
could be focused on truly novel and interesting components, avoiding re-isolation
of known or trivial constituents and in this way increasing the productivity [4].
Furthermore, it is generally known that the intrinsic diversity of NPs exceeds
the degree of molecular diversity that can be created by synthetic means, and
the vast majority of biodiversity is yet to be explored [10]. At present, it is
unanimously assumed that the size of a chemical library is not a key issue for
successful developmental leads and that molecular diversity, biological function-
ality and “drug likeness” are decisive factors for drug discovery processes [10].
For this reason, the natural products-based drug discovery is on the rise again.

Some chemoinformatics methods include predictive classification, regression
and clustering of molecules and their properties. In order to develop these sta-
tistical and machine learning methods the need for large and well-annotated
datasets has been already pointed out. These datasets need to be organized
in rapidly searchable databases to facilitate the development of computational
methods that rapidly extract or predict useful information for each molecule
[3]. The progressive improvement of analytical techniques for structural eluci-
dation makes today’s structural identification more reliable and it permits the
correction of structures of a large number of previously published compounds.

NPs databases are of high priority and importance for structure search, match-
ing and identification [9]. In this paper, we present a web-based spectral database
that facilitates the structural identification of the natural compounds previous
to their purification.

2 13C NMR Spectroscopy: A Power Technique for
Structural Elucidation of Natural Compounds

For the elucidation of natural compounds, 13C NMR spectroscopy is the most
powerful tool. This is largely due to the well-known and exquisite dependence
of the 13C chemical shift of each carbon atom on its local chemical environment
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and its number of attached protons. Furthermore, the highly resolved spectra,
provided by a large chemical shift range and narrow peak width, could by easily
converted into a highly reduced numerical lists of chemical shift positions with
minimal loss of information. 13C NMR spectroscopy can also provide the molec-
ular formula. The analysis of spectral data for the determination of unknown
compound structure remains a usual but a laborious task in chemical practice.

Since the advent of computers many efforts have been directed toward facili-
tating the solution to this problem [7]. Libraries of such spectral lists of data are
common for synthetic organic compounds and are an invaluable tool for confirm-
ing the identity of known compounds [17]. However, the methods for structure
elucidation of compounds apart from a database have not been exhaustively
studied. In the field of NPs, where hundreds of thousands compounds have been
reported in the literature, most compounds are absent from commercially avail-
able spectral libraries.

Once a researcher in NPs isolates and purifies a compound, he needs to know
the compound’s structure, the skeleton and if it has been previously described.
If a database of NPs and their NMR spectral data are available, searching
databases will allow for quick identifications by means of comparison of the new
compound with the NMR spectrum of the registered compounds or with other
related compounds. This search provides insight into the structural elucidation
of unknown compounds.

NAPROC-13 has many search facilities and a set-up that allows comparative
studies of related compounds. At present, new search tools are being developed
and the data input methods are being improved so as to allow researchers from
different institutions to introduce the information over the Net. The aim of this
database is to help identify and elucidate the structure of hypothetical new
compounds, by comparing their 13C NMR data with those of already published
related compounds.

2.1 NMR Databases for Phytochemicals

Mass spectrometry and NMR spectroscopy allow the efficient identification of
phytochemicals and of other NPs. Because of the large spectral dispersion,
the relative chemical shift invariance, and the simplicity of 13C NMR spectra,
most analytical chemists prefer to use 13C NMR for the identification of phyto-
chemicals, phytochemical metabolites, and other NPs. NAPROC-13, which is a
13C NMR database of NPs, probably represents one of the richest NMR resource
for phytochemists and phytochemical databases [18]. Along with NAPROC-
13, NMRShiftDB2 [20] (http://www.nmrshiftdb.org) is another open web
database for organic structures and their NMR spectra; unfortunately, it does not
contain too many NPs. Other noteworthy NMR databases are: HMDB, HMDB,
MMCD, BMRB, SDBS, and HaveItAll CNMR-HNMR.

The Human Metabolome Database [25] (HMDB, http://www.hmdb.ca) is a
freely available electronic database containing detailed information about small
molecule metabolites found in the human body. This database contains >40.000
metabolite entries. It contains experimental 1H and 13C NMR data (and

http://www.nmrshiftdb.org
http://www.hmdb.ca
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assignments) for 790 compounds. Additionally, predicted 1H and 13C NMR spec-
tra have been generated for 3.100 compounds.

Spectral Database for Organic Compounds (SDBS, http://sdbs.db.aist.
go.jp) is an integrated spectral database system for 34.000 organic compounds,
which includes 6 different types of spectra (an electron impact Mass spectrum
EI-MS, a Fourier transform infrared spectrum FT-IR, a 1H NMR spectrum, a
13C NMR spectrum, a laser Raman spectrum, and an electron spin resonance
ESR spectrum) under a directory of the compounds.

HaveItAll CNMR-HNMR Library (http://www.bio-rad.com) access over
500.000 high-quality 13C NMR and 75.000 1H NMR spectra. It offers access
to high-quality NMR spectral reference data for reliable identification and NMR
prediction.

3 NAPROC-13: Database and Web Application

The structural elucidation of natural compounds poses a great challenge because
of its great structural diversity and complexity [16]. For this reason, we are de-
veloping a database accessible through a standard browser (http://c13.usal.
es). It provides the retrieval of natural compounds structures with 13C NMR
spectral data related to the query. At present it contains the structures of more
than 21.000 compounds with their 13C NMR information.

MySQL (http://www.mysql.com) has been chosen to develop NAPROC-13
for its high reliability and good performance; it is a fast, robust multithread, mul-
tiuser database. MySQL is an open-source relational database manager, based
on SQL (Structured Query Language). We use the open-source Apache Tomcat
web server and JavaServer Pages (JSP) technology to create dynamically web
pages. By means of proper JSP programming, we bring about the communica-
tion between applets and the database. As for the interactive visualization tools,
Java applets have also been integrated in this application.

There is a widespread belief that publicly funded scientific data must be freely
available to the public [18]. Open accessibility has many benefits, not the least of
which is increased visibility. Our database makes freely available resources that
can be easily accessed over the Internet without passwords or logins.

Our aim was to design a reliable database. Data acquiring are fully and prop-
erly provided with references, data sources, and citations. References ensure that
the data can be reproduced and allow users to investigate the data sources for
further information. Structures and spectral data collected in the database pro-
ceeds from books, journals and our measurements. They are mainly compiled
from papers in the following research journals: Journal of Natural Products,
Phytochemistry, Planta Medica, Chemical & Pharmaceutical Bulletin, Chem-
istry of Natural Compounds, Helvetica Chimica Acta, and Magnetic Resonance
in Chemistry.

NAPROC-13 is continually expanded and updated in order to enhance the
database’s querying capabilities, design, and layout. User-friendliness has been
another important factor. NAPROC-13 interface allows for complex queries,

http://sdbs.db.aist.go.jp
http://sdbs.db.aist.go.jp
http://www.bio-rad.com
http://c13.usal.es
http://c13.usal.es
http://www.mysql.com
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which can be performed through simple pull-down menus or clickable boxes
using plain language. Web capabilities of HTML language enables a high degree
of interactivity.

4 Reliability of Structural and Spectroscopic Data from
NAPROC-13

Over the course of the past four decades, the structural elucidation of unknown
NPs has undergone a tremendous revolution. A battery of advanced spectro-
scopic methods, such as multidimensional NMR spectroscopy, high-resolution
mass spectrometry or X-ray crystallography are available today for structural
resolution of highly complex natural compounds.

Despite the available structural strategies and elucidation methods and de-
spite the progress made in recent decades, constant revisions of structures of NPs
are published in the literature. These revisions are not mere inversion of stere-
ocenters, but they may entail profound changes in their chemical constitution.
For example, more than thousands of articles on structural revisions published
in the best journals cover virtually all types of compounds, steroids, terpenoids,
alkaloids, aromatic systems, etc., regardless of the size of the molecule.

Often a structure obtained by X-ray diffraction is considered irrefutable proof
of its structure. However, we can find examples in which the position of 2 het-
eroatoms has been changed. Another method to confirm the structure of a com-
pound is by means of its total synthesis. In some of the synthesized compounds,
we can observe a discrepancy between the natural product and its synthetic
data, which means that the proposed structure for the natural compound is not
correct. Although in most cases, the structure can be fixed, in others, the am-
biguity persists since the NMR data of the synthesized compound is different
from the structural proposal of the natural product and, hence, the actual struc-
ture remains unknown. This is due to the enormous structural complexity of the
isolated compounds and the small quantities of sample available.

In the field of NPs, the structural assignment is often based on the structures
of the related compounds. Thus, if the wrong structure of a substance is taken
as a model, errors are continuously replicated. This problem can be avoided, if
reliable NPs spectroscopic data is entered into a database such as NAPROC-13
and is used as reference. In this way, we can avoid some errors in publications.
Let’s consider the following example: the same compound was independently
isolated by two research teams who propose different structures and names for
the same spectroscopic data of an identical compound. Later, both structural
proposals are proven to be incorrect (see Figure 1) Access to the spectroscopic
data could help in assigning new compounds of a family and facilitate the process
of structural reallocation.

Incorrect NPs assignments not only make the determination of the biosyn-
thetic pathway more difficult, but may have costs in terms of time and money.
Imagine that an interesting product is isolated from a pharmacological point
of view. Current strategy synthesizes NPs and their closely related analogues.
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Fig. 1. I: Proposed erroneous structure in [23]; II: Proposed erroneous structure in [1];
III: Corrected structure of adenifoline [26]

Obviously, if the structure is not correct, we synthesize another compound dif-
ferent from the one we are interested in.

A database is as useful as the data it contains. Curators spend a considerable
amount of time acquiring data in order to keep the database relevant. Data
acquisition and data entry are not automated, but data is manually searched,
read, assessed, entered, and validated. NAPROC-13 prioritizes the introduction
of those compounds whose structures have been reviewed in recent literature.
Since a database of this nature grows, manual transcription errors and those
present in the literature are inevitable, We have developed some scripts to detect
obvious chemical shift errors, such as shifts greater than 240.0 ppm, as well as
errors based on a few simple rules regarding proper ranges of chemical shift
ranges for several easily identifiable functional groups. Thus the data presented
in NAPROC-13 has greater reliability when being considered as a pattern.

4.1 Database Design

Numbering system of the well-known Dictionary of Natural Products (http://
dnp.chemnetbase.com, Chapmann & Hall/CRC Press) has been applied to each
family skeleton in NAPROC-13. Numbering homogeneity within the same fam-
ily compounds enables the comparison of spectral data for a variety of related
structures.

NAPROC-13 contains a wide diversity of data types. It collects a rich mixture
of text, numbers, charts, and graphs. The basic database schema is relationally or-
ganized and the molecular structures are defined and stored in the database with
SMILES code (SimplifiedMolecular Input Line Entry Specification) [24]. This for-
mat of structural specification, that uses one line notation, is designed to share
chemical structure information over the Internet [8]. For example, SMILES code
for Melatonin (C13H16N2O2) is “CC(=O)NCCC1=CNc2c1cc(OC)cc2”.

Substructural searches are performed by SMARTS specification (SMiles AR-
bitrary Target Specification). This is a language for specifying substructural
patterns in molecules from the SMILES code. The SMARTS line notation is ex-
pressive and allows extremely precise and transparent substructural specification
and atom typing. It uses logical operators that allow choosing all-purpose atoms,
groups of alternative atoms, donor and acceptor groups of hydrogen bonds or
lipophilic atoms. For example, SMARTS specification for Hydrazine (H2NNH2)
is “[NX3][NX3]” and for an Oxygen in −O − C = N− is “[$([OX2]C=N)]”.

http: //dnp.chemnetbase.com
http: //dnp.chemnetbase.com
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Evidently the type of patterns and notations that are used, both SMARTS
and SMILES, are too complex to be interpreted by organic chemists without
specific training in this area. For this reason, we use a tool able to convert these
notations into a graph that represents a substructure that will act as question.

The spectral 13C NMR data, in form of a numerical list of chemical shift and
their multiplicity, is always associated with each compound structure. A script
calculates and represents the 13C NMR spectra of the selected compound in a
very similar way to the experimentally obtained data, and shows the decoupled
proton (broad band) and the DEPTs (Distortionless Enhancement by Polar-
ization Transfer). Figure 2 displays the 13C NMR spectrum calculated for the
substance of a compound found by a search. Another script calculates and repre-
sents the signals corresponding to the deuterated solvent used in the experiment.

Fig. 2. Chart of the 13C NMR spectra of a chemical compound. Multiplicities of the
carbons are codified by colors.

5 Queries in NAPROC-13

NAPROC-13 allows for flexible searches by chemical structure, substructure of
structures as well as spectral features, chemical shifts and multiplicities [21].
Searches for names, formulas, molecular weights, family, type and group of com-
pound according to the IUPAC classification and other parameters are also in-
cluded. NAPROC-13 database supports a wide range of searches, from simple
text matching to complex boolean queries.

This database offers several alternatives of the chemical shift search process.
The multiplicity for each chemical shift is always required and this constitutes a
useful search restriction. The search can be undertaken for one specific position
in the molecule. The system permits to formulate the enquiry with the required
number of carbons, by one carbon or more, up to the totality of the carbons
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of the compound. There is a default established deviation (+/-1 ppm) for all
chemical shifts, but the user can specify a particular deviation for every carbon.
It is important to be able to repeat the search with different deviations and to
select the search that provides the best results. If the deviation is too small,
it may occur that an interesting compound will not be selected. In this way,
a reasonable and manageable number of compounds can be obtained. Even a
search based only on the most significant carbons of the studied compound
13C NMR spectrum will lead to the identification of the family they belong to.

Moreover, users can address questions in a graphic form to the database using
JME Molecular Editor, a structure editor that enables the user to draw several
fragments that may not be related to each other. JME has a palette that speeds
up the creation of structures and uses IUPAC recommendations to depict the
stereochemistry. By using this palette it is possible to add preformed substruc-
tures, i.e., different size cycles, aromatic rings, simple and multiple bonds, fre-
quently used atoms. The control panel allows to enter directly functional groups,
i.e., carboxyl acids, nitro groups and other groups. The facilities of this applet
rapidly generates a new structure and speeds up the search process.

It is also possible to undertake a combined and simultaneous search by sub-
structure and by chemical shifts, a feature that undoubtedly enhances the search
capacity and increases the possibilities of finding compounds related with the
problem substance.

The iterative search is probably the most genuine search of this application.
The user can include in his search from one chemical shift to the totality of the
signals of the 13C NMR spectrum problem compound. This tool will initially
carry out a search of all the entered chemical shifts. If it does not find any
compound that does not fulfill the full requirements, it will undertake a new
iterative search by all the shifts except one. It will perform all the possible
combinations until it finds a compound that fulfills some of the requirements.

The matching records retrieved resulting from a search can be displayed in
the Results pane in the form of molecular structure. The chemical shifts of the
matching records can be viewed in tables or in the compound structures by
clicking the δ (ppm) in tables/structures buttons. Properties pane provides the
details of a particular record. Spectrum pane shows spectrum graphically.

5.1 Interactive Visual Analytical Tool

As stated above, NAPROC-13 features a built-in visual analytical tool. It is a
highly interactive interface integrated by four linked views: 13C NMR spectrum,
structure, parallel coordinates plot, and taxonomic information (see Figure 3).

The main advantage of this approach is that the user can deal with a great
number of compounds that have matched a particular search. Thanks to inter-
action, a user can explore this result set, focusing on particular details of a given
compound (name-family-type-group, structure, spectrum) while maintaining the
context, i.e. the characteristics of the rest of the compounds in the result set.
Parallel coordinates provide a way of representing any number of dimensions in
the 2D screen space [11]. Each compound is drawn as a polyline passing through
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Fig. 3. Visual interactive exploration of results

parallel axes, which represent the number of particular elements or groups. Thus,
it is possible to discover patterns, i.e. a number of polylines (compounds) with
similar shapes.

A similar, although visually different, approach is taken with the representa-
tion of the spectra. Initially, all the compound spectra are shown as overlapped.
Thus a global pattern can be discovered in the result set.

The user can interact with any of the four views and, as a result, the other
three views will change accordingly. For instance, the expert may select any
number of polylines and the corresponding spectra will appear as overlapped,
and their structures are shown in order to facilitate their comparison.

Further inspection can be achieved by filtering the result set according to
different criteria (e.g., a range in the number of occurrences of an element or a
particular area in the spectrum). The filtered data is visually maintained in the
background in order to keep always the context of the exploration.

All these features foster the discovery of knowledge and provide insight into
the vast number of compounds included in the database.

6 Conclusions and Further Work

The development of a comprehensive and qualified open access NPs database
will be able not only to considerably facilitate the dereplication process but also
to accelerate the identification of unknown compounds.

Currently, we are working in order to increase the number of stored com-
pounds and to add new search methods, such as the hot spot search, a powerful
search for chemical shifts of carbons of one area of the molecule. We also intend
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to improve information visualization techniques that give more insight into anal-
ysis processes as well as include supervised and unsupervised machine learning
methods conducive to interesting predictions for the assignment of the NMR
spectral data of new compounds.
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Abstract. Recent studies have found retinal vessel caliber to be related to the risk 
of hypertension, left ventricular hypertrophy, metabolic syndrome, stroke and 
others coronary artery diseases. The vascular system in the human retina is easily 
perceived in its natural living state by the use of a retinal camera. Nowadays, there 
is general experimental agreement on the analysis of the patterns of the retinal 
blood vessels in the normal human retina. The development of automated  
tools designed to improve performance and decrease interobserver variability, 
therefore, appears necessary. This paper presents a study focused on developing  
a technological platform specialized in assessing retinal vessel caliber and  
describing the relationship of the results obtained to cardiovascular risk. 

Keywords: arteriolar–venular ratio, arterial stiffness, cardiovascular disease, AI 
algorithms, pattern recognition, image analysis, expert knowledge. 

1 Introduction and Background 

Retinal images have an orange form, varying with the skin color and age of the pa-
tient. Fundoscopy provides important information, as it enables detecting diseases of 
the eyes, which is also the only area of the body where small blood vessels can be 
studied with relative ease. There are many systemic diseases (hypertension, diabetes, 
atherosclerosis, left ventricular hypertrophy, metabolic syndrome, stroke, and coro-
nary artery disease) that affect vessels of this size in a relatively slow and silent way. 
It is, however, frequently impossible to directly assess the extent of this damage dur-
ing a physical examination, as the affected organs, e.g. kidneys, are well hidden. 
Evaluation of the retina provides an opportunity to directly visualize these functions. 
Based on this information, expert clinicians can make educated guesses as to what is 
occurring elsewhere in the body. Image processing techniques are growing in promi-
nence in all fields of medical science. Automatic detection of parameters from retinal 
images is an important problem since they are associated with the risk of diseases 
such as those named above [29][31][33]. The cataloging of key features such as the 
optic disc, fovea and the retinal vessels as reference matches is a requirement to sys-
tems being able to achieve more complex responsibilities that identify pathological 
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entities. There are a lot of techniques for identifying these structures in retinal photo-
graphs. The most studied areas in this field can be classified into three groups [21]: (i) 
The location of the optic disc, which is necessary for measuring distances in retinal 
images, and for identifying changes within the optic disc region due to disease. Tech-
niques such as analysis of intensity pixels with a high grey-scale value [18][11] or 
principal component analysis (PCA) [19] are used for locating  the disk. Other authors 
[16] use the Hough transform (a general technique for identifying the locations and 
orientations of certain types of shapes within a digital image [16] ) to locate the optic 
disc. A ‘‘fuzzy convergence’’ algorithm is another technique used for this purpose 
[12]. (ii) The detection of the fovea, habitually chosen as the position of maximum 
correlation between a model template and the intensity image [19]. (iii) The segmen-
tation of the vasculature form retinal images, that is, the representation of the blood 
vessels and their connections by segments or similar structures. There are many tech-
niques to accomplish this, the most significant of which are: (i) matched filters, which 
typically have a Gaussian or a Gaussian derivative profile [3] [13] [20] [14]; (ii) ves-
sel tracking, whereby vessel center locations are automatically sought over each 
cross-section of a vessel along the vessels longitudinal axis, having been given a start-
ing and end point [28]; (iii) neural networks, which employ mathematical ‘‘weights’’ 
to decide the probability of input data belonging to a particular output [1]; and (iv) 
morphological processing, which uses characteristics of the vasculature shape that are 
known a priori, such as being piecewise linear and connected [12]. 

Present scientific literature includes much research focused on automating the 
analysis of retinal images [25] [15] [4][10][12]. In this paper, we propose a novel 
image processing platform to study the structural properties of vessels, arteries and 
veins that are observed with a red-free fundus camera in the normal human eye. The 
platform, called Altair "Automatic image analyzer to assess retinal vessel caliber" 
[30], employs analytical methods and AI (Artificial Intelligence) algorithms to detect 
retinal parameters of interest. The sequence of algorithms represents a new methodol-
ogy to determine the properties of retinal veins and arteries. The platform does not 
require user initialization, it is robust to the changes in the appearance of retinal fun-
dus images typically encountered in clinical environments, and it is intended as a 
unified tool to link all the methods needed to automate all processes of measurement 
on the retinas. Section 2 introduces the platform and its most important characteris-
tics, showing some of the relevant techniques and results. Finally, some conclusions 
and results are presented in section 3. 

2 Description of the Platform 

The platform facilitates the study of structural properties of vessels, arteries and veins 
that are observed with a red-free fundus camera in the normal human eye. The retina is 
the only human location where blood vessels can be directly visualized non-invasively 
by the use of a retinal camera. Figure 1 displays a retinal image in which branching 
blood vessels are shown. The bigger, darker ones are the veins and the smaller, brighter 
red structures the arteries. Changes in the appearance of the arteries as well as  
alterations in the arterial-venous crossing pattern (av index) occur with atherosclerosis 



 Platform Image Processing Applied to the Study of Retinal Vessels 23 

 

and hypertension. These vessels are more obvious in the superior and inferior aspects of 
the retina, with relative sparing of the temporal and medial regions. to the use of the 
platform allows expert clinicians to observe the parameters measured by regions or 
quadrants to discriminate the information that they do not consider relevant. 

 

Fig. 1. A retinograph usually takes three images of each eye; this image corresponds to the 
photograph with the disc on one side. The nose is on the left side. 

Different analytical methods and AI algorithms are used to determine the scaling 
properties of real objects, yielding different measures of the fractal dimension, length 
and area of retinal veins and arteries. The main objective is to relate the level of car-
diovascular risk in patients to everything that can be observed in the retinas. In this 
work we are interested in obtaining as much information as possible from the images 
obtained, and have focused on the following: (i) Index Artery / Vein: represents a 
relationship between the thickness of arteries and veins. (ii) Area occupied by the 
veins and arteries. (iii) Distribution of the capillary: according to the blood distribu-
tion, the color distribution of the capillaries varies. 

Based on the values for area, length and position of the vascular system in healthy 
patients, we expect to determine ranges of normalcy within the population for their 
subsequent application to subjects affected by various diseases.  

 

Fig. 2. Outline of the platform 

The next subsections describe the main phases through which the retinal image passes 
within the platform. Figure 2 shows the diagram that represents these phases. The circles 
represent modules in the platform; some of them are divided and contain different 
submodules. The original image passes through each one of the modules (preprocessing, 
detection, segmentation and extraction of knowledge) which use different techniques and 
algorithms to obtain the desired image information. The main techniques are represented 
in the squares. This sequence of steps is a methodology that is explained in the following 
section, also showing examples of the results obtained. 
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This phase identifies the boundaries and the retinal papilla from an RGB image of 
the retina. The following values are returned: Cr is the center of the retina, which iden-
tifies the vector with coordinates x, y of the center of the retina. Cp is the center of the 
disc, which identifies the vector with the coordinates x, y of the center of the papilla. 
Rr, is the radius of the retina. Rp, is the radius of the papilla. As an example, a se-
quence of output values in this phase is shown in the following table and figure: 

Table 1. Sequence of output values in detection modules (pixel) 

Cr  Cp  Rr  Rp  

1012,44 ; 
774,13 

1035,98 ; 734,11 

1104,87 ; 562,52 

915,38 ; 736,77 

900,27 ; 658,74 

692,68 111,76 

108,92 

122,15 

101,95 

 
In order to identify the limits, and in particular to identify the circumferences, it 

became necessary to carry out a process of image segmentation. Segmentation is the 
process that divides an image into regions or objects whose pixels have similar attrib-
utes. Each segmented region typically has a physical significance within the image. It 
is one of the most important processes in an automated vision system because it 
makes it possible to extract the objects from the image for subsequent description and 
recognition. Segmentation techniques can be divided into three main groups: tech-
niques based on the detection of edges or borders [16], thresholding techniques [18], 
and techniques based on clustering of pixels [11]. After analyzing the possibilities, we 
chose one of the techniques from the first group that provided the best results and 
that, in this case, uses an optimization of the Hough transform [16]. This technique is 
very robust against noise and the existence of gaps in the border of the object. It is 
used to detect different shapes in digital images. When applying the Hough transform 
to an image, it is first necessary to obtain a binary image of the pixels that form part 
of the limits of the object (applying edge detection). The aim of the Hough transform 
is to find aligned points that may exist in the image to form a desired shape. For ex-
ample, to identify line points that satisfy the equation of the line:  (ρ = x ⋅ cos θ + sen 
θ, in polar coordinate). In our case, we looked for points that verify the equation of 
the circle: (i) in polar coordinate system: r2 – 2sr⋅ cos (θ - α) + s2 = c2, where (s, α)  is 
the center and c the radius; (ii) in Cartesian coordinate system: (x–a)2 + (y–b)2=r2,  
where (a,b) is the center and r the radius. 

The algorithm is not computationally heavy, as it does not check all radius, or all 
possible centers, only the candidate values. The candidate centers are those defined in 
a near portion of the retina, and the radius is approximately one sixth the radius of the 
retina. To measure the approximate diameter of the retina, the algorithm calculates the 
average color of the image column: diameter of the retina is the length that has a non-
zero value (black). 

Identifying the papilla is a necessary step because it provides a starting point for 
other stages of segmentation and serves as a reference point for some typical  
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2.1.4 Knowledge Extraction 
The system provides statistical methods to facilitate the analysis of the data, and al-
lows analyzing the relationship between vein thickness, artery thickness, AV index, 
artery area and vascular area with different pathologies. The analysis of different pa-
thologies is performed in an assisted way and,  so that it is not necessary to use addi-
tional software. Besides, the system incorporates traditional statistical functionality to 
analyze continuous variables. The ANOVA parametric test [6] and the Kruskal-Wallis 
non-parametric test  [24] are provided to analyze the influence of a continuous varia-
ble with respect to a categorical variable. 

The system does not define categorical variables, but it allows creating intervals 
from continuous variables. Chi squared [17] is provided to perform dependency anal-
ysis methods. When the expected frequencies are less than 5, the result may not be 
correct so a Yates correction is applied to try to mitigate this effect. Finally, a Fisher 
exact test [32] is applied when working with a small size sample and it is not possible 
to guarantee that 80% of the data in a contingency table have a value greater than 5. 

A case based reasoning system is incorporated to make predictions about categori-
cal variables from the system variables. The system allows grouping the cases by 
applying EM [2]. EM was selected because it allows an automatic establishment of 
the number of clusters. The most similar cluster to the new case is recovered during 
retrieve phase of the CBR cycle by applying the nearest neighbor technique. If the 
memory of cases was not structured in clusters, then there is a single cluster. During 
the retrieve phase, the system retrieves not only the most similar cluster, but also the 
classifier associated with the cluster. More especifically, C4.5 algorithm [22] is used 
because it makes easy to interpret the results over alternatives SVM , Bayesian net-
works, bagging, etc. In the reuse phase, a C4.5 decision tree is used to perform the 
classification of the patient according to the variable taken into consideration. Then, 
in the review phase, the system obtains information about the decision tree and the 
kappa index in order to interpret and analyze the efficiency of the classifier. Finally, 
in the retain phase, the user determines if the new case should be stored. If that is the 
case, the clusters and trees are rebuilt. 

3 Results and Conclusions 

In this work, we have assessed the performance of our platform using retinal images 
[30] acquired from Primary Care Research Unit La Alamedilla, SACYL, IBSAL, 
Salamanca, Spain. The images were obtained using a TopCon TRC-NW6S Non-
Mydriatic Retinal Camera.  

Figure 7 shows the tests performed using 10 retinal images. No difference was 
found between values in terms of age, sex, cardiovascular risk factors, or drug use.  
The figure shows: Area veins and arteries, AV index (AV), Veins P (VP) = number of 
veins around the papilla, Veins A (VA)= number of veins that cross the corona out-
lined with radius=2*Rp. Rp is the radio of the papilla, Veins B (VB)= number of veins 
that cross the corona outlined with radius=3*Rp, same values for arteries.  

The values for the arteries are the same. It is possible to observe the measure-
ment of the values for veins and arteries (thickness, area) are similar between dif-
ferent retinas (in this case no retinal images of sick patients were introduced).  
 



28 P. Chamoso et al. 

 

 

                           

Fig. 7. Relations between the parameters obtained by the platform 

Parameters like the veins in the papilla and AV index are the most fluctuating. Due to 
the lack of a common database and a reliable way to measure performance, it is 
difficult to compare our platform to those previously reported in the literature.  
Although some authors report algorithms and methods [25] [15] [4][10] [12] that 
performed in a manner similar to that of our platform, these results may not be com-
parable, since these methods are tested separately and were assessed using different 
databases. Since automation has been valid and verified, our next step is to compare 
the values obtained with significant medical values in our database including the case 
based reasoning system proposed in previous section. 

The platform is intended to be used as a unified tool to link all the methods needed 
to automate all processes of measurement on the retinas. It uses the latest computer 
techniques both statistical and medical. In a research context, the platform offers the 
potential to examine a large number of images with time and cost savings and offer 
more objective measurements than current observer-driven techniques. Advantages in 
a clinical context include the potential to perform large numbers of automated screen-
ing for conditions such as risk of hypertension, left ventricular hypertrophy, metabolic 
syndrome, stroke, and coronary artery disease, which in turn reduces the workload 
required from medical staff. As a future line of study in this point, the next step would 
be to analyze the significance of the measurements obtained with regard to their 
meaning in a medical context. That is, to describe the relationship of the results ob-
tained to the risk of cardiovascular disease estimated with the Framingham or similar 
scale and markers of cardiovascular target organ damage.  
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Abstract. MicroRNAs (miRNAs) are short (∼22 nucleotides),
endogenously-initiated non-coding RNAs that control gene expression
post transcriptionally, either by the degradation of target miRNAs or by
the inhibition of protein translation. The prediction of miRNA genes is
a challenging problem towards the understanding of post transcriptional
gene regulation. The present paper focuses on developing a computa-
tional method for the identification of miRNA precursors.

We propose a machine learning algorithm based on Random Forests
(RF) for miRNA prediction. The prediction algorithm relies on a set of
features; compiled from known features as well as others introduced for
the first time; that results in a performance that is better than most well
known miRNA classifiers. The method achieves 91.3% accuracy, 86% f-
measure, 97.2% specificity, 93.4% precision and 79.6% sensitivity, when
tested on real data. Our method succeeds in getting better results than
MiPred (the best currently known RF algorithm in literature), Triplet-
SVM and Virgo and EumiR.

The obtained results indicate that Random Forests is a better alterna-
tive to Support Vector Machines (SVM) for miRNA prediction, especially
from the point of view of accuracy and f-measure metrics.

Keywords: MicroRNA, Support Vector Machine, Random Forests.

1 Introduction

MicroRNAs (miRNAs) are endogenous ∼22 nt RNAs that are recognized in
many species as effective regulators of gene expressions. Experimental recogni-
tion of miRNAs is still slow since miRNAs are difficult to separate by cloning
due to their low expression, low stability, tissue specificity and the high cost
of the cloning process. Thus, computational recognition of miRNAs from ge-
nomic sequences supplies a useful complement to cloning. Different approaches
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for recognition of miRNAs have been proposed based on homology, thermody-
namic features, and cross-species comparisons.

MiRNA recognition problem is defined over precursor miRNAs (pre-miRNAs)
rather than mature miRNAs. The features that are used in the recognition pro-
cess are extracted from the hairpin stem loop secondary structure of pre-miRNA
sequences. However, many sequences in a genome have a similar stem-loop hair-
pin structure, in spite of not being genuine pre-miRNAs. So, the basic challenge;
in miRNA recognition; is to distinguish real pre-miRNAs from other hairpin
sequences with similar stem-loop hairpin structure (pseudo pre-miRNAs).

Homology and machine learning methods are the two major computational
strategies considered for pre-miRNA prediction. Most miRNA prediction meth-
ods have been developed to find out homologous miRNA in closely related
species. ’Blastn’ adopts the homology principle in miRNA prediction [1]. This
strategy is unable to recognize new miRNAs for which there are no known close
homologies. Therefore, the attitude turned towards focusing on machine learning
methods to distinguish real pre-miRNAs from pseudo pre-miRNA[2]. The early
machine learning methods used to discriminate real versus pseudo pre-miRNAs
are miRScan [3], miRseeker [4], miRfinder [5], miRCheck [6] and miPred [7].

Support vector machine systems have been built, aiming to obtain better
results in predicting miRNAs such as miR-abela [8], Triplet-SVM [9], MiPred
[2], miREncoding [10], microPred [11] and yasMiR[12].

Virgo [13] and EumiR [13] are efficient prediction classifiers that distinguish
true pre-miRNAs from pseudo pre-miRNAs. They have been developed based
on sequence structural features. A sequence is folded using RNA-fold and the
structural context of overlapping triplets is determined. A triplet nucleotide can
have 64 possibilities and each nucleotide in the triplet can have two states; ‘1’
if it is bound and ‘0’ if it is unbound. Thus, a feature (eg AUG001, AUG010,
... etc) can have a total of 512 possibilities. Virgo and EumiR perform better
than reported pre-miRNA machine learning prediction methods for predicting
non-conserved eukaryotic miRNAs.

Triplet-SVM uses a set of features that combines the local contiguous
structures with sequence information to characterize the hairpin structure of
real versus pseudo pre-miRNAs. These features are fed to a support vector ma-
chine classifier to differentiate between real and pseudo pre-miRNAs. RNAfold
program from the RNA Vienna package has been used to predict the secondary
structure of the query sequences [14]. In the predicted secondary structure, each
nucleotide is paired or unpaired, represented by brackets (“(”or“)”) and dots
(“.”), respectively. There are 8 possible structural combinations: “(((”, “((.”,
“(..”, “(.(”, “.((”, “.(.”, “..(” , and“...”, that lead to 32 possible structure-
sequence combinations, which are denoted as “U(((”, “A((.”, ... etc. This de-
fines the triplet elements. The triplet elements are used to represent the local
structure-sequence features of the hairpin. The occurrence of all triplet elements
are counted along a hairpin segment, developing a 32-dimensional feature vector,
which is normalized and presented as an input vector to the SVM classifier[9].
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The SVM classifier is trained depending on the triplet element features of a set
of real human pre-miRNAs from the miRNA Registry database [15] and a set of
pseudo pre-miRNAs from the NCBI RefSeq database [16]. The training set con-
sists of 163 human pre-miRNAs (positive samples) and 168 pseudo pre-miRNAs
(negative samples) randomly chosen. A 90% accuracy in distinguishing real from
pseudo pre-miRNA hairpins in the human genome and up to 90% precision in
identifying pre-miRNAs from other 11 species have been achieved.

MiPred is a Random Forests based classifier which differentiates the real
pre-miRNAs from the pseudo pre-miRNAs using hybrid features. The features
consist of the local structural sequence features of the hairpin with two ther-
modynamically added features (Minimum Free Energy (MFE) of the secondary
structure that is predicted using the Vienna RNA software package and the
P-value that is determined using the Monte Carlo randomization test [17]).

MiPred is one of the refinements of Triplet-SVM in which SVM is replaced by
a Random Forests. The Random Forests prediction model has been trained on
the same training data set used by the triplet-SVM-classifier. It achieved nearly
10% greater overall accuracy compared to Triplet-SVM on a new test dataset.

However, most of the above algorithms utilize a few types of features, though
there are many other miRNA features. Thus we try to consider an exhaustive
set of features in order to improve the performance of our classifier.

In this paper, we propose a computational method for the identification of
miRNA precursors. The miRNA features are extracted from the pre-miRNA
sequences, the secondary hairpin stem loop structures of miRNAs as well as
thermo-dynamical and Shannon entropy features. Thus, an exhaustive set of
discriminative features has been constructed and used to decide whether a given
sequence is a true or pseudo miRNA using a Random Forests (RF) classifier.

Our classifier succeeds in getting better results than MiPred, Triplet-SVM,
Virgo and EumiR. Also, the present work gives evidence that RF is better than
SVM for miRNA prediction.

This paper is organized as follows. Section 1 gives an overview of the miRNA
prediction techniques. Section 2 presents the proposed methodology. Section 3
analyses the prediction results. Section 4 concludes the paper.

2 Methodology

This section discusses the strategy of our method.

2.1 Features Used in the Proposed RF-Based Classifier

In an attempt to improve miRNA prediction, the proposed algorithm uses a set
of features that have never been collectively used in previous works.

A set of discriminative features is utilized in our classifier. Scatter diagrams of
some of the selected features are shown in Fig. 1. These scatter diagrams show
how good the chosen features are. The selected package of features includes:
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1. The local sequence structure features described in [9] correspond to the num-
ber of contiguous nucleotide triplets. These 32 features have been defined in
our method as the frequency of each sequence structure triplet.

2. The minimum free energy (MFE) of the secondary structure has been pre-
dicted using the RNA Vienna package [14]. Five normalized features of MFE
have been considered. MFE adjusted by the hairpin length, MFE adjusted
by the stem length, MFE corrected for GC-content, MFE adjusted by the
hairpin length and corrected for GC-content and MFE adjusted by the stem
length and corrected for GC-content.

3. P-value is the fraction of sequences in a set of dinucleotide shuffled sequences
having MFE lower than that of the start sequence [18].

4. Z-value is the number of standard deviations by which sequence’s2 MFE
deviates from the mean MFE of the set of dinucleotide shuffled sequences
[18].

5. The partition function has been determined using RNAfold from the RNA
Vienna package [14].

6. Normalized Shannon entropy of the hairpin sequence and normalized Shan-
non entropy of the hairpin structure. The Shannon entropy is defined as

H = −
n∑

i=1

(pi ∗ log2 pi) (1)

where pi is the probability of each character in the given sequence or struc-
ture [19]. This Shannon entropy is computed once for the hairpin sequence
and adjusted by the hairpin sequence length, and once for the hairpin struc-
ture and adjusted by the hairpin structure length.

7. The bulge ratio is the ratio of asymmetrical bulges relative to the stem
alignment length [20].

8. The adjusted base pairing propensity (dP) counts the number of base pairs
in the RNA secondary structure divided by the hairpin length [21].

9. The match ratio in the hairpin stem is calculated as the number of matched
positions in the stem alignment string divided by its length [20].

10. The max match count is the maximum number of matches in 24 positions
in the stem alignment string of the hairpin structure [20].

Table 1 presents the list of the selected features that are defined in our ap-
proach. The table also shows the new features used for miRNA prediction. We
utilize a set of 47 features, ten of which have never been used in any other
previous miRNA prediction algorithm.

2.2 Classifier

Random Forests (RF) base classifier uses an ensemble of decision trees [22]. It has
a higher performance than support vector machines. Although it has not been
widely used in miRNA prediction, it has several advantages that make it suit-
able for miRNA prediction. RF has excellent predictive performance even when
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Table 1. Selected set of features

indicates that the feature has been utilized.
indicates that the feature has not been utilized.

Feature Explanation Our classifier Triplet-SVM MiPred other familiar classifiers

A.((, A(((,...etc the local contiguous sequence-structure triplets

The minimal free energy of the folding

Minimal free energy corrected for GC content

Minimal free energy adjusted for Hairpin length

Minimal free energy adjusted for Hairpin length corrected for GC content

Minimal free energy adjusted for stem length

Minimal free energy adjusted for stem length corrected for GC content

P value of MFE of randomized sequences

Z value of MFE of randomized sequences

The partition function

The normalized shannon entropy of the hairpin sequence

The normalized shannon entropy of the hairpin structure

The bulge ratio is ratio of asymmetrical bulges versus the stem alignment length

Adjusted base pairing propensity measures the total number of base
pairs
presented in the secondary structure divided by the hairpin length
the matech ratio equal the number of matches divided by
the length of the stem alignment string considering bulges
the max match count is the highest number of matches in
24 positions in the stem alignment string

most data samples are noisy. RF avoids over-fitting. It also guarantees computa-
tional scalability by increasing the number of trees. There are high quality and
free implementations of RF, the Waikato Environment for Knowledge Analysis
(WEKA) includes one of the most popular implementations of RF [23]. In the
present work we use WEKA as the platform of our RF classifier. The default
values of the parameters are considered.

3 Results and Discussions

This section discusses the data sets that have been used for the training and
testing of our classifier and also the obtained prediction results.

3.1 Data Sets

The training dataset consists of 300 known human pre-miRNAs; retrieved from
miRBase19 [24]; and 700 pseudo hairpins; extracted from human RefSeq genes
[16]. A testing data set consisting of 500 known human pre-miRNAs and 1000
pseudo hairpins - different than those used in training - retrieved from miR-
Base19 [24] and human RefSeq genes [16]; respectively; have been used for testing
the performance of the already trained classifier.

3.2 Comparison with the Most Familiar miRNA Prediction
Methods

For the problem under investigation in this paper, four measures are estimated:
true positive (TP), true negative (TN), false positive (FP), and false negative
(FN). These values are used to assess the performance of the proposed classifier.

Accuracy =
TP + TN

TP + TN + FP + FN
∗ 100% (2)
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Sensitivity =
TP

TP + FN
∗ 100% (3)

Specificity =
TN

TN + FP
∗ 100% (4)

Precision =
TP

TP + FP
∗ 100% (5)

F −measure = 2 ∗ Precision ∗ Sensitivity
Precision+ Sensitivity

∗ 100% (6)

Table 2 compares the performance of our classifier with Triplet-SVM, MiPred,
Virgo and EumiR. The proposed classifier outperforms the other classifiers for
all the five adopted performance indices.

Table 2. Performance of our classifier versus Triplet-SVM, MiPred, Virgo and EumiR

Classifier Accuracy F-measure Specificity Precision Sensitivity AUC

Triplet-SVM 78.5% 63.8% 89.2% 72.59% 57% 0.91
Mipred 89% 81.7% 96.7% 91.7% 73.6% 0.89
Virgo 73.7% 66.4% 73.4% 58.9% 76.2% 0.72
EumiR 74.1% 66.36% 72.2% 58.3% 77% 0.73

Our RF-based classifier 91.3% 86% 97.2% 93.4% 79.6% 0.92

The receiver operating characteristic curve (ROC), is a plot which evaluates
the predictive ability of a binary classifier. ROC curves show how the number
of correctly classified positive examples varies relative to the number of incor-
rectly classified negative examples. Fig. 2 shows the ROC curve of our RF-based
classifier versus the four adopted classifiers. Our classifier gives a significant per-
formance progress comparing to Triplet-SVM, Virgo and EumiR. Our RF-based
classifier, in general, is consistently better than MiPred classifier. It performs
better in the more conservative region of the graph, i.e. it is better at identifying
likely positives miRNAs than at identifying likely negatives miRNAs. The area
under the ROC curve (AUC) is a very widely used measure of classifier perfor-
mance. Table 2 displays the AUC of each adopted classifier versus our RF-based
classifier which indicates that our RF-based classifier is consistently better.

3.3 Comparison with SVM-Based Classifier

The SVM classifier has been trained on the same training data set and tested on
the same testing data set using the same set of features. It has been implemented
by libSVM 3.17 library [25]. Table 3 compares the performance of our classifier
with SVM-based classifier. The results confirm that Random Forests perform
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Table 3. Performance of our RF-based classifier versus SVM-based classifier

Classifier Accuracy F-measure Specificity Precision Sensitivity AUC

Our RF-based classifier 91.3% 86% 97.2% 93.4% 79.6% 0.92
SVM-based classifier 88.33% 79% 98.7% 96.29% 67% 0.91
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Fig. 1. The selected features scatter diagrams. (a) Scatter diagram of adjusted base
pairing propensity. (b) Scatter diagram of match ratio in hairpin stem. (c) Scatter
diagram of MFE adjusted for the hairpin length corrected for GC-content. (d) Scatter
diagram of z-value.

indicates feature values for pseudo miRNA samples
indicates feature values for real miRNA samples.
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Fig. 2. Receiver Operating Characteristic performance curve. (a) RF-based classifier
versus the adopted classifiers. (b) RF-based classifier versus SVM-based classifier.

well relative to SVMs [2]. Fig. 2 shows the ROC curve of our RF-based classifier
versus the SVM-based classifier.

SVM-based classifier is better in specificity and precision metrics due to the
margin maximization principle adopted by SVM, but this comes at the expense
of accuracy and f-measure metrics that measure how well a binary classification
test correctly identifies the true data.
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4 Conclusion

We have developed a computational tool for miRNA prediction. The adopted
technique succeeds in getting better results than Triplet-SVM, MiPred, Virgo
and EumiR. Despite the scarceness of experimentation on the use of RF classifiers
in miRNA prediction compared to SVM, the present work gives evidence that
RF; as well as other meta-models such as ensemble methods; constitute a better
alternative for miRNA mining.
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Abstract. The description of biofilm features presents a conceptual and practical 
challenge. Biofilm studies often encompass multidisciplinary approaches from 
Biology, Chemistry, Medicine, Material Science and Engineering, among other 
fields. Standardising biofilm data is essential to be able to accomplish large-scale 
collaborative and complementary analysis. To define a common standard format 
to exchange the heterogeneous biofilm data, it is first necessary to define a set of 
minimum information for the documentation of biofilm experiments. Then, data 
should be organised and semantically integrated. This paper describes the first 
ontology designed to share structured vocabulary for the annotation of the 
general biofilm experimental workflow – the Biofilm Ontology (BO). This 
ontology is intended for the broad research community, including bench 
microbiologists, clinical researchers, clinicians, curators and bioinformaticians.  

Keywords: Biofilms, minimum information about a biofilm experiment, 
ontology, functional modelling. 

1 Introduction 

Biofilms are organised communities of microorganisms attached to each other and/or 
to a surface, and involved in a self-produced polymeric matrix [1]. Biofilms are 
ubiquitous to natural, clinical and industrial environments and thus, their ecological 
impact is transversal to many economic and social areas [2].  

The study of biofilms is a multidisciplinary knowledge field, at the crossroads of 
Biology, Chemistry, Medicine, Material Science and Engineering, among others. 
Biofilms are extremely complex environments and their function resembles that of a 
multicellular organism [1]. Depending on the biofilm ecological niche, and the 
particular relationships established among species, microorganisms have different 
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metabolic and genetic profiles [3]. Notably, each biofilm presents a unique biological 
signature. Therefore, biofilm studies often encompass multidisciplinary approaches to 
the characterisation of the structure and activity of the sessile community. For 
example, these studies may include mass spectrometry, microscopy, flow cytometry, 
antimicrobial susceptibility, respiratory activity, metabolomic, proteomic, 
transcriptomic and genomic techniques. Consequently, their outputs tend to vary 
greatly in type and semantics, including numeric, image, and spectra data (Table 1).  

Table 1. Characteristic types of biofilm data and techniques used 

Type of biofilm 
data 

Technique 

Numeric Spectrophotometric methods (CV, XTT, ATP detection, 
Lowry protein assay, Dubois assay and Alamar blue), CFU, 
antimicrobial susceptibility 

Images Microscopy techniques (SEM, TEM, CLSM, FISH), colony 
morphology characterisation, gram-staining, proteomic techniques 
(SDS-PAGE, 2D electrophoresis) 

Spectra Mass spectrometry, MALDI-TOF, chromatography 
 
Legend: CV – crystal violet, XTT - 2,3-Bis-(2-Methoxy-4-Nitro-5-Sulfophenyl)-2H-Tetrazolium-5-
Carboxanilide; CFU – colony-forming units; SEM – scanning electron microscopy; TEM – transmission 
electron microscopy, CLSM – confocal microscopy, FISH - fluorescence in situ hybridization, SDS-PAGE 
- sodium dodecyl sulfate polyacrylamide gel electrophoresis; MALDI-TOF - Matrix Assisted Laser 
Desorption/Ionization Time of Flight. 

 
Currently, the Minimum Information About a Biofilm Experiment (MIABiE) 

international consortium (http://miabie.org) is working on the definition of guidelines to 
document biofilm experiments and the standardisation of the nomenclature in use. 
Specifically, this consortium has established the minimum set of information be 
recorded and published about an experiment in order for the procedure and results to be 
unambiguously and comprehensive interpreted [4].  These issues were discussed with 
field experts - at the Eurobiofilms 2013 meeting in Ghent, Belgium (9-12 September 
2013) - as means to accommodate for as much of this complexity and variability as 
possible, and anticipate new requirements resulting from the increasing use of high-
throughput methods. The creation of controlled vocabulary in support of the description 
of biofilm studies is inherent to this standardisation effort. Controlled vocabulary based 
on well-engineered ontologies may support powerful querying and computational 
analysis tools. Therefore, this paper brings forward the development of the first 
ontology on Biofilms, identifying the main areas of terminology to be accounted for as 
well as discussing its integration with other upper and domain ontologies, such as 
ontology for scientific experiments (EXPO), Chemical Entities of Biological Interest 
(ChEBI), and Functional Genomics Ontology (FuGO). The adequateness and 
extensibility of the new ontology, named Biofilm Ontology (BO), has been discussed 
with MIABiE members and other domain experts, and validated against different 
studies in the BiofOmics, the centralised database on biofilms experiments [5]. Here, we 
introduce BO and exemplify some of its main descriptive abilities.  
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2 The Organising Principles of the Biofilm Ontology 

There is no standardised methodology for building ontologies. However, Open 
Biological and Biomedical Ontologies (OBO) foundry has introduced some useful 
guidelines and principles regarding the different stages of the ontology development 
life-cycle that helped the construction of the BO [6]. In particular, the organisation of 
the BO was based on the following main criteria: 

- BO is restricted to the biofilm knowledge domain and, therefore, it contains just 
model concepts and relations that are relevant to the representation of biofilm 
data; 

-  BO should be used for annotating data in databases and for textual 
documentation as such, it should be understandable to people and 
unambiguously interpreted by software; 

-  BO development should be pragmatic, that is as new devices, techniques or 
applications arise, it should be possible to integrate new branches without 
affecting the existent ontology structure; 

-  any biofilm experiment should be comprehensively described by a combination 
of BO instances; 

-  whenever possible, terms should have a synonyms list to avoid 
misinterpretations and to enable consistent data curation and repositories 
searching; 

Then, BO development followed the typical ontology life-cycle previously 
described [7]. The purpose and scope of the ontology were well identified and centred 
on the Biofilm domain, following MIABiE directives. Knowledge acquisition relied 
on varied sources of information, namely: discussion of the BO with other Biofilm 
experts, metadata associated to the experiments in BiofOmics database [5], research 
papers on biofilms, and some learning from other bio-ontologies. The construction of 
the ontology undertook the conceptualisation and integration of the biofilms concepts 
identified, formally defining their properties, meaning and relationships with other 
concepts. 

Top-down and bottom-up approaches were combined. First, the top-down 
approach led to the insertion of the BO into a generic upper ontology. Generic 
ontologies describe general and domain-independent knowledge, aiming to avoid the 
duplication of terms related to template structures typical of scientific experiments of 
any research field. As such, BO would focus only on the specificities of biofilms 
studies, delegating general experimental characterisation to upper ontologies. Then, 
the bottom-up approach was implemented to gather and organise the biofilms-specific 
concepts into ontological instances and establish relations among them. Since 
Biofilms are a multidisciplinary knowledge field, many concepts will be cross-linked 
to ontologies in related domains, avoiding term duplication and enforcing data 
interoperation across platforms and resources, in benefit of broad research 
community.  

BO was represented in formal language and comprehensively documented to 
promote its use in databases, bioinformatics tools and other resources created in 
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support of Biofilm research. Its consistency, completeness and conciseness was 
evaluated by practical exercise, i.e. applying its terms to the description of published 
studies, and by discussing the ontology with field experts at international conferences, 
such as the Eurobiofilms 2013 meeting in Ghent, Belgium (9-12 September 2013).  

3 The Structure of the Biofilm Ontology 

BO development follows the principles of the Open Biological and Biomedical 
Ontologies (OBO) foundry [6]. Terms are organised in a hierarchical structure with 
four main branches: biofilm model, biofilm growth conditions, biofilm removal and 
biofilm characterisation (Fig 1). These branches represent the main steps/components 
of a typical biofilms experiment. Next, we will provide a brief overview of each of 
these branches. 

 

Fig. 1. (A) Typical biofilm experiment workflow; (B) Hierarchical structure of the BO. The 
four main branches, which compose BO, ‘biofilm characterisation’, ‘biofilm growth 
conditions’, ‘biofilm model’, and ‘biofilm removal’ represents the typical steps of a biofilm 
experiment. Each branch is composed by multiple child-terms that, by its turns, have also their 
descendent terms as denoted by the signal ‘+’. All the BO terms are related among them 
through the “is_a” relationship type. 

Biofilm Model  
This BO branch intends to encompass all systems in which biofilms can be formed, 
analysed or retrieved, including the models of naturally-occurring biofilms, single and 
multi-well reactors, continuously stirred flow reactors, continuous plug flow reactors, 
in vivo biofilms, and in vitro or ex vivo cultivation of biofilms on biotic surfaces [8]. 

 
Biofilm Growth Conditions 
Besides identifying the model used to form the biofilms, the description of the 
experiment must also specify the operational conditions. These conditions include 
temperature, culture medium and supplements, hydrodynamic conditions (static or 
dynamic conditions), pH, oxygen availability (aerobic, anaerobic or microaerophilic 
conditions), time of biofilm growth and maturation, and stress conditions.  
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Biofilm Removal 
Typically, the characterisation of biofilm cells requires the removal of the biofilms 
from surfaces where they were formed and further cell detachment. This is a critical 
step that may alter the physiological state of cells and bias the results of the 
experiment. This module of the BO collects the methods or techniques commonly 
used, such as sonication or scrapping, and the operation conditions, such as the device 
used, period of time of biofilm removal (for example, 5 cycles of 30 s of sonication) 
and solvent used to collect biofilm-cells (for example, water, phosphate buffer or 
other buffer solution).  

 
Biofilm Characterisation 
This branch describes the methods according to the type of analysis conducted, as 
follows: culture-based methods, such as CFU counting and colony morphology 
characterisation; non culture-based methods, such DAPI, CV and FISH; microscopy 
(SEM, TEM and CLSM) and flow cytometry methods; spectrophotometric methods, 
such as XTT, ATP detection and Lowry protein assay; “Omics” and molecular 
methods, such proteomics, genomics; and antimicrobial susceptibility testing, such 
determination of the minimum inhibitory and bactericidal concentrations and the 
minimum biofilm eradication concentration. Techniques that are common to other 
research areas are included, but BO delegates on their definition into well-established 
domain-specific ontologies and controlled vocabularies (Table 2).  

Table 2. Ontologies or controlled vocabularies (CV) relevant in biofilm field and cross-
reference by BO 

Ontology/ 
controlled vocabulary 

Source 

Chemical entities of biological 
Interest (CHEBI) 

http://obo.cvs.sourceforge.net/obo/obo/ontolog
y/chemical/chebi.obo 

Colony morphology characterization (CMO) http://mibbi.sourceforge.net/projects/MIABiE.
shtml 

Gene ontology (GO) http://obo.cvs.sourceforge.net/obo/obo/ontolog
y/genomic-proteomic/gene_ontology.obo 

Functional Genomics Investigation 
Ontology (FuGO) 

http://sourceforge.net/projects/fugo/ 

MALDI imaging ontology (IMS) http://www.maldi-
msi.org/download/imzml/imagingMS.obo 

PSI-Mass Spectrometry CV (MS) http://psidev.cvs.sourceforge.net/viewvc/pside
v/psi/psi-ms/mzML/controlledVocabulary/psi-
ms.obo 

PRIDE CV http://code.google.com/p/ebi-
pride/source/browse/trunk/pride-
core/schema/pride_cv.obo 

Protein ontology (PRO) http://obo.cvs.sourceforge.net/obo/obo/ontolog
y/genomic-proteomic/pro.obo

PSI-Sample Processing and 
Separations (SEP) 

https://psidev.svn.sourceforge.net/svnroot/psid
ev/psi/sepcv/trunk/sep.obo 
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4 Cooperation and Integration with Other Bio-Ontologies  

There are several upper ontologies that may assist BO in describing generic 
experimental setup and procedures. None of these ontologies is an ideal 
representation of general knowledge and, therefore, there must be a compromise 
between the “imperfection” degree of the upper ontology and the practical needs of 
BO, as practical domain ontology. Here, the Suggested Upper Merged Ontology 
(SUMO) [available at http://www.ontologyportal.org/], proposed by the IEEE 
Standard Upper Ontology Working Group, was selected to formalise concepts that are 
seen as meta, generic or abstract to a broad range of domain areas (e.g. medical, 
financial, engineering).  

BO was also integrated with the ontology for scientific experiments (EXPO), 
which includes the fundamental concepts about experiment design, methodology, and 
the representation of results that are domain independent [9]. For example, any 
experiment has a goal (‘EXPO:ExperimentalGoal’) and it aims to test a hypothesis 
(‘EXPO:ExperimentalHypothesis’) that results may confirm it (‘EXPO:FactSupport’) 
or reject it (‘EXPO:RejectSupport’).  

BO integration and cooperation with other ontologies is not limited to generic or 
top-level ontologies. BO also cooperates with other domain ontologies. BO is focused 
on biofilm-specific data issues and, therefore, data coming from other knowledge 
domains, such as flow cytometry, proteomic techniques or microarrays, should be 
annotated according to the data standards of the respective consortia (Table 2).  

5 Applications of BO 

The availability of BO allows consistent documentation of biofilm experiments, and 
facilitates large-scale and computer-aided data processing and analysis. Ultimately, 
the BO aims to support the comparison of inter-laboratory experiments and the 
generation of new experimental hypotheses. 

BiofOmics [5], the first ever public repository dedicated to biofilm experiments, is 
a biological resource that takes advantage of this ontology. At first, BO will assist in 
intelligent experiment screening and comparison, recognising experiments with 
similar setup and goals of analysis. By using the BO, researchers may compare their 
own data against other datasets in the repository. Specifically, by means of ontology-
based meta-analysis it is possible to compute and score correlations between datasets 
and a given ontology term, e.g. “biofilm susceptibility”, “matrix composition”, 
“viable cells”, or “biofilm mass”. This sort of analysis across published biofilm data 
may provide insights into important research questions, such as: 1) the identification 
of consistently expressed genes by microorganisms forming biofilms; 2) the 
description of the mechanisms of resistance and persistence of biofilms in numerous 
circumstances, e.g. resistance to antibiotic treatments and to the host immune 
defences, persistence to environmental stress, including pH, microbial predation, or 
starvation; 3) the identification of microbial biomarkers that may guide the 
development of new drug therapeutics. In addition, the BO represents a valuable 
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Abstract. Biofilms research has evolved considerably in the last decade and is 
now generating large volumes of heterogeneous data. MIABiE, the international 
initiative on Biofilms, is devising guidelines for data interchange, and some 
databases provide access to biofilms experiments. However, the field is lacking 
appropriate bioinformatics tools in support of increasing operational and 
analytical needs. This paper presents a flexible and extensible open-source 
workbench for the operation and analysis of biofilms experiments, as follows: 
(i) the creation of customised experiments, (ii) the collection of various 
analytical results, following community standardisation guidelines and (iii) on-
demand reporting and statistical evaluation. 

Keywords: Biofilms, standard operating procedures, data interchange, data 
analysis. 

1 Introduction 

Biofilms are surface-attached cellular agglomerates that are widespread in Nature and 
exhibit great abilities to adapt to environmental changes [1, 2]. Their actions can be 
seen as beneficial or detrimental to humans, depending on their ecological impact and 
our ability to act upon them [3, 4]. Notably, the resistance and resilience of biofilms 
attracts much attention from the biomedical research community due to the 
continuous emergence of multi-resistant strains in clinical settings, which are 
rendering conventional antibiotics ineffective [5, 6]. 

Biofilms research has witnessed a considerable development in the last decade. 
Conventional microbiological experimentation is giving place to large-scale 
multidisciplinary experimentation [7]. Cell viability, biomass formation, respiratory 
activity, morphological characterisation, and transcriptome and proteome profiling are 
just some examples of the methods of analysis now in use. Moreover, and due to the 
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diversity of settings where biofilms can be found, the environmental scenarios 
recreated in the lab can be quite different and sometimes challenging to implement. 
Repeatability, ruggedness and reproducibility tests are therefore conducted to ensure 
the quality of the acquired data and, in particular, the ability to compare results 
between laboratories [8, 9].  

The MIABiE initiative (http://miabie.org), encompassing an international body of 
Biofilms experts, is working on the definition of guidelines to document biofilms 
experiments and the standardisation of the nomenclature in use. Biofilms databases 
such as BiofOmics (http://biofomics.org) [10] and MorphoCol (http://morphocol.org) 
[11] are endorsing these guidelines and making experimental data freely available. 
However, the community is missing tools to take the best advantage of these 
resources, and it is notable the inexistence of bioinformatics tools dedicated to 
biofilms data operation and analysis. In particular, unstructured data operation, using 
Excel or similar tools, compromises data standardisation and thus, any form of 
computer-aided processing and analysis.  

This paper presents the first software tool dedicated to Biofilms: the Biofilms  
Experiment Workbench (BEW). The primary aim is to cover for primary intra-
laboratory data collection and analysis necessities. Previous work on data 
standardisation and computerised data structuring [11], now complemented by 
MIABiE guidelines, established the starting point of development. A specialised 
markup language is defined now as grounds to document experiments, and to 
effectively promote data interchange across resources and software tools. Moreover, 
the application is developed with AIBench, an open-source Java desktop application 
framework [14], to ensure a flexible, cross-platform and interoperable development 
suitable to sustain future interactions with other Biofilms-related tools. 

The next sections detail the markup language as well as the design and main  
functionalities of BEW.  

2 Biofilms Markup Language 

The current inability to exchange experiments between laboratories has its roots in the 
lack of a common format for describing Biofilms experiments. The modelling of 
Biofilm experiments is challenged by the complexity and variability of the studies. 
Studies may vary widely in aspects as important as: the conditions tested (related to 
the goals of analysis), the microorganisms studied (with implicit growth and other 
biological specifics), the methods of analysis used (data is only comparable for 
similar methods), specific data pre-processing (e.g. the calculation of dilution rates or 
log reductions), and the number of replicates and reproductions performed to ensure 
the validity of the study. 

These issues were discussed with field experts - at the Eurobiofilms 2013 meeting in 
Ghent, Belgium (9-12 September 2013) - as means to accommodate for as much of this 
complexity and variability as possible, and anticipate new requirements resulting from 
the increasing use of high-throughput methods. Then, XML, the eXtensible Markup 
Language [12], was elected to formalise the data structure because of its portability and 
widespread acceptance as a standard data language for Bioinformatics [13]. 
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Abstract. Manihot esculenta currently ranks as the third most important species 
source of calories in the world. The most important part of the plant is the root, 
rich in starch. The starch fraction is basically composed of amylose and 
amylopectin, and different ratios of contents of these two polysaccharides 
determine the physicochemical traits and functional properties peculiars to 
genotypes. In this study, principal component analysis (PCA) and clusters 
analysis were applied to a set of physicochemical and functional variables of 
ten starch samples of M. esculenta genotypes. Moreover, a further chemometric 
approach was used to a FTIR spectral data set. The analytical techniques 
employed, associated with chemometric analyzes, allowed distinguishing and/or 
grouping the genotypes according to their physicochemical traits and functional 
peculiarities. It was also observed a good relationship between the descriptive 
models built using the physicochemical dataset and the FTIR dataset from the 
carbohydrate fingerprint region, allowing a more detailed and robust 
understanding of possible differences and/or similarities of the studied 
genotypes. 

Keywords: Cassava genotypes, Manihot esculenta Crantz, Chemometrics, 
FTIR. 

1 Introduction 

Cassava (Manihot esculenta Crantz) currently ranks as the third most important 
species source of calories in the world among the group of basic food crops, including 
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rice and corn [1]. The most important part of the plant is the root, rich in starch, used 
in food and feed or as raw material for various industries. The starch fraction is 
composed of two polysaccharides, i.e., amylose and amylopectin. The ratio of 
contents of these two macromolecules is variable according to the genetic source, 
which will determine specific starch paste characteristics [2]. It is inferred to exit a 
genetic diversity associated to a chemodiversity among the M. esculenta genotypes, 
i.e., starch types with distinct chemical structures and consequently physicochemical 
and functional properties. In this study, principal component analysis (PCA) and 
clusters analysis were applied to a set of physicochemical variables of ten starch 
samples of M. esculenta genotypes, aiming at to build descriptive and classification 
models to aid in the understanding of eventual association of those variables with the 
functional starch properties. Moreover, a further chemometric approach was used by 
applying PCA and clusters analysis to a FTIR spectral data set. In such an analytical 
approach, the rapid and effective extraction of relevant and not redundant information 
from a set of complex data enables a more detailed and robust understanding of 
possible differences and / or similarities in the studied samples, leading to a better 
discrimination thereof. 

2 Material and Methods 

2.1 Selection of Genotypes 

Roots of ten M. esculenta genotypes were produced in the 2010/2011 season in the 
germplasm bank of the cassava breeding program of Santa Catarina Agricultural 
Research and Rural Extension Company. The ten genotypes used in this study have 
been traditionally and regionally named: Apronta mesa, Pioneira, Oriental, Amarela, 
Catarina, IAC 576-70, Salézio, Estação, Crioulo de Videira, and Rosada. Their 
selection was based on an extensive cultivation by small farmers, representing 
economic, social, and environmental importance. Starch samples were extracted from 
each genotype and analyzed physicochemical and functionally. 

2.2 Physicochemical and Functional Properties  

The amylose content of starch samples was determined using the colorimetric 
procedure [3]. The granule test for density determination was performed with the aid 
of a helium gas pycnometer (Quantachrome®) [4]. The lipid and water adsorption 
capacity were determined from the method described by Beuchat (1977) [5]. The 
swelling power of starch of the genotypes in study was determined by the method of 
Leach, McCowen, & Schoch (1959), with modifications [6, 7]. The grain size was 
measured from scanning electron micrographs (2000x magnification) with the aid of 
ImageJ® software (release 1.45k). The relative crystallinity index was determined 
through X-ray diffractometry [8]. Variations of the consistency of starch during 
pasting, under the effect of temperature and agitation (temperature of pasting, 
maximum viscosity, temperature at maximum peak viscosity, time to achieve the 
maximum peak viscosity, minimal viscosity, final viscosity at cooling cycle, and 
setback ) were measured in a viscometer Rapid Visco Analyzer (RVA). 
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2.3  Fourier Transform Infrared Vibrational Spectroscopy (FTIR) 

FTIR spectra of starches from the genotypes in study were collected on a Bruker IFS-
55 (Model Opus. v 5.0, Bruker Biospin, Germany). The processing of the spectra used 
the Essential FTIR (v.1.50.282) software and considered the definition of the spectral 
window of interest (3000-600cm-), the baseline correction, normalization, and the 
optimization of the signal/noise ratio (smoothing).  

2.4 Statistical Analysis 

The FTIR spectral data and the physicochemical variables measured were subjected to 
multivariate statistical analysis, using the methods of principal components (PCA) 
and clusters with the use of R language (v.2.15.2) and the tools from the Chemospec 
[9] and HyperSpec packages [10]. 

3 Results and Discussion 

In the principal component analysis applied to the data of the physicochemical and 
functional variables, the first three components counted for 30.02, 29.63, and 15.00% 
of the variation, respectively, expressing 74.66% of the total variance (Fig. 1). The 
variables swelling power, granule density, and crystallinity index calculated by XRD 
showed to be positively correlated in PC1+. In their turn, the rheological data, 
breakdown and peak viscosity, and lipid adsorption represented the most significant 
variables in PC1-. The second component mainly correlated to the amylose content 
and setback (retrogradation tendency) in PC2+ and to crystallinity index calculated 
from the FTIR and XRD data set in PC2-. The amylose content (PC2+) showed a 
strong negative correlation with the crystallinity index calculated by IR (r = -0.702) 
and XRD (r = -0.709), density (r = -0.398), granule size (r = -0.407), and lipid 
adsorption (r = -0.214) (PC2-). Contrarily, a positive correlation with water 
adsorption (r = 0.071) and with the rheological data, e.g., retrogradation tendency 
(setback, r = 0.708) pasting temperature (r = 0.297), maximum viscosity (r = 0.462), 
and swelling power (r = 0.108) (PC2+) was observed to exist. The construction of the 
descriptive model based on the calculation of the principal components allowed some 
inferences about the behavior of the functional properties of the starches studied 
derived from their physicochemical characteristics. These results are consistent with 
the information that correlates the crystalline structure of the granules to the double 
helices formed by the branches of amylopectin [11]. The region where amylopectin is 
found is more dense or crystalline. Because it is more compact, this region is less 
hydrated and more resistant to hydrolysis process [3]. The amorphous regions of the 
starch granules (mainly formed by amylose) are less dense, absorbing more water at 
temperatures below the gelatinization temperature. Additionally, the amount of 
amorphous regions has been traditionally associated to a greater retrogradation 
tendency of starch granules, because of its strong tendency to rebind via hydrogen 
bonds with other adjacent amylose molecule [12]. 
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Fig. 1. Principal components analysis (PCAs) scores scatter plot of the physicochemical 
variables of starches of Brazilian cassava genotypes 

In a second series of experiments, a cluster analysis was applied to the 
physicochemical and functional data set. The similarities were defined based on the 
Euclidean distance between two samples using the arithmetic average (UPGMA). 
Genotypes with the highest similarity in their physicochemical and functional 
characteristics are represented by cluster hierarchical analysis in Fig. 2. The cophenetic 
correlation was 65.71%. 

 

Fig. 2. Similarity of starches of cassava genotypes in respect to their physicochemical and 
functional variables. Hierarchical cluster dendogram analysis (UPGMA method) with 65.71% 
of cophenetic correlation.  
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The visual analysis of the FTIR spectral profiles of the starch samples (Fig 3) 
extracted from the cassava roots revealed the presence of functional groups associated 
to chemical constituents in the 2900-700cm-1 spectral window. More properly of 
interest, carbohydrates signals from the amylose and amylopectin components of the 
study samples presented strong absorbance intensities in the 1200-950cm-1 spectral 
range, considered a fingerprint region of this class of primary metabolites [13]. 

 

Fig. 3. FTIR spectra of starches of ten cassava genotypes in the 3000–600 cm- wavenumber 
region 

When the principal components were calculated from the full FTIR spectra 
(3000-600cm-1) data matrix, PC1 and PC2 contributed to explain in 98.46 % the 
data set variance. However, a clear discrimination of the samples was not found, 
rather samples occurred spread out by all the sections of the factorial distribution 
graph. Such findings prompted us to build a second classification model by 
applying PCA to the carbohydrate fingerprint region of the FTIR dataset, in 
connection with the focus of this study on the starch fraction of the samples. Fig. 4 
shows that PC1 and PC2 accounted for 99.2% of the existing variance, clearly 
revealing the existence of two genotype groups according to their similarities, i.e., 
the genotypes Rosada, Crioulo de Videira, Salézio, and Apronta mesa in PC2+, as 
the genotypes Pioneira, Oriental, and Amarela grouped in PC2-, spreading out 
along the PC1 axis. As previously indicated by hierarchical analysis, the IAC 576-
70 genotype seems to have a typical metabolic profile, occurring away from all the 
other samples (Fig 4). 
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Fig. 4. Factorial distribution of PC1 and PC2 for the ATR-FTIR spectral data set typical of the 
carbohydrate fingerprint region (1200-950cm-1) for the studied cassava starches 

Furthermore, the genotypes IAC 576-70, Catarina, and Estação were detected to 
occur separately from the others, revealing different metabolic profiles and peculiar 
chemical compositions. Interestingly, the calculation of the PCs for the spectral data 
of the fingerprint regions of lipids (3000-2800cm-1) [14] and proteins (1650-1500cm-

1) [15] also allowed a clear discrimination among those samples (data not shown), 
especially for the genotypes IAC 576-70 and Catarina. 

4 Conclusions 

The metabolomic approach used in this study allowed us to identify and characterize 
the chemical variability of the cassava genotypes, supporting the working hypothesis. 
Moreover, the analytical techniques employed and the rheological tests performed, 
associated with chemometric analyzes (PCAs and clusters), allowed to distinguish 
and/or group the genotypes according to their physicochemical and functional 
peculiarities. In this sense, the spectral profiles of IAC 576-70, Catarina, and Estação 
genotypes showed to differ from the others according to their metabolic profiles, 
suggesting a peculiar chemical composition.  

It is assumed, therefore, that the concomitant use of the technologies employed in 
this work is of great interest to investigate the structural characteristics of the starch 
fraction of M. esculenta germplasm. Taken as one, the results can be used as a support 
tool for cassava biochemically assisted genetic breeding programs, optimizing the 
selection and the maintenance process of the genetic diversity in germplasm banks, 
for instance. 
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Abstract. Bacteroides thetaiotaomicron, a Gram-negative anaerobe and 
symbiotic commensal microbe, dominates the human intestinal tract; where it 
provides a range of beneficial metabolic tasks not encoded in the human 
genome. B. thetaiotaomicron uses various polysaccharides as its carbon and 
energy source, providing valuable monosaccharides for its host. Regarding 
dairy technology, the most important characteristic of B. thetaiotaomicron is its 
ability to degrade lactose.β-galactosidase from B. thetaiotaomicron belongs to 
thesubfamily GH-35. There is a lack of structural information about B. 
thetaiotaomicron β-galactosidase, including the active site and residues 
involved in lactose degradation. The aim of this research was to predict the 
residues of B. thetaiotaomicron β-galactosidase involved in substrate catalysis, 
to construct a model of its active site, and to predict residues involved in 
substrate binding.Amino acid sequences were retrieved from UNIPROT 
database. Sequence clustering and alignments were performed using UGENE 
1.11.3.Docking studies were performed using Surflex-Dock. Our results 
indicate that proton donor and nucleophillic residues could be GLU182 and 
GLU123, respectively.These active residues of B. thetaiotaomicron β-
galactosidase have not been reported previously. 

Keywords: Bacteroides thetaiotaomicron, β-galactosidase, active site, active 
residue, docking. 

1 Introduction 

Bacteroides thetaiotaomicron, which dominates the human intestinal tract is a Gram-
negative anaerobic microbe and symbiotic commensal microbe,. It comprises 6% of 
all bacteria and 12% of all Bacteroides in the human intestine; where it provides a 
range of beneficial metabolic tasks not encoded in the human genome [1, 2,]. In 
particular, it has the ability to use energy from carbohydrates and other nutrients 
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present in human intestine [3]. However, B. thetaiotaomicron can also be an 
opportunistic pathogen, especially dangerous in post-operative infections of the 
peritoneal cavity and bacteraemia [4]. B. thetaiotaomicron has a 6.26 Mb genome 
with 4779 protein coding genes [5]. Most investigated genes and proteins are 
glucosidases, due to their high importance in gluco-oligosaccharide metabolism [6, 7]. 
In addition togluco-oligosaccharides, B. thetaiotaomicron uses various 
polysaccharides as a carbon and energy source: including amylose, amylopectin, and 
pullulan, as well as malto-oligosaccharides [8].Other host benefits provided contribute 
to postnatal gut development, metabolic capabilities and host physiology 
[9].Regarding dairy technology, the most important characteristic of B. 
thetaiotaomicron is its ability to degrade lactose, improving lactose digestion in the 
human intestinal tract. 
β-galactosidase (EC 3.2.1.23) catalyzes the hydrolysis of β(1-3) and β(1-4) 

galactosyl bonds in oligo- and disaccharides. All known β-galactosidases belong to 
the GH-A superfamily of glycoside hydrolases and to the 1, 2, 35 and 42 subfamilies. 
β-galactosidase from B. thetaiotaomicron belongs to the subfamily GH-35 [10]. 
Databases researchhas revealed a lack of structural information about B. 
thetaiotaomicron β-galactosidase, including its active site and residues involved in 
lactose degradation. Therefore, the aim of this research was to predict the residues of 
B. thetaiotaomicron β-galactosidase involved in substrate catalysis, to construct a 
model of its active site, and to predict residues involved in substrate binding. 

2 Material and Methods  

Sequences. Sequences of analyzed β-galactosidases were retrieved from UNIPROT: 
B. thetaiotaomicron (UniProt: Q8AB22), Aspergilus oryzae Q2UCU3, Penicillium sp. 
(UniProt: Q700S9), Trichoderma reesei, (UniProt: Q70SY0), Homo sapiens (UniProt: 
P16278) [11]. Structural coordinates for B. thetaiotaomicron β-galactosidase were 
retrieved from the Protein Data Bank (PDB ID: 3OBA:A) [12]. NCBI BlastP was 
performed against the PDB database for identification of highly similar sequences 
[13]. 

Clustering and Docking. Sequence similarity based clustering was performed using 
the program UGENE 1.11.3 [14].The neighbor joining method with a filter of 30% 
similarity was used for sequence clustering. After clustering, multiple sequence 
alignments for all clusters and for all sequences were performed using the program 
MUSCULE [15].Highly conserved regions and potential active site residues were 
identified by sequence alignment. Protein and ligand structures were energy 
minimized using standard MMFF94 force fields [16, 17, 18, 19, 20, 21]. Partial 
atomic charges were calculated using the MMFF94 method. The Powell method, 
distance dependent dielectric constant and convergence gradient method with a 
convergence criterion of 0.005 kcal/mol were used. Protein structures were prepared 
for docking simulations using default parameters, and polar hydrogen atoms were 
added. Docking studies were performed using the program Surflex-Dock with flexible 
H atoms [22]. 
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Statistics. Duncan's multiple range test ("Statistica9”) was performed to evaluate 
statistically significant differences between the studied parameters. Differences were 
considered statistically significant if p ≤ 0.05. 

3 Results and Discussion 

Whole sequence analysis and alignment revealed that B. thetaiotaomicron β-
galactosidase has more than 70% sequence similarity with Pencillium sp, T. ressei, A. 
oryzae and less than 60% similarity with H. sapiens β-galactosidase. All of these β-
galactosidase variants belong to the GH-35 subfamily. 

The closest relative of the GH-35 subfamily with experimentally determined active 
site residues and 3D structure is β-galactosidase from Thermus thermophillus, which 
belongs to the GH-42 subfamilly [23]. Sequence alignment of β-galactosidase from 
GH-35 with β-galactosidase from Thermus thermophillus revealed overlapping 
residues (results not shown). In B. thetaiotaomicron, this residue is GLU182. 
Interestingly, in B. thetaiotaomicron this residue could be proton donor, as it is 
suggested by sequence similarity with Homo sapiens which also belong to GH-35 
subfamily and have experimentally determined active residues (Fig.1) [24]. 
Therefore, by similarity it could be suggested that GLU182 is the proton donor active 
site residue. 

Analysis of conserved domains of potential proton donor active site residues 
indicated 25% conserved residues in all 5 analyzed sequences, 33.3% in 4 out of 5 
and 25 % in 3 out of 5 analyzed sequences. According to UNIPROT, 
nucleophillicactive residues in Homo sapiens and A. orizae are GLU268 and 
GLU298, respectively. Detailed analysis revealed only 15.3 % conserved residues in 
all 5 sequences, 10.2% in 4 out of 5 sequence and 35% in 3 out of 5 analyzed 
sequences. On the other hand, the conserved domain in Figure 1B shows significantly 
higher conservation (p<0.05). It has 38.9% conserved residues in all 5 analyzed 
sequence, 10.25% in 4 out of 5 and 43.6% in 3 out of 5 sequences. On the basis of 
these data, these conserved domains might interact with substrate molecules and 
therefore be the nucleophillic residue in the enzyme active site. These active residues 
of B. thetaiotaomicron β-galactosidase are not reported in previous reports or 
databases. 

In order to predict the identity of the nucleophillic in the active site, docking 
analysis was performed for B. thetaiotaomicron β-galactosidase. The active site was 
set using all three potential active residues with additional spheres of 5 Å, in order to 
include all possible binding residues and to predict the most probable active site 
conformation and ligand docking. Lactose was docked into the active site (Fig 2). 
Detailed analysis of docking revealed the preferred lactose conformation as well as 
active and binding residues (Fig. 3). Docking results show that the closest residue to 
the lactose cleavage site is GLU123 (4.39 Å). GLU259 which is suggested in 
databases to be the nucleophillic residue is located far from the lactose cleavage site 
(5.26Å) and according to our results cannot make H bonds with lactose. Therefore, 
according to our docking model and sequence alignment, contrary to previously 
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suggested residues in databases, the nucleophillic residue could be GLU123. This 
residue makes hydrogen bonds with lactose and is positioned near the covalent bound 
between galactose and glucose moieties in lactose (Fig 3). Other substrate binding 
residues are TYR77, ASN181, GLU259 and TYR325. So, in the case of lactose, two 
additional binding residues could be located in the enzyme active site pocket. First is 
GLU123 as a nucleophillic and second is GLU182 as the proton donor residue. It is 
noteworthy that significant similarity in the pattern of binding site locations was 
observed in the case of these five examples of β-galactosidase although they originate 
from distantly related species. 

 

Fig. 1. Proposed and proton donor and nucleophillic residues in active site of B. thetaiotaomicron 
β-galactosidase; A) proton donor residues; B) nucleophilic active residues proposed by similarity 
with Human β-galactosidase; C) nucleophilic active residues proposed by conserved regions and 
docking analysis 

In future research, based on our findings, it would be interesting to experimentally 
determine the active resides of B. thetaiotaomicron. Furthermore, it would be 
interesting to examine β-galactosidases from all GH-35 subfamily by docking 
analysis and to compare them with B. thetaiotaomicron. 
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4 Conclusions 

By similarity, we propose that GLU182 acts as the proton donor active residue in B. 
thetaiotaomicron β-galactosidase. The active site was modeled. Docking results 
reveal that the closest residue to the lactose cleavage site is GLU123 (4.39 Å). 
According to our docking model and sequence alignment, contrary to previously 
suggested residues in databases, the nucleophilic residue could be GLU123. Other 
substrate binding residues are TYR77, ASN181, GLU259 and TYR325. 
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Abstract. Proteins are essential for functioning of all living organisms
and studying their inner structure and functions has been of a high im-
portance. Many studies concentrated on detection of various inner struc-
tures inside macromolecules (e.g. tunnels, channels, pores) which play
an essential role in the functioning of a large number of proteins. Here
we present a novel approach to a detection of intramolecular tunnels.
These pathways may facilitate the transport of reaction intermediates
among buried active sites. The results obtained by the proposed algo-
rithm were compared to intramolecular tunnels whose presence in given
structures is already known. The algorithm is able to also identify other
inner structures, such as channels or pores.

Keywords: protein structure, tunnel, intramolecular tunnel, active site.

1 Introduction

Proteins are very complex structures containing various clefts, protrusions and
empty space. These inner structures can have specific functions - for example, the
inner cavities can contain active sites, or the tunnels and channels can serve as
transport pathways for small molecules, ions and water molecules. These path-
ways play an essential role in the function of many proteins. Their role can vary:

– Tunnels – serve as transport paths for a ligand accessing the deeply buried
active site [1],[4].

– Channels or pores – can facilitate the transport of ions or molecules across
biological membranes [7].

– Intramolecular tunnels – connect distinct active sites and serve as trans-
port pathways for reaction intermediates. For instance, bifunctional enzymes
contain two active sites connected by an intramolecular tunnel [6],[10].

This study presents a novel approach to the definition of the latter group of
structures, the intramolecular channels. Their presence can be crucial for the
catalytic functions of proteins where the enzymatic reaction requires different
environments (for example polar and non-polar). These environments can be
located in spatially separated sites inside the protein structure and a substrate
is supposed to be transported between them.

J. Sáez-Rodŕıguez et al. (eds.), 8th International Conference on Practical Appl. of Comput. 73
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The whole process of migration of intermediates resembles the working process
where each worker works on one part of the final product. The material comes
to the first worker, who modifies it according to instructions and passes the
intermediate to the second worker. In each phase the intermediate has to satisfy
given requirements. After passing through all workers, the product is finalized
and can leave the assembly line. The same situation appears in the protein
structure - after passing through all predefined sites the product is finalized and
leaves the protein structure.

Our approach is based on the CAVER 3.0 algorithm [3]. We extend this algo-
rithm in order to compute the pathways between arbitrarily located sites (points
of interest) in the protein.

2 Related Work

Commonly available methods for detection of tunnels or channels are designed
mainly for the computation of pathways between one active site and the bulk
solvent (tunnels) or pathways leading throughout the protein structure (chan-
nels or pores). With a specific set of input parameters, most of them are also
able to detect inner pathways connecting several active sites. However, the iden-
tification of the proper combination of input parameters is complicated and it
requires detailed knowledge of these methods and their principles. To the best
of our knowledge, we are not aware of any available technique for computation
of intramolecular tunnels connecting more deeply buried active sites.

Recently, several methods for identification and analysis of pathways in protein
structures have been developed. HOLE 2.2 [12] is applicable to the analysis of a
single channel or pore traversing the protein. Yaffe et al. introduced MolAxis 1.4
[14] which is able to identify pathways between two sites in a static snapshot as well
as in molecular dynamics simulations. MOLE 2.0 [11] is able to detect channels
and pores in seven basic steps. The starting and ending points can be defined by
the user or automatically positioned into each detected cavity. The PoreWalker [8]
tool enables an automatic detection of pores. However, none of the existing tools
is designed for the detection of pathways between more than two sites.

Our approach is based on CAVER 3.0 [3], that was originally designed for the
computation of tunnels leading from the bulk solvent to a buried active site of
the protein. It incorporates the Voronoi diagram computation [2] for geometric
division of the space enclosing the molecule. The resulting tunnels lead along
the Voronoi edges.

To cope with atoms of different radii, CAVER 3.0 uses an approximation,
which gives more precise and chemically-relevant tunnels. Each atom is approx-
imated by a set of spheres of the same size where the basic Voronoi diagram
approach can be utilized. CAVER 3.0 searches for all possible tunnels starting
from the user specified site. The detected tunnels are annotated by their priority,
which is derived from the combination of the bottleneck width of the tunnel, its
length, curvature and other parameters. This information helps our extended
algorithm to compute all connections between the given points of interest and
filter out tunnels with the lowest priority.
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3 Algorithm for Detection of Tunnels among Several
Active Sites

The proposed algorithm is designed for computing pathways connecting arbi-
trary sites inside the macromolecule controlled by a set of input parameters.
Thus in the further description of the algorithm we generalize the notion of the
active site to a term point of interest (POI).

The algorithm is able to find all pathways according to the user’s needs for
large macromolecular structures consisting of more than hundreds of thousands
of atoms. As mentioned above, the algorithm itself requires as the input a set of
points of interest enclosed inside a molecular structure. These points serve as the
starting and ending points of the searched pathways. Algorithm 1 summarizes
the major stages of the computation.

Algorithm 1. Detection of Tunnels Among More Points of Interest

Input: atom positions, set of points of interest P0, ..., Pn

Output: tr connecting P0, ..., Pn

1. foreach pair Pi, Pi+1

2. compute center C of the line [Pi Pi+1]
3. compute planes p(C), p(Pi), p(Pi+1) perpendicular to line [Pi Pi+1]
4. create a set of atoms A(Pi) geometrically between p(Pi) and p(C)
5. create a set of atoms A(Pi+1) geometrically between p(Pi+1) and p(C)
6. compute a set of tunnels Ti, Ti+1 for A(Pi), A(Pi+1)
7. remove from Ti, Ti+1 all tunnels that do not intersect p(C)
8. create concatenated set of tunnels {t(Ti, Ti+1)}
9. ti = select the best tunnel from {t(Ti, Ti+1)}

10. tr = concat (ti, ..., tn)
return tr

Step 1 – Input Definition: In the first step, the user has to define the po-
sition of points of interest. The only limitation is that these points have to be
encapsulated by the convex hull of the protein structure. This can be reached
by three possible options:

– Points of interest are selected from a set of active sites listed in one of the
databases containing definitions of active sites for many structures (Catalytic
Site Atlas [9] or UniProt [13]).

– The user can select the positions of points of interest manually – by giving
the coordinates in three-dimensional space or by defining the set of residues
or atoms surrounding the desired site.

– The user can also take advantage of cavities present in proteins. Active sites
are located in inner cavities and thus their detection can also help to reveal
the position of active sites.

Users can specify other input parameters, which control many features of
detected pathways, such as their minimal width. The complete list of parameters



76 O. Strnad, B. Kozlikova, and Jiri Sochor

can be found in [3]. Our approach uses two most important parameters – the
probe size and the shell radius. The probe size determines the minimal width
of the bottleneck of searched tunnels whereas the shell radius determines the
surface of the molecule. The computation of a tunnel is terminated when the
tunnel intersects the surface of the protein.

The computation is driven by an ordered sequence of points of interest in
which the pathways should be searched for. The algorithm then detects two
types of pathways: (1) pathways connecting points of interest in a given order,
(2) tunnels from the outside environment to the first point of interest and tunnels
connecting the last point of interest with the outer environment.

Step 2 – Selecting Relevant Subsets of Atoms: Firstly, the center point C
of the line connecting points (P0, P1) is determined and planes p(P0), p(P1), p(C)
perpendicular to line (P0, P1) are detected. According to these planes, two addi-
tional subsets of relevant atoms are constructed. The first subset A(P0) contains
atoms geometrically positioned between p(P0) and p(C) and the second subset
A(P1) consists of all atoms between p(C) and p(P1). These subsets are illus-
trated in Fig. 1 in the right part, where two subsets corresponding to points of
interest P0, P1 from the left part of the figure are depicted.

p(P) p(P)p(C)0 1

P0
P1 P2 P3 P4 P0

P1

Fig. 1. Carbon Monoxide Dehydrogenase (PDB ID 1OAO). Left: five POIs defined ar-
bitrarily. Right: illustration of two subsets of atoms corresponding to POIs pair P0, P1.

Step 3 – Computation of Pathways between Two POIs: The CAVER 3.0
algorithm searching for all relevant tunnels is launched for the site P0. The tunnel
searching is limited only to the set of atoms A(P0). Similarly, the same process
is applied for the site P1 and the set A(P1). As a result, the sets of detected
tunnels T0 (T1 respectively) are obtained. The left part of Fig. 2 shows all tunnels
detected between two given points of interest P0, P1. Since these sets T0, T1

contain all tunnels present in constrained sets of atoms they must be further
filtered. Tunnels which do not intersect with p(C) are removed; the remainder
are stored for processing in the next phase. Figure 2 (right) shows a filtered
subset of tunnels, which are relevant for the further steps of the algorithm.
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Fig. 2. Left: illustration of all tunnels detected in each subset. Right: tunnels that
intersect the plane p(C) are selected, the rest is filtered out.

Step 4 – Concatenation of Computed Tunnels in Constrained Sets:
After the selection of relevant tunnels, the connection process is launched. All
tunnels are in the form of an ordered set of spheres (see Fig. 3). In order to
eliminate cases where a tunnel leads in parallel to the plane p(C), the tunnels
are trimmed right after the sphere that intersects p(C). For every tunnel ti from
Ti and tunnel ti+1 from Ti+1, the test checking if they overlap is performed. A
new tunnel t(Pi, Pi+1) is created if both last spheres from ti and ti+1 overlap or
the distance of their centers is lower than the user defined welding threshold. All
new t(Pi, Pi+1) are then inserted into the set T . Figure 3 illustrates this step.

Fig. 3. Left: t1 is trimmed, t2 is excluded because it does not intersect p(C). Right:
the tunnel t(P0, P1) concatenating t0 with t1.

Step 5 – Forming the Final Pathway: Finally, the set of partial tunnels T
contains all tunnels connecting Pi with Pi+1, where 0 = i < n − 1. For every
t(Pi, Pi+1) from the set T only the path with the best evaluation is selected.
This evaluation is based on several tunnel characteristics and their combination,
e.g., the tunnel bottleneck, length and curvature. The resulting pathway is ob-
tained by recursive concatenating t(Pi, Pi+1) with t(Pi+1, Pi+2). Figure 4 (left
part) shows the resulting pathway detected between five points of interest in the
1OAO structure. Section 4 contains another examples of intramolecular tunnels
detected by our algorithm.
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Fig. 4. Tunnels are visualized using solvent accessible surface. Left: 10A0 with the
intramolecular pathway connecting five arbitrarily chosen POIs. Right: 1AON with 5
POIs controlling the trajectory of the pathway.

Fig. 5. Intramolecular tunnel of 4-Hydroxy-2-Ketovalerate Aldolase (1NVM) connect-
ing the active site formed by the H21 and Y291 residues (blue) with the active site
located near to NAD (green).

4 Results

The correctness of the algorithm was tested on representatives of enzymes pos-
sessing multiple active sites connected by internal tunnels for the transport
of intermediates. Intramolecular tunnels are commonly present in ammonia-
transferring enzymes. Many such enzymes have been already studied in some de-
tail, including the following example structures. Carbamoyl phosphate
synthetase (PDB ID of wild type (WT) 1BXR) where the first part of the
intramolecular tunnel serves for ammonia transportation whereas the second
part enables carbamate transportation. Glucosamine 6-phosphate synthase (WT
2J6H), glutamate synthase (WT 1OFD), imidazole glycerol phosphate synthase
(WT 1KA9), cytidine triphosphate synthetase (WT 1VCM) have tunnels for am-
monia transportation. Among others, Tryptophan synthase (WT 3CEP) tunnel
enables indole transportation and 4-Hydroxy-2-Ketovalerate Aldolase/Acylating
Acetaldehyde Dehydrogenase (WT 1NVM) contains the tunnel for acetaldehyde
intermediate transport (see Fig. 5).
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The algorithm was implemented in Java and integrated into the CAVER An-
alyst software tool. All tests were performed on a common PC/2.5Ghz in a
single-threaded 32-bit environment. Testing on above listed structures and their
mutants confirmed the robustness of the algorithm.

Table 1 gives results only for several studied structures. It shows results from
testing on real structures (1NVM, 1BKS) and to confirm the robustness and
generality of our approach, we performed testing also on several large macro-
molecules (here examples of 1AON, 1OAO) where 5 points of interest were se-
lected arbitrarily. For cases when active sites inside structures were known, we
compared the resulting tunnels with those biochemically relevant presented in
various publications (e.g., [5], [15]).

Table 1. P0, P1 - selected POIs, |A(P0)|+ |A(P1)| - a reduced number of atoms
used when searching for tunnels

PDB Atoms P0 P1 |A(P0)|+ |A(P1)| Time (s) Length Bottleneck

x=57.20 x=66.30
y=15.85 y=30.991NVM 19612
z=-7.11 z=10.50

6743 13 35.9Å 0.76Å

x=50.87 x=85.51
y=16.98 y=11.981BKS 4906
z=5.67 z=9.59

2930 15 48.44Å 0.72Å

1AON 58804 5 arbitrary sites avg. 2373 83 484.6Å 0.71Å

1OAO 23226 5 arbitrary sites avg. 2701 23 153.9Å 0.97Å

5 Conclusion and Future Work

We proposed the novel algorithm for computation of pathways among an arbi-
trary number of ordered points of interest inside macromolecular structures. Our
method is applicable to the detection of intramolecular tunnels as well as other
structures, such as channels and pores. In comparison with the existing methods,
the algorithm enables an advanced user-driven control of the expected pathway.
This is reached by defining the intermediate points of interest. Our approach is
general enough to detect inner tunnels by changing only two basic parameters
of the original CAVER 3.0 algorithm. It provides users with fast and intuitive
tool for geometry-based analysis of various protein structures. We tested the rel-
evance of our algorithm on various molecular structures and provided the reader
with an example of the results.
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Abstract. In binary classification, it is sometimes difficult to label two training 
samples as negative. The aforementioned difficulty in obtaining true negative 
samples created a need for learning algorithms which does not use negative 
samples. This study aims to improve upon two PU learning algorithms, 
AGPS[2] and Roc-SVM[3] for protein interaction prediction. Two extensions to 
these algorithms is proposed; the first one is to use Random Forests as the clas-
sifier instead of support vector machines and the second is to combine the  
results of AGPS and Roc-SVM using a voting system. After these two ap-
proaches are implemented, their results was compared to the original algorithms 
as well as two well-known learning algorithms, ARACNE [9] and CLR [10]. In 
the comparisons, both the Random Forest (called AGPS-RF and Roc-RF) and 
the Hybrid algorithm performed well against the original SVM-classified ones. 
The improved algorithms also performed well against ARACNE and CLR. 

Keywords: Protein Interaction Networks, Binary Classification, Positive Unla-
beled Learning, Random Forests, Support Vector Machines. 

1 Introduction 

Supervised machine learning algorithms generally utilize both positive and negative 
examples for training purposes. However, in many domains such as medicine, procur-
ing negative examples is harder and in many cases, not possible. For some cases, the 
negative examples are simply not that ‘interesting’ to keep in a database for further 
analysis, such as the non-interaction of a protein and a ligand. This problem created a 
need for algorithms that are using positive and unlabeled examples. Thus, Positive 
Unlabeled (PU) learning algorithms are proposed for this purpose: learning without 
negative examples. 

While PU learning algorithms are used in many different fields (such as text cate-
gorization), the scope of this paper is the protein-protein interaction networks (PPI 
Networks). A PPI Network is a graph, where a node in the graph is a protein, and an 
edge represents the presence of interaction between two proteins. It is accepted that 
given a set of proteins, PPI network is sparse; the number of interacting proteins are 
almost always much smaller than the number of non-interacting proteins. 

Interactions between two proteins can be tested in a laboratory environment. A 
positive interaction result in the laboratory can be used as is, (but does not necessarily 
mean that they actually do some work together due to localizations of the proteins in 
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the body), but the lack of interaction does not imply that two proteins will never inter-
act. In theory, an interaction may not occur because of environmental conditions, or 
simply, time constraints. This is one of the reasons of the difficulty of obtaining nega-
tive examples; it is not easy to prove that two proteins will never interact. 

Previously, in our group, we performed a comprehensive assessment of some PU 
Learning methods [1]. The methods analyzed in the study are AGPS [2], Roc-SVM 
[3], PSoL [4] (including PSoLm and PSoLo), Carter [5], PosOnly [6], Bagging SVM 
[7] and S-EM [8]. Two algorithms that stand out in the comparison are AGPS and 
Roc-SVM. Both are named as two step algorithms (first extract some reliable negative 
examples, then perform classical binary classification) and both algorithms produced 
comparable results in Precision, Recall, F-measure and Matthew Correlation Coeffi-
cient (MCC) values. Both algorithms use support vector machines for classification.  

In this paper, we aimed to improve the performance of AGPS and Roc-SVM algo-
rithms by different means, due to the promising results in the mentioned study. First, we 
overviewed the two algorithms and changed the classification method to Random Forest 
(RF) from SVM. Then we created a method to merge the algorithms' results by voting 
and proposed a hybrid approach. We compared the results of the separate algorithms 
and the hybrid one.  Finally, we compared the results of the proposed methods with two 
well-known biological network inference algorithms: ARACNE [9] and CLR [10]. 

The organization of the paper is as follows: In section 2, we overview the AGPS 
and Roc-SVM algorithms. In section 3, we describe the use of Random Forest in the 
algorithms and the hybrid approach. In section 4, we report the performance of the 
proposed algorithms and compare them to the originals. In section 5, we summarize 
our work and conclude the paper. 

2 Background 

2.1 AGPS 

AGPS (Annotating Genes With Positive Samples), proposed by Zhao X-M et al. [2] is a 
two-step algorithm for gene function prediction by PU learning. AGPS consists of three 
main steps; generating the initial negative set, expanding the negative set and classifica-
tion. For further details about AGPS please refer to [2] or our previous work [1]. 

2.2 Roc-SVM 

Roc-SVM (Rocchio Technique and SVM), created by Li X. and Liu B. [3] is a two-
step algorithm that combines the Rocchio method used to select strong negatives and 
SVM to create classifiers. Again, the libSVM library created by C. Chang and C. Lin 
[11] is used for Roc-SVM. For further details about Roc-SVM please refer to [3] or 
our previous work [1]. 

3 Proposed Algorithms 

3.1 Random Forest Approach 

The random forest approach aims to implement the random forest classification meth-
od instead of the SVM classification method used in AGPS and Roc-SVM. The algo-
rithms that utilize random forest are named AGPS-RF and Roc-RF. 
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Random forests method was developed by Leo Breiman  [12]. It can be called as 
an ensemble learning method, which basically generates many decision trees and 
combine (by using aggregation or voting) their respective results. Random forests use 
this voting approach, which is called bagging (bootstrap aggregation). Classifiers 
constructed in bagging are independent from each other. The difference that random 
forests bring is the additional randomness in the bagging phase.  

Purpose & Aims of Using Random Forest. The motivation behind using random 
forests classifier instead of SVM is to use random forests’ ensemble approach, i.e. 
using multiple classifiers and combining the results. The current state of AGPS and 
Roc-SVM use a single, final classifier. Manually storing multiple classifiers during 
runtime and creating an ensemble method failed, as the classifiers were too large to 
create an accurate prediction. 

In comparisons such as the one made by J. Nappi, D. Regge and H. Yoshida [13], 
the one made by Y. Tang, S. Krasser, Y. He, W. Yang and D. Alperovitch [14], and 
the one made by G. Rios and H. Zha [15], random forests are found to perform well 
(yet the margin varies in comparisons) against SVM while working with microarray 
data. As our data is two-class, both random forest and SVM can work in optimal con-
ditions. The E.coli gene expression data set we used in our test is rather large, and 
random forest is found to perform well in large data sets as well. 

Implementing Random Forest. The implementation requires all the training and 
prediction done by SVM to be replaced by random forest classifiers. The algorithms 
can be found below in Algorithm 1 and 2. (Q/U = Unlabeled examples, RN = Strong 
Negatives, P = Positive Examples, P1/2 = Parts of P, N = Negative Examples) 

 
1. Learning Step 

─ Unew = Ku + P2; 

(a) Initial Negative Set Generation 

• Construct the classifier f(1) using P1 and 
Unew (one-class SVM is used because 
random forest does not support one 
class) 

• Classify Unew using f(1). The negative 
set N(1) will be used in Stage B as the 
initial negative set 

• Unew = Unew - N(1). 

(b) Negative Set Expansion (Iterative) 

• Random forest instance I(i) is trained us-
ing P(1) and N(1) 

• The training instance is evaluated and an 
evaluation model is created 

• A classifier tree T(i) is built using the 
trained instance I(i) 

• Unew is classified using T(i), while N(2) 
is the predicted negative set, where | 
N(2)| ≤ k|P1| 

• Unew = Unew - N(2) 
• Continue until | Unew | < k| P1 | 

(c) Classifier and Negative Set Selection 

• Classify Unew using the classifiers pro-
duced in Stage B 

• Find the best classifier (by comparing 
their prediction accuracies) and take the 
best classifiers' negative set as TNS 

• Return negative set TNS 

2. Classification 

─ Classify U using P and TNS, where P = P1 
+ P2 

Algorithm 1. AGPS-RF algorithm 
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1. Step 

─ Initial negative set generation is done, pro-
ducing RN 

─ RN is subtracted from Q to produce Unew. 
─ Q is divided by 10 (10-fold cross validation) 

to produce Uevo. 
─ Uevo will be the set of unlabeled examples 

that will be classified at the end. 

2. Step 

─ Train the classifier f(i) using P and RN, 
where i is the iteration number and increases 
by one at each iteration. 

─ Store the first classifier in the iteration, f(1), 
for later use. 

3. Step 

─ Unew is classified using f(i). 
─ The examples that are negative in the classi-

fication result of Unew are named N(i). 

4. Step 

─ If there are no negatives, i.e. the N(i) is 
empty, stop and go to Step 5. 

─ If there are negatives in N(i), subtract N(i) 
from Unew 

─ After the subtraction, go to Step 2. 

5. Step 

─ The last classifier produced in the iteration 
is named f(last). 

─ P is classified using f(last). 

6. Step 

─ If the results produced from the classifica-
tion of P using f(i) in Step 5 have more than 
5% of the total number of examples classi-
fied as negative, designate f(1) (the first 
classifier built in the algorithm) as the final 
classifier. 

─ If less than 5% of the total number of exam-
ples are classified as negative, f(last) is re-
tained as the final classifier. 

7. Step 

─ Classify Uevo (produced in Step 1) using the 
final classifier, which is chosen in Step 6. 

Algorithm 2. Roc-RF algorithm 

3.2 Hybrid Approach 

Purpose & Aims of Using Hybrid Approach. The hybrid approach aims to provide 
a union of both algorithms via comparing the results. It is different than an ensemble 
classifier because it does not produce multiple classifiers and vote their respective 
results. The motivation for using hybrid approach is to bring on a voting scheme that 
can be used on the AGPS and Roc-SVM algorithms. As the Random Forests classifi-
cation method mentioned in the previous chapter also utilizes a voting scheme inher-
ently, we aimed to implement a voting aspect on the original AGPS and Roc-SVM 
algorithms. 

Implementation. The voting process compares the results of the two algorithms for 
the same example and sets the result of a given example if two algorithms' results are 
same. For example, if AGPS and Roc-SVM both produce positive results for the pres-
ence of a relation between two proteins, then the hybrid result is also positive. How-
ever, if the results of AGPS and Roc-SVM differ on a given example, the probability 
values that show whether the classification is correct or not is taken into account (The 
values are produced at runtime). The result whose probability is more certain is se-
lected as the stronger one and that algorithm's result is taken into account. 
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4 Experimental Results 

4.1 Setting 

The dataset used in the evaluation is the Escherichia coli (E. coli) gene expression 
data set by Faith et al. [16]. The data set contains 4345 genes and each gene has 445 
samples. IntAct protein-protein interaction database [17] is used as the set of known 
protein interactions. This set constitutes the positive set in our classification. This is 
the same data set we used in our previous comparison study [1], enabling us to com-
pare our results accurately. (For further details of the dataset, please refer to our pre-
vious work [1]). 

To implement a random forest classifier in our algorithms coded in java, we used 
WEKA’s [18] random forest libraries. As WEKA is also written in java, it provided 
greater operability and ease of use. 

F-Measure and Matthews Correlation Coefficient (MCC) are used to compare and 
evaluate the performance of the algorithms. These values are calculated using the num-
ber of True/False Positive and True/False Negative examples classified by algorithms. 

Table 1. Average performances of AGPS-RF, Roc-RF and Hybrid algorithms compared to the 
original AGPS and Roc-SVM 

Measure/Algorithm AGPS-RF AGPS Roc-RF Roc-SVM Hybrid 

F-measure 0.214 0.212 0.593 0.228 0.515 

MCC 0.130 0.133 0.567 0.261 0.294 

4.2 Results for AGPS-RF, Roc-RF and Hybrid Algorithms 

Though the results from AGPS-RF and Roc-RF have both improved over their origi-
nal counterparts, AGPS-RF had a very slight increase while Roc-RF had a very large 
one. This can be attributed to the Rocchio method and the wholly iterative nature of 
the Roc-RF algorithm. In AGPS, the average F-measure was 0.21246, while in 
AGPS- RF, the average F-measure was 0.21420. This points to a slight (insignificant) 
increase in F-measure. The improvement is much more significant in Roc-RF. In Roc-
SVM, the average F-measure was 0.2284, while in Roc-RF, the average F-measure 
was 0.59222. The increase is 159.2% compared to Roc-SVM.  

Compared to AGPS’s and Roc-SVM’s values of average F-measures (which were 
0.21246 and 0.22840 respectively), the hybrid approach yielded an average F-measure 
of 0.515, which is respectively a 140% and a 125% improvement over both AGPS 
and Roc-SVM. The results for AGPS-RF, Roc-RF and the Hybrid Algorithm can be 
seen in Table 1. 

4.3 Comparison to other Network Inference Algorithms 

In the previous sections, we reported the comparison results for AGPS-RF, Roc-RF and 
hybrid algorithms with the original AGPS and Roc-SVM. As the proposed algorithms 
actually derive a biological network, the next step in evaluation would be to compare 
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our algorithms to well known network inference algorithms that use microarray data. 
This section reports the results of the experiments that compare our methods to two 
biological network derivation algorithms, CLR and ARACNE. Although these algo-
rithms are not supervised (i.e. they do not exploit previously known interactions as in-
put) this evaluation can show the relative performances of the proposed algorithms. 

CLR (Context Likelihood of Relatedness) is an algorithm developed by J. Faith et 
al [10]. It is defined as a novel extension to the relevance network algorithms. CLR is 
essentially a relevance network algorithm, but it improves this by introducing a back-
ground correction step for eliminating falsely identified relations. CLR makes predic-
tions using the statistical likelihood of each information value within the network. The 
pairs with the highest probabilities are assumed to be interacting. 

ARACNE (Algorithm for the Reconstruction of Accurate Cellular Networks) is a 
novel algorithm created by Margolin et al. in 2006 [9]. It uses the same concept of 
using graph nodes to represent examples and edges to represent the presence of an 
interaction between two examples. ARACNE classifies the examples by inferring 
statistical dependencies from pairwise marginals. Similar to the relevance network 
base of the CLR algorithm, the probabilities that fail to pass a certain threshold are 
eliminated.  The second step continues by eliminating the indirect interactions be-
tween the remaining mutual interaction pairs to reduce false positives. 

The evaluation results of CLR and ARACNE run using our datasets are shown in 
Table 2. The table also has the F-measure values of AGPS-RF, Roc-RF and the Hy-
brid algorithm for easy comparison. 

Table 2. Comparison to CLR and ARACNE 

Measure/Algorithm ARACNE CLR AGPS-RF Roc-RF Hybrid 

F-measure 0.315 0.401 0.214 0.592 0.515 

MCC 0.262 0.376 0.130 0.567 0.294 

 
Our E.Coli data run with CLR produced an average F-measure of 0,40. ARACNE 

performed with an average F-measure of 0,315. 
AGPS-RF yielded an average F-measure of 0,214 in our tests. CLR provides a 

46% better average F-measure than AGPS-RF's average F-measure.  ARACNE's 
average F-measure of 0,315 is 32% better than AGPS-RF's average F-measure. 

Roc-RF produced an average F-measure value of 0,592 in our tests. This value is 
32,4% better than CLR's average F-measure and 46,7% better than ARACNE's aver-
age F-measure. 

Our hybrid algorithm produced an average F-measure of 0,515 in our tests. This 
value is 22% better than CLR's average F-measure and 38,8% better than ARACNE's 
average F-measure. 

In these comparison tests with ARACNE and CLR, Roc-RF performed better than 
ARACNE and CLR in terms of average F-measure. This is consistent with the respec-
tive improvements of AGPS-RF and Roc-RF too, wherein AGPS-RF had a very small 
increase in average F-measure while Roc-RF had a large increase in average F-
measure. The Hybrid Algorithm also performed well against ARACNE and CLR. On 
the other hand, AGPS-RF did not perform better in terms of average F-measure. 
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5 Conclusion 

In this paper, we proposed two improvements over AGPS and Roc-SVM algorithms 
previously proposed for positive unlabeled learning.  In our evaluations, the random 
forest approach, which is applied separately in AGPS-RF and Roc-RF had better re-
sults than their original SVM counterparts. A hybrid algorithm for AGPS and Roc-
SVM is also implemented and compared to the newly proposed algorithms. Finally, 
we also compared all the proposed algorithms to CLR and ARACNE, two well-
known methods for biological network inference from microarray data.  

Compared to other well-known algorithms such as CLR and ARACNE, random 
forest approach produced different results. While the AGPS-RF algorithm produced 
an average F-measure that is lower than CLR's or ARACNE's, the Roc-RF algorithm 
produced an average F-measure value that is higher than both CLR's and ARACNE's. 
It can be concluded that the Roc-RF is worth further investigations for improvement 
as Roc-RF is superior to all algorithms in terms of all measures. 

The Hybrid algorithm, on the other hand, proved a better average F-measure value 
compared to single AGPS or Roc-SVM algorithms. Compared to CLR and ARACNE, 
the Hybrid algorithm did well too, but Roc-RF performed significantly better. 

For future extensions to this work, we plan to apply Roc-RF to other biological 
network inference problems such as drug-target or miRNA-mRNA interaction predic-
tion. These problems include heterogeneous networks, Roc-RF algorithm can be ap-
plied to these domains easily with slight modifications. 
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Abstract. G protein-coupled receptors (GPCRs) are a large and het-
erogeneous superfamily of receptors that are key cell players for their
role as extracellular signal transmitters. Class C GPCRs, in particular,
are of great interest in pharmacology. The lack of knowledge about their
full 3-D structure prompts the use of their primary amino acid sequences
for the construction of robust classifiers, capable of discriminating their
different subtypes. In this paper, we describe the use of feature selection
techniques to build Support Vector Machine (SVM)-based classification
models from selected receptor subsequences described as n-grams. We
show that this approach to classification is useful for finding class C
GPCR subtype-specific motifs.

Keywords: G-Protein coupled receptors, pharmaco-proteomics, feature
selection, n-grams, support vector machines.

1 Introduction

G protein-coupled receptors (GPCRs) are cell membrane proteins with a key
role in regulating the function of cells due to their transmembrane location.
This is the result of their ability to transmit extracellular signals, activating
intra-cellular signal transduction pathways, ability that makes them particularly
attractive for pharmacological research.

The functionality of a protein depends at large on its structural configuration
in 3-D, which determines its ability for a given ligand binding. Despite active
research, the 3-D structure is currently only determined in full for approximately
a 12% of the human GPCR superfamily [6]. As a result, GPCR classes that lack
a known 3-D structure require alternatives such as the analysis of their primary
amino acid sequence, which is well-known and reported in many open curated
databases.
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This paper specifically focuses on the class C subset of a publicly available
GPCR database. These data were analyzed in a previous study [8] using a super-
vised, multi-class classification approach that yielded relatively high accuracies
in the discrimination of the seven constituting subtypes of the class. This previ-
ous work used several transformations based on the physicochemical properties
of the sequence amino acids. In the current study, we go one step further and ap-
ply feature selection prior to classification with SVMs from n-gram subsequence
features. A relevant objective of this work is the analysis of the constructed clas-
sifiers in order to find subfamily-specific motifs that might reveal information
about ligand binding processes. A further motivation for this study is the fact
that no major motifs are currently known for class C GPCRs [11].

2 Materials

GPCRs are cell membrane proteins that transmit signals from the extracellu-
lar to the intracellular domain, prompting cellular response. This makes them of
great relevance in pharmacology. The GPCRDB [12], a popular curated database
of GPCRs, divides the superfamily into five major classes (namely, A to E)
based on ligand types, functions, and sequence similarities. As stated in the in-
troduction, this study concerns class C, which has of late become an increasingly
important target for new therapies, particularly in areas such as pain, anxiety,
neurodegenerative disorders and as antispasmodics.

The investigated data (from version 11.3.4 as of March 2011) comprises of
1,510 class C GPCR sequences, belonging to seven subfamilies: 351 metabotropic
glutamate (mG), 48 calcium sensing (CS), 208 GABA-B (GB), 344 vomeronasal
(VN), 392 pheromone (Ph), 102 odorant (Od) and 65 taste (Ta).

3 Methods

In this work, SVMs were used for the supervised classification of the alignment-
free amino acid sequences into the seven subclasses of class C GPCRs. Given the
multi-class problem setting, the svmLib implementation [2] was used. The amino
acid sequences of varying lengths were first transformed into fixed-size feature
representations. For this, we used in previous work transformations based on the
physicochemical properties of the sequences [8]. Instead, in this work we use short
protein subsequences in the form of n-gram features. The n-grams were created
from three different existing alphabets that have previously been used for the clas-
sification of GPCR sequences [4]. Different feature selection methods are also used
to reduce the dimensionality of the data with the objective of finding the parsi-
monious set of n-grams that might best discriminate the class C subtypes.

3.1 Amino Acid Alphabets

According to [5], many amino acids have similar phisicochemical properties,
which makes them equivalent at a functional level. An appropriate grouping of
amino acids reduces the size of the alphabet and may decrease noise. In this
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work, besides the basic 20-amino acid alphabet, we used two alternative amino
acid groupings (See Table 1): the Sezerman (SEZ) alphabet, which includes 11
groups, and the Davies Random (DAV), including 9 groups. They have both
been evaluated [4] in the classification of GPCRs into their 5 major classes.

Table 1. Amino acid grouping schemes

GROUPING 1 2 3 4 5 6 7 8 9 0 X

SEZ IVLM RKH DE QN ST A GT W C YF P

DAV SG DVIA RQN KP WHY C LE MF T

3.2 N-grams

The concept of n-grams has widely been used in protein analysis ([1],[9]). A
successful application of text classification methods for the classification of class
A GPCRs was presented in [3]. While a discretization of the n-gram features
was used in that study, we instead used the relative frequencies of the n-grams,
which are non-discrete variables. Therefore, the n-gram feature representation
corresponds here to the measurement of the relative frequency of each n-gram
in a sequence. Due to the exponential growth of the size of n-grams, we limit
the reported research to n-grams of size 1,2 and 3.

3.3 Feature Selection

Many irrelevant features are likely to exist in the different n-gram frequency
representations of the data. To ameliorate the classification process by mini-
mizing the negative impact of irrelevant features, we used two different feature
selection approaches in this study: sequential forward feature selection with an
SVM-classifier and a filter method computing two-sample t-tests among the C
GPCR subtypes.

A sequential forward selection algorithm [7] was used to find the reduced set
of features that best discriminated the data subtypes. This kind of algorithm is
a so called wrapper method, where the classification model search is performed
within the subset feature search [10].

This algorithm starts from an empty candidate feature set and adds, in each
iteration, the feature which most improves the accuracy (i.e., that which mini-
mizes the misclassification rate). The algorithm uses an SVM classifier in which
the accuracy is evaluated using a 5-CV to test the candidate feature set. The
algorithm stops when the addition of a further feature does not increase the
accuracy over a threshold set at 1e−6.

A two-sample t-test was used to evaluate the discriminating power of each
feature as a filtering approach. This univariate statistical test analyzes whether
there are foundations to consider two independent samples as coming from pop-
ulations (normal distributions) with unequal means by analyzing the values of
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the given feature. In our case, we used t-tests with 0.01 confidence. If the t-test
suggested that this hypothesis was true (i.e. the null hypothesis was rejected),
the feature was considered to significantly distinguish between the two different
subtypes of class C GPCRs. As we face a multi-class classification problem, the
t-test results were examined for the 21 feasible two-class combinations of the 7
class C subtypes. We decided to calculate the two-sample t-test values at this
detail because the multi-class svmLib implementation internally performs a com-
parison of the data between each class (one-vs-one implementation). Therefore,
the t-test exactly evaluates the data considered in each binary classifier, making
the ranking of the features possible according to their overall significance (i.e.,
in how many binary classifiers a feature is significant).

4 Experiments

4.1 N-gram Representation

First, we built classification models with n-grams for each of the three alpha-
bets (AA, SEZ, DAV). Table 2 shows the classification results obtained and
the size of the feature set for each alphabet. We observe that the size of the
n-gram feature set decreases significantly with the size of the alphabet, but that
the best classification results are obtained for the AA alphabet, which is the
largest. Nevertheless, the construction of an SVM model with 3-grams for all
three alphabets was unsuccessful, probably due to the existence of a large set of
irrelevant 3-grams. For this reason, feature selection was implemented.

Table 2. N-gram classification results, where N is the size of a feature set and ACC
stands for classification accuracy (ratio of correctly classified sequences)

AA SEZ DAV

N-GRAM N ACC N ACC N ACC

1-gram 20 0.87 11 0.82 9 0.78

2-gram 400 0.93 121 0.926 81 0.91

1,2-gram 420 0.93 132 0.921 90 0.916

4.2 Sequential Forward Feature Selection

Table 3 shows the results of the sequential forward selection performed on each n-
gram dataset. For each alphabet (AA,SEZ,DAV), this table shows a comparison
between the original size of the n-grams (N) and the number of selected features
found by the algorithm, as well as the corresponding classification accuracy.
The experiments show that the feature selection algorithm was successful, as
it was able to find, in almost all cases, a reduced subset of features providing
approximately the same prediction accuracy. There were two exceptions: in the
case of the 1-grams of the SEZ and DAV subsets, the algorithm was not able
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to reduce the number of features, probably due to the small size of the feature
set. The other exception is the 1,2,3-gram feature set of the AA-alphabet: due
to the large number of features the computational cost of the forward selection
algorithm is too high. For this reason, we decided to apply a filtering method to
reduce the candidate feature subset as a previous step to the forward selection.

Table 3. N-gram classification results using feature selection

AA SEZ DAV

N-GRAM N FS ACC N FS ACC N FS ACC

1-gram 20 17 0.88 11 - - 9 - -

2-gram 400 48 0.93 121 25 0.906 81 31 0.9

1,2-gram 420 54 0.926 131 37 0.916 90 42 0.92

1,2,3-gram 8420 - - 1331 34 0.925 818 34 0.923

4.3 t-Test Filtering

In order to handle the 1,2,3-gram feature sets, which, due to their size, were either
impossible or very difficult to use in the previous methods, we decided to use the
t-test filtering method to establish a ranking of the features. Table 4 shows this
ranking according to the overall significance of the attributes. This means that,
for each alphabet, we counted how many features were significant (column N) in
at least 20,19,18, etc. two-class tests. The ACC values shown for each subset are
the classification accuracies of a SVM-classifier built on each feature set.

These results provide evidence of the usefulness of this simple ranking, as we
were able to find subsets that outperform the classification accuracies obtained
with the previous methods. For example, the 1,2,3-gram representation of the
AA alphabet achieves an accuracy of 0.943 with 585 attributes, whereas the 2-
gram representation achieves a 0.93. In the case of the SEZ alphabet, an accuracy
of 0.943 was obtained with this filtered 1,2,3-gram representation, as compared
to 0.926 with the 2-gram representation. Using the DAV alphabet, we found a
subset with 238 features that yielded a 0.933 accuracy, whereas the 1,2,3-gram
representation with forward selection yielded a 0.92.

4.4 t-Test Filtering and Forward Selection

The filtering method described in the previous section found feature subsets with
high classification accuracy. Nevertheless, given their high dimensionality, we
decided to apply the forward selection algorithm to these subsets. Table 5 shows
the results of applying forward selection starting from the n-gram subset reported
in the last row of Table 4 (features relevant in at least 12 classifiers), for each
alphabet. The initial number of features (FEAT), the number of selected features
(N) and the corresponding classification accuracies are shown. Forward selection
was quite successful at reducing the number of attributes while retaining an
accuracy of approximately 0.94 in all three cases.
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Table 4. t-test subset selection

AA SEZ DAV

SIGNIF N ACC N ACC N ACC

20 1 0.37 2 0.5 0 -

19 15 0.88 8 0.77 10 0.83

18 49 0.931 39 0.9 23 0.88

17 105 0.933 79 0.922 58 0.91

16 212 0.937 149 0.93 99 0.92

15 357 0.936 253 0.936 164 0.926

14 585 0.943 386 0.935 238 0.933

13 909 0.937 505 0.943 325 0.93

12 1284 0.942 633 0.94 429 0.927

Table 5. Forward selection on 12- t-test subsets

AA SEZ DAV

FEAT N ACC FEAT N ACC FEAT N ACC

1284 49 0.939 633 59 0.939 429 60 0.94

4.5 Discussion

N-grams and Feature Selection. The experimental results have shown the
interest of using feature selection: data dimensionality can be notably reduced
without compromising classification quality. Forward selection has been shown
to be an effective method, although is computationally too costly when the size
of the feature set increases. In this situation, a fast univariate t-test filtering
method becomes an appropriate solution to reduce the feature candidate set as
a preprocessing step of the forward selection algorithm.

Analysis of t-Test Values. An analysis of the t-test values (hypothesis value
and p-value) allows measuring to what degree a feature discriminates between
two classes. Test values are first analyzed to detect the 3-grams with the best
discrimination capabilities. We subsequently analyze if these 3-grams may be
part of larger n-grams which are also discriminative.

The analysis of the test values of the reduced feature set of the AA alpha-
bet (See Table 5: 49 features: 33 3-grams, 13 2-grams, 3 1-grams) shows that
the 3-grams CSL, ITF and FSM are the most significantly discriminative. In
particular, CSL is the most significant one according to the t-test values of 20
two-sample tests. This feature was found not to be significant only for the mG-Ph
discrimination.

The ITF n-gram is deemed to be significant in 18 tests and an analysis of
longer n-grams (results not reported) showed that the the ITFS 4-gram is spe-
cially discriminating, with a significant impact on the discrimination of 19 binary
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Fig. 1. Mean values of the CSL and ITFS n-gram features for the 7 class C GPCR
subtypes

classifiers (i.e., all but mG-Ta and CS-Ta). Furthermore, the ITFSM 5-gram is
still highly discriminative, showing significant values for 17 tests.

Another relevant 3-gram is FSM, which is significant for 18 two-class tests. An
analysis of longer n-grams showed that the FSML 4-gram is highly discriminative
(in 18 tests: all but mG-GB, mG-Ta and GB-Ta). The FSMLI 5-gram was also
found to be significant for 15 tests. Figure 1 shows the mean values of n-gram
features CSL and ITFS for the 7 class C GPCR subtypes.

5 Conclusions

Class C GPCRs, a family of receptors of great interest in pharmacology, are
usually investigated from their primary sequences. This study has addressed the
problem of class C GPCR subtype discrimination according to a novel method-
ology that transforms the sequences according to the frequency of occurrence
of the low level n-grams of different amino acid alphabets. This is followed by
dimensionality reduction through combination of a two-sample t-test and for-
ward feature selection, as a preprocessing step prior to classification with SVMs.
Reduced sets of n-grams that yield similar classification accuracies have been
found for each of the three transformation alphabets.

The analysis of the features of the AA alphabet using the values obtained in
the t-tests has provided insight about the n-grams that are best at discriminating
between the GPCR subtypes. This might be considered as preliminary evidence
of the existence of subtype-specific motifs that might reveal information about
ligand binding processes. For this reason, the proposed method will be extended
in future work to the analysis of larger n-grams. From this analysis, we expect
to find larger n-grams that might actually be considered as potentially true
subtype-specific motifs.

Acknowledgments. This research was partially funded by MINECO TIN2012-
31377 and SAF2010-19257, as well as Fundació La Marató de TV3 110230
projects.
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Abstract. Tools that effectively analyze and compare sequences are of
great importance in various areas of applied computational research, es-
pecially in the framework of molecular biology. In the present paper, we
introduce simple geometric criteria based on the notion of string linearity
and use them to compare DNA sequences of various organisms, as well
as to distinguish them from random sequences. Our experiments reveal
a significant difference between biosequences and random sequences –
the former having much higher deviation from linearity than the latter –
as well as a general trend of increasing deviation from linearity between
primitive and biologically complex organisms. The proposed approach
is potentially applicable to the construction of dendograms representing
the evolutionary relationships among species.

Keywords: String linearity, deviation from linearity, biosequence com-
parison, discrete monotone path.

1 Introduction

The automated analysis of biosequences includes a great variety of problems;
some avenues of the ongoing research are surveyed in [8,12,1]. Typically, the con-
sidered problems are approached using combinatorial techniques such as combi-
natorial pattern matching and combinatorics on words. In this paper we instead
use—probably for the first time—a geometric approach in an attempt to address
questions that are important for understanding biological evolution.

A number of past studies have attempted to address by quantitative means
the question of what distinguishes biosequences from random sequences. While
by its very nature such a goal has been found “quite elusive” [4], there is sub-
stantial evidence in support of the argument that biosequences feature properties
that are typical of random sequences (for example, near-total incompressibility
[6]). Thus, biosequences are regarded as “slightly edited random sequences” [13],
and modern proteins are believed to be “memorized” ancestral random polypep-
tides which have been slightly modified by the evolutionary selection process in
order to optimize their stability under specific physiological conditions [2]. Biose-
quences appear to be hardly distinguishable from their random permutations,
although the latter are clearly incongruous with living organisms [5,9,14]. While
this may seem quite obvious from a biological point of view, there have also
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been numerous computational arguments that support this claim. For example,
in [10] Pande et al. present results of mapping some protein sequences onto so-
called Brownian bridges, which revealed a certain deviation from randomness. In
another study, by estimating the differential entropy and context-free grammar
complexity, Weiss et al. have shown that the complexity of large sets of non-
homologous proteins is lower than the complexity of the corresponding sets of
random strings by approximately 1% [13]. As a first major result of the present
work, we introduce simple geometric criteria by which biosequences very strongly
differ from random sequences of the same length. In view of the above-mentioned
1% difference demonstrated in [13], by “very strongly” we refer to differences in
the order of several hundred percent, registered for 25 biosequences compared
to random sequences over the same alphabet and length.

Furthermore, provided the widely adopted postulates of the theory of evolu-
tion and in view of the available theoretical and experimental results, it is natural
to conjecture that in the evolutionary process of organisms from primitive to bi-
ologically complex, their corresponding biosequences have been evolving from
random or close to random toward ones that feature increasing deviation from
randomness. As a second major result, our experiments based on the introduced
measures confirm this expectation (although not in equally indisputable terms
as for the comparison between random sequences and biosequences).

The paper is organized as follows. In the remainder of this section we introduce
some technical notions and notations, including ones from the theory of words.
In Section 2 we introduce the notions of string linearity and deviation from
linearity, and study several related properties. In Sections 3 and 4, we present
our experimental results and offer a short discussion. We conclude with final
remarks and open questions in Section 5.

In the framework of this project we have obtained several other related the-
oretical and experimental results, which are not presented here because of the
page limit. Some of these, together with a more detailed description of the ex-
periments outlined in this article are available in a technical report [3].

1.1 Definitions and Notations

By |X | we denote the cardinality of set X and by xy the straight line segment
with endpoints x and y. By d(x, y) we denote the Euclidean distance between
points x and y, and by d(x, Y ) the distance between point x and set Y , i.e.,
d(x, Y ) = infy∈Y {d(x, y)}.

Given a list T of nonnegative real numbers t1 . . . tk (not all of which equal 0),
a normalization of T is obtained by multiplying each value in T by 100

tmax
where

tmax = max1≤i≤k{ti}.
In string s = s0 . . . sm over an alphabet X , si is the i

th term of s (0 ≤ i ≤ m),
which is some element of X . The number of elements in s is called the length of
s and denoted |s|. A substring of a string s is obtained by selecting some or all
consecutive elements of s.
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2 String Geometrization

Let s = s0 . . . sm be a string on an alphabet X = {x1, . . . , xn}. We inductively
construct an ordered set L(s) of points p0, . . . , pm ∈ Z

n corresponding to string
s as follows. We set p0 to be the origin of the Cartesian coordinate system. Let
pi = (pi,1, . . . , pi,n) be the ith element of L for 0 ≤ i < m. If si+1 = xj for some
j 1 ≤ j ≤ n, then we set pi+1 = (pi,1, . . . , pi,j + 1, . . . , pi,n). Thus, we obtain a
monotone discrete path L(s) with |L(s)| = |s| = m+1, in which the coordinates
of a point are pairwise greater than or equal to the corresponding coordinates
of any preceding point.1

Having such a discrete path constructed, one can study its geometric and
combinatorial properties, which in turn can provide useful information about
the original string s.

Let p0 be the origin and p = (p1, . . . , pn) be a point in n-dimensional space
Z
n. Denote by H the set of all monotone discrete paths between p0 and p. It

is easy to see that |H| = (p1+...+pn)!
p1!...pn!

. Each path H ∈ H consists of 1 +
∑n

i=1 pi
points, with initial point p0 and terminal point p. If for every point h in H , the
voxel (i.e., the unit grid cell) centered around h intersects the line segment p0p,
we call H a linear path. Accordingly, we call a string linear if its corresponding
monotone path is linear. It is easy to see that the following facts hold:

Fact 1. Given a line segment p0p, there is at least one linear path from p0 to p.

Fact 2. If H is a linear path from p0 to p, then d(h, p0p) ≤
√
n
2 ∀h ∈ H.

Next we define some string characteristics that are instrumental to the experi-
mental studies presented in the subsequent sections.

Let s be a string and L(s) = p0 . . . pm be its corresponding monotone
path. We define the maximum deviation of s from linearity as mdv(s) =
maxmi=0{d(pi, p0pm)}, and average deviation of s from linearity as adv(s) =(∑m

i=0 d(pi, p0pm)
)
/(m+1). Note that when n = 4 (which is the case for biose-

quences), the adv and mdv of a linear string are at most 1.

3 Deviation from Linearity of Random Sequences and
Biosequences: Experimental Study

3.1 General Description of Experimental Procedures

The notion of string linearity furnishes an easily implementable tool to compare
the biosequences of various organisms. It is reasonable to conjecture that bio-
logically complex organisms have highly structured DNA whose corresponding
monotone path strongly deviates from a straight line, while primitive organ-
isms have less structured DNA, whose corresponding monotone path is closer
to a straight line. Moreover, a completely random sequence over the alphabet

1 Note that a similar string geometrization has been considered in [11].
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{A, T,C,G} has no structure, and therefore its corresponding monotone path
can be expected to be much closer to a straight line.

To test this hypothesis, we compare the deviation from linearity of the biose-
quences of 25 organisms with varying biological complexity, as well as that of
random sequences. The number and type of organisms we consider is typical of
comparative analysis studies in molecular biology (see, e.g., [7]). We took the
biosequences from the genome-scale repository and browser Ensembl Genomes,
which is managed by the European Bioinformatics Institute. For each organism,
we processed relatively short, randomly selected substrings of DNA in FASTA
format.

In our experimental study we first studied the effects of string size on the
proposed linearity measures and then selected a suitable string size for our more
extensive experiments. This helped save computation time and in turn allowed
us to repeat each procedure 1,000 times with different samples of the studied
genomes, thus increasing the confidence in the obtained results. Note that some
organisms’ genomes have billions of letters (whose processing would require a
lot of time), while others have genomes that are still uncharted or studied only
partially.

Thus, we operated under the assumption that a comparison of the linearity of
“relatively small” but “sufficiently large” genome samples will classify organisms
in the same relative order as a comparison of their whole genomes. As we will
see in the following section, our experiments support this claim.

3.2 Effects of Substring Length

We investigated how the length of a biosequence affects its deviation from lin-
earity, and ascertained that deviation increases with the size of the string. How-
ever, the rate of increase seems to be independent from the type of organism,
and therefore an organism’s deviation from linearity relative to the deviation
of other organisms is independent of the length of the biosequences, as long as
the length is constant across organisms. These claims are supported by Figure 1,
which shows the absolute and normalized maximum and average deviations from
linearity of different organisms measured for substrings of increasing length.

The left two graphs display the absolute adv andmdv and the right two graphs
display the normalized adv and mdv for the graphs on their left. Note that the
graphs in the two columns are essentially the same, where the normalized graphs
in the right column are the result of “pulling up” the left sides of the graphs in
the left column. For all graphs, the substrings are taken randomly from the 26
sources listed in Table 1. The corresponding linearity measures were computed
for substrings of length 10, 000× k for 1 ≤ k ≤ 20; for each of these lengths, the
linearity measures were computed for 200 different substrings taken randomly
from each of the 26 sources, and the average values of the 200 trials were plotted.
From Figure 1, it can be seen that adv and mdv are principally independent of
length, since for any of the lengths examined the organisms are more or less in the
same relative position compared to the other organisms. Clearly, as the length of
substrings approaches 0, the measures of deviation from linearity will approach
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Fig. 1. Absolute and normalized avd and mdv measured for substrings of increasing
length. In all diagrams the lowest line corresponds to randomly generated strings. The
relative positions of the other lines match the numerical data of Table 1.

0, and will be more unstable and unreliable. From the normalized graphs, we
notice that the initial fluctuations first disappear around substrings of length
50,000. For this reason, we carried out our further experiments (which involve
more trials and hence a greater confidence) with substrings of this length.

3.3 Computational Procedure

The performed computational process can be broken up into the following com-
ponents: selection of samples, computation of linearity measures, and compila-
tion and normalization of data. We used version R2011a of Matlab and several
built-in functions to carry out our computations.

Due to the motivation given earlier that fluctuations in the linearity measures
first disappear in samples of length 50,000, we randomly selected substrings of
length 50,000 from the larger excerpts of genomes. Random sequences have been
generated with independent symbols with uniform distribution (25% each) (see
[3] for more details). Given such a string, using elementary techniques we com-
pute and store an array of distances from points of a monotone path representing
a biosequence to the corresponding straight line. After obtaining an array of 26
samples (25 biosequences and one random sequence), we calculate the linearity
measures adv and mdv for each sample in the array and end up with a 26 × 2
array. We repeat this procedure 1, 000 times with different random samples, and
attain a 3-dimensional array (26 × 2 × 1, 000). We then take the average over
the 1, 000 trials, and again obtain a 2-dimensional array, which we normalize for
each linearity measure in order to better see the relationships between organ-
isms. Thus, our final product is a 26 × 2 array with values ranging between 0
and 100, which allows us to easily compare organisms based on the two linearity
criteria.
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4 Discussion

In this section we provide further details about our experimental work and dis-
cuss the obtained results. We comment on results which are obvious to our
unarmed eye, hoping that other interesting conclusions could also be drawn by
experts with higher expertise in biological sciences.

4.1 General Observations and Comments

The first column of Table 1 gives common names for the organisms which we
have examined. The specific strains of Chlamydia, Tuberculosis, Gingivalis, and
Streptococcus are Nigg, CCDC5180, W83, and ND03, respectively. All the DNA
we processed was from the first chromosomes of the organisms, except for the
fruit fly and the yeast, where the DNA was taken from chromosomes 2L and 4,
respectively.

Table 1. Summary of experimental results

Common Name
Substrings

Common Name
Substrings

Common Name
Substrings

adv mdv adv mdv adv mdv

Random 12.8 12.8 Mouse 62.5 64.9 Chlamydia 29.7 29.3

Human 88.9 89.9 Platypus 41.2 41.7 Tuberculosis 33.8 34.0

Neanderthal 85.5 85.1 Lizard 31.6 32.3 Gingivalis 50.0 48.1

Gorilla 100.0 100.0 Zebrafish 59.6 58.5 Streptococcus 37.2 36.5

Chimp 81.2 81.0 Medaka fish 46.6 47.5 Rice 73.8 76.9

Dog 71.8 74.3 Fruit fly 49.1 49.3 Corn 76.1 80.3

Chicken 59.1 57.2 Sea squirt 32.8 32.2 Cress 44.8 44.4

Marmoset 55.0 55.8 Nematode 51.6 52.4 Soybean 52.2 53.0

Rat 68.2 68.0 Yeast 39.4 39.8

Maximum pre-normalized value: 554.5 1100.8

Columns 2 and 3 of Table 1 show the results of our experiments when the
adv and mdv were measured for substrings taken from the 25 biosequences and
one random sequence. All measures were computed on samples of length 50,000
and are the average of 1,000 trials. Note that for most species, adv and mdv
measured from substrings differ by less than 1%; only for four organisms this
difference is more than 2%, but no more than 4.2%. This observation is also
supported by Figure 1, which shows that the adv graphs are nearly identical in
appearance to the mdv graphs.

4.2 Distinction between Biosequences and Random Sequences

Our first important conclusion is the distinction between the linearity of biose-
quences and random sequences. All of our experiments show that biosequences
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have a higher average and maximum deviation from linearity than random se-
quences. This difference is very significant. In particular, in Table 1, the normal-
ized adv and mdv for random sequences are both 12.8, whereas the normalized
adv and mdv for the organism with the smallest deviation are 29.3 and 29.7,
respectively. This conclusion is also supported by Figure 1, where the line posi-
tioned visibly below the others is the one representing the random sequence.

4.3 Gradient between Primitive and Biologically Complex
Organisms

Our experiments also support the hypothesis that the sequences of primitive
organisms are closer in linearity to random sequences than the sequences of bio-
logically complex organisms. As most primitive organisms, we consider bacteria
and microscopic organisms; we consider plants the next most evolved organisms,
followed by fish, reptiles, and other egg-laying vertebrates. Finally, we consider
mammals and primates as organisms at the top of the evolutionary ladder. We
expected that the graded change in the magnitude of deviation from linearity
of different organisms would be in accordance with the aforementioned clas-
sification of their biological complexity. Indeed, our experiments support this
expectation.

In particular, the Human, Neanderthal, Gorilla, and Chimpanzee have the
highest adv and mdv; the bacterium Chlamydia has the smallest adv and mdv
after the random sequence. The other organisms with the lowest deviations from
linearity are two other bacteria, the yeast, sea squirt, and lizard. In the mid-low
range are organisms like the fruit fly, medaka fish, and soybean plant, and in the
mid-high range are organisms like the zebrafish, chicken, and mouse.

In our considerations, some anomalies and incongruences with expectation are
manifested. For example, the adv and mdv of rice and corn are relatively high –
higher, for example, than the adv and mdv of the mouse and rat.

5 Concluding Remarks

In this paper we introduced a geometric approach for string analysis based on the
notions of string linearity and deviation from linearity. Our experiments showed
that, unlike some other criteria, ours strongly separate random sequences from
biosequences, as well as primitive from biologically complex organisms. These
results are in accordance with certain earlier interpretations that biosequences
have been evolving towards energy minimization in physical terms, as well as of
lowering their information complexity [2,10].

As the proposed quantitative measures seem to be quite robust and reliable
in practice, important future tasks are seen in performing systematic extensive
experiments on a larger set of biosequences (including in addition results on the
values’ dispersion, e.g., in terms of standard deviation and confidence intervals),
their interpretation and deeper analysis from a biological point of view, and
comparison with results obtained by other approaches.
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In addition to a more extensive study of the general trends exhibited in the
present work, possible future tasks can pursue understanding the meaning and
functions (from a biological point of view) of biosequence locations where devi-
ation from linearity achieves local maxima or minima. Certain anomalies from
the general trends featured by the experiments could also be addressed.
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Abstract. Model checking is a generic verification technique that al-
lows the phylogeneticist to focus on models and specifications instead of
on implementation issues. Phylogenetic trees are considered as transition
systems over which we interrogate phylogenetic questions written as for-
mulas of temporal logic. Nonetheless, standard logics become insufficient
for the usual practices of phylogenetic analysis since they don’t allow
the inclusion of explicit time and probabilities. The aim of this paper is
to extend the application of model checking techniques beyond qualita-
tive phylogenetic properties and adapt the existing logical extensions and
tools to the field of phylogeny. The introduction of time and probabilities
in phylogenetic specifications is motivated by a real example.

Keywords: phylogenetic analysis, timed & probabilistic model
checking.

1 Introduction

A phylogenetic tree is a description of the evolution process which is discovered
via molecular sequencing data and morphological data matrices [1]. Computer
science tools have upgraded the capabilities of biologists for their construction as
well as for extracting and analyzing the implicit biological messages embedded
on them [2,3]. Today, one of the most relevant challenges is the introduction of
a generic framework for heterogeneous hypothesis verification over trees.

Model checking is a generic unifying framework that allows the phylogeneticist
to focus on tree structures, biological properties and symbolic manipulation of
phylogenies described using temporal logic, instead of on implementation issues
concerned with verification algorithms [4]. Model checking allows us to uncou-
ple software tools from the definition of properties and it hides the underlying
implementation technology [5]. Besides, phylogenetic properties can be exported
and evaluated in other structures (i.e., trees or networks) with minimum effort.

Nonetheless, standard logics such as Computational Tree Logic (CTL [5]) be-
come insufficient for the usual practices of phylogenetic analysis since they don’t
allow the inclusion of explicit time and probabilities in the specifications and
models. The labeling of the phylogenetic tree sometimes includes extra quanti-
tative information beyond the original propositional information of the states [6].
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These numerical annotations of the tree changes with every particular study, but
they are commonly divided in a) timed or distance information, b) probabilistic
information and c) raw quantitative information. The first two ones are mainly
related to the labeling of the tree branches [7]. The last one is more general and
involves numerical values and comparisons in the atomic propositions.

Hence, the aim of this paper is to analyze the requirements of non-qualitative
phylogenetic properties, adapt the existing probabilistic and timed extensions to
temporal logics and use the associated model checking tools in the field of phy-
logeny. The introduction of time and probabilities in phylogenetic specifications
is motivated by means of a real example. The paper is divided in six sections.
After this introduction, Section 2 explains a real example that motivates the def-
inition of the discrete-time probabilistic logic and structures of Section 3. Next,
Section 4 details an algorithm of model checking that computes the probabilities
and verifies the logical specifications over the phylogenetic tree. Later, Section 5
shows the experimentation with a temporal and probabilistic model checking
tool. Finally, Section 6 briefs the conclusions and draws the future work.

2 Motivation

A phylogenetic tree is a directed graph that offers a realistic model of aggregated
evolution in which each vertex represents an inferred state of the evolution char-
acterized by biological sequences (e.g., DNA) [4]. The phylogenies are occasion-
ally enriched with time labels or weights in the edges. This knowledge is useful
for learning complex properties about the evolution, for instance, the estimation
of the temporal point of divergence between species [8] or the diaspora of human
populations [9]. The extension of the phylogenetic properties in [4, Table 1] with
time and probabilities increases the expressivity of biological hypothesis.

Take the following disease as a clarifying example. The lactose intolerance in
adults is a chronic disease caused by the inhibition of the lactase gene after the
breastfeeding and childhood. The inability for processing the milk and its deriva-
tions is not homogeneously distributed in the human population. While in some
African pastoralist groups of North/East Africa and the northern cultures of
Europe their stock breeding tradition and diet motivated an evolutionary adap-
tation to digest the milk (> 70% of tolerance), the percentage of acceptation
decreases in the rest of areas and ethnic groups [10]. In addition, the phenotype
in Europe and Africa appeared at a different epoch and the point mutations
that regulate the activation of the lactase persistence are disparate [11]. Some
illustrative questions that we desire to ask to the phylogeny, and that are ex-
pressed below, require the addition of time to the branches of a population tree.
The time allows the estimation of the divergence points between individuals or
mutations, while the probability of the lactose persistence in different zones is
calculated through the study of the distribution of the point mutations that
regulate the phenotype. The questions are:

I What is the rate of lactase persistence in a population? i.e., do their mem-
bers define a characteristic haplogroup? and in that case,
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II Which polymorphism, among the multiple activators and inhibitors of the
lactase gene, is the most frequent over there? and finally,

III When did this phenotype approximately start to predominate? i.e., does this
date mark a major event in the diet, culture or migration of that population?

These questions ask about the time (dates) and probabilities (frequencies/
rates) stored in the branches of the tree. Besides, the deductive process that an-
swers the queries also needs the manipulation of quantitative information. Thus,
we must introduce a logic, a transition system and a model checking algorithm
capable of expressing and managing these kind of questions. The notion of time
introduced here matches with the concept of evolutionary or chronological clock.

3 Discrete-Time Probabilistic Logic and Structure

In this section we are considering a phylogenetic tree enriched with numerical
information that tells the probability of selecting a branch descending from an in-
ternal node. Therefore, we can analyze properties like: what is the probability of
reaching a set of states of the tree from the root? The logic and data structure de-
fined here settle the basis for future updates and extensions for continuous-time
systems [12]. Stochastic systems generally use Markov chains as the underlying
data structure that provides semantics to the verification process. Discrete-time
Markov chains capture the essentials of probabilities between states of the tree
and implicitly associates an unit time step to every transition of the system.

Definition 1 (Discrete-timeMarkov Chain). A discrete-time Markov chain
is a finite transition system represented by a tuple M = (S, S0,P, L), where 1) S
is a finite set of states, 2) S0 ⊆ S is the set of initial states, 3) P : S×S → [0, 1]
is the transition probability matrix that indicates the probability of moving from
a state si to a state sj satisfying Σsj∈SP (si, sj) = 1, and 4) L : S → 2AP is the
labeling function that associates each state with the subset of atomic propositions
(AP) that are true of it.

A phylogenetic tree is assimilated to a discrete-time Markov chain making the
corresponding association of states to the definition of phylogeny ([4, Def. 3]).
The leaves are labeled with the genome information of the population or specie
they represent, plus additional data when necessary. Each branch of the phy-
logeny is labelled with an element P(si, si+1) > 0 of the transition probability
matrix. This value gives the probability of moving from state si to state si+1 in
one time step. The self-loops of the terminal leaves in the Kripke structure of a
branching-time phylogeny are represented by a single transition going back to
the same state with probability 1 in the transition probability matrix.

For any set of infinite paths Π starting in the initial state s0, the subset
Π(πn) selects the paths π ∈ Π whose prefix equals to the finite sequence πn =
s0s1s2 . . . sn of length n+1 states. The set of infinite sequences sharing the prefix
πn has probability Pr(Π(πn)) = PΠ(πn). The probability PΠ(πn) is calculated
as the product of probabilities for each intermediate transition, except for paths
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with unitary length in which case n = 0, π0 = s0 and PΠ(π0) = PΠ(s0) = 1.
That is, PΠ(πn) = P(s0, s1) ·P(s1, s2) · . . . ·P(sn−1, sn).

Probabilistic CTL (PCTL) [13,5] helps to formulate conditions on a discrete-
time Markov chain. The properties are referred to state formulas (φ) or path
formulas (Φ). Besides, PCTL allows enriched queries such as P∼λ (Φ). Given an
initial state s and a comparison∼∈ {<,≤,=,≥, >}, the operator P∼λ (Φ) returns
true if the probability for a set of paths satisfying Φ is ∼ λ, with λ ∈ [0, 1].

Definition 2 (Probabilistic Computation Tree Logic). A temporal logic
formula φ is defined by the following grammar, where p ∈ AP , k ∈ N ∪ {∞}:

φ ::= true | p | ¬φ | φ ∨ φ | P∼λ [Φ] (1)

Φ ::= Xφ | [φU≤kφ]

The formulas are checked against a structure M considering all infinite paths
π ∈ Π from a certain state s0. Notice that M, s0 � φ means that s0 satisfies φ.
The semantics of well-formed formulas is as follows (let π = s0s1s2 . . .):

– M, s0 � p ⇔ p ∈ L (s0),
– M, s0 � ¬φ ⇔ M, s0 � φ,
– M, s0 � φ ∨ ψ ⇔ M, s0 � φ or M, s0 � ψ,
– M, s0 � P∼λ [Φ] ⇔ Prob(M, s0, Φ) ∼ λ,

The calculation of the probability Prob(M, s0, Φ) requires the identification of
the infinite paths π satisfying the path formula M,π � Φ:

– M,π � Xφ ⇔ M, s1 � φ
– M,π � [φU≤kψ] ⇔ ∃0 ≤ i ≤ k, ∀0 ≤ j ≤ i : (M, si � ψ) ∧ (M, sj � φ)

This set, {π ∈ Π |M,π � Φ}, can be obtained by the union of finitely many
pairwise disjoint subsets Π(πn) by [12, Def. 3], each one characterized by the
finite prefix πn of all infinite sequences of the set. Therefore, Prob(M, s0, Φ) =
Pr{π ∈ Π | M,π � Φ} = ΣπnPr(Π(πn)) computes the probability as the sum-
mation of probabilities in all possible prefixes πn by [12, Theor. 1].

The logic supports timed transitions in the U operator. The notion of time in
a Markov chain falls within the concept of state distances. Each state transition
of the discrete-time Markov chain involves an unit time step. A mapping between
the chronological time and state distances allows the inference of the evolutionary
speed in the branches of the phylogenetic tree. The computation of time and
probabilities are embedded in the model checking algorithm. Timed variants of
the modal operators F and G are obtained via U as F∼cφ = true U∼cφ and
G∼cφ = ¬F∼c¬φ. Instead of writing the intervals explicitly, sometimes they are
abbreviated with comparisons. For example, P≤0.5 [Φ] denotes P[0,0.5] [Φ].

By now, we can translate the questions presented in the motivation example
of lactose into the PCTL syntax. In a phylogenetic tree, the tips correspond to
individuals of disjoint populations whose states are tagged with their DNA and
a boolean indicating if they are lactose (in)tolerant. The internal nodes of the
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inferred ancestors are labeled with their estimated DNA sequence and lactose
phenotype as well. The following equation asks if there exists an ancestor (P>0)
at distance 3 or above from the initial state (F≥3) that is the root of a population
with lactase persistence over 70% (P≥0.7 [F≥0 lactose tolerant]). The members
of a population, including the leaves and internal nodes, are reached by F≥0.

P>0 [F≥3 (P≥0.7 [F≥0 lactose tolerant] )] (2)

The outer restriction P>0 [F≥3] corresponds to the question III of the moti-
vation. It searches for an internal node from which the phenotype starts to be
predominant after a certain date since the phylogenetic root. The inner formula
P≥0.7 [F≥0 lactose tolerant] answers the question I about the rate of lactase per-
sistence in a population. Finally, the addition of a genetic marker in this place
inside the P≥0.7 equation helps to investigate the relation between a polymor-
phism and phenotype (question II). The evaluation of the formulas needs the
algorithm introduced in the next section.

4 Algorithm for PCTL Model Checking

The algorithm for managing and solving PCTL formulas in stochastic systems
is mainly identical to that of classic model checking except for the resolution of
P∼λ[Φ], i.e., the X and U operators with probability thresholds. In short, the
recursive algorithm of model checking incorporates the new sentence [5]:

Sat(P∼λ [Φ]) = {s ∈ S | Prob(M, s, Φ) ∼ λ}
P∼λ[Xφ] formula. In PCTL, the probability of satisfying the next operator

requires the probabilities of the immediate transitions from s. It is resolved by
Prob(M, s,Xφ) = Σs′∈Sat(φ)P(s, s′).

P∼λ[ψU≤kφ] formula. The computation of the probability for the until op-
erator depends on the value of k. For k ∈ N, then Prob(M, s, ψU≤kφ) is:

⎧⎨
⎩

1 if s ∈ Sat(φ)
0 if k = 0 or s ∈ Sat(¬φ ∧ ¬ψ)
Σs′∈SP(s, s′) · Prob(M, s′, ψU≤k−1φ) otherwise

When k = ∞, the until operator is analogous to the original until operator
of CTL with semantics of infinite paths. That is, Prob(M, s, ψU≤∞φ) can be
rewritten as Prob(M, s, ψUφ) and it equals to:

⎧⎨
⎩

1 if s ∈ Sat(φ)
0 if k = 0 or s ∈ Sat(¬φ ∧ ¬ψ)
Σs′∈SP(s, s′) · Prob(M, s′, ψUφ) otherwise

The time complexity of verifying a PCTL formula φ against a discrete-time
Markov chain is linear in |φ| and polynomial in the size of S, with |φ| the
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number of logical connectives and temporal operators of the formula. In short,
Θ(poly|S|) ∗ kmax ∗ |φ|) where kmax is the maximal step bound of a path subfor-
mula ψ1U≤kψ2 of φ, with kmax = 1 if it doesn’t contain any U≤k subformula.

In sum, most of the investigations related with quantitative information are
a prolongation of the phylogenetic properties analyzed with boolean temporal
logics. Consequently, the inconveniences presented in [4] would appear even more
dramatically now. The techniques introduced for the optimization and scalabil-
ity in classic model checking environments also work for this context [14]. The
incorporation of external data bases for storing the labeling of the states is com-
patible with any kind of atomic propositions, quantitative or not. The vertical
and horizontal partitioning of the database table adds an extra dimension of par-
allelism. Furthermore, the summations in the computation of probability paths,
specially with the U≤k operator, can be executed in parallel.

5 Model Checking Tools and Experimentation

PRISM [15] is a generic model checking tool capable of handling probabilistic and
timed specifications over Markov chains. There exist many other model checking
tools [16]. Although the real performance depends on the particular structure of
the model and specifications, PRISM offers Java portability, a powerful syntax,
and a good scientific community support.

The data set used for this experimentation is synthetic. With this data set, we
try to cover the spectrum of small phylogenies and analyze the cost of the eval-
uation of the lactose property over there. We have created random phylogenetic
trees of up to 1000 tips with a Yule speciation model. The DNA sequences have
50 bases with an homogeneous distribution of nucleotides. We have evaluated
the lactose formula introduced in the motivation but enriched for the detec-
tion of polymorphisms. The underlying objective consists of the identification
of a correlated evolution between lactose tolerance and genomic patterns. Other
studies such as [10] use cultural information for discovering this coevolution and
the influence of a milk-based diet. The utilization of phylogenetic comparative
methods and regression techniques establishes the essentials of this approach.

The codification of the phylogeny in PRISM follows the same idea presented
for NuSMV in [4]. The probability threshold of the internal P≥x [F≥0 seq[i] = j]
ranges from x ∈ [0.1, 0.9], with i ∈ [1, 50] the position where we search for the
polymorphism and j a certain nucleotide. The Figure 1 plots the time required
for the computation of 50× 9 formulas corresponding to the expansion of i and
x for all the columns of the alignment and probability bounds. All tests have
been run on a Intel Core 2 Duo E6750 @ 2.66 GHz with 8 GB RAM and Linux.

PRISM performs well for the verification of the lactose formulas in small
phylogenies as it follows a polynomial trend in time with respect to the number
of tips. However, it requires the integration of new technologies and solutions
to scale for larger phylogenetic trees and specifications. In fact, we desire to
find the values of x, i and j for which the verification of the equation returns
true. The definition of patterns is a common procedure, which intuitively leads
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Fig. 1. Time required for the verification of a set of probabilistic formulas

to parametric model checking [17]. Nonetheless, mining for knowledge without
prior information requires a more or less thorough exploration of the structure,
which can be combinatorial in some or all of its dimensions. Although inherently
parallel, the exhaustive inspection of potential solutions involves the test of large
sets of formulas and an intensive use of the topology and information of each
state. The application of parametric model checking for model exploration is a
future extension that will increase the potential of our framework.

6 Conclusions

In this paper we have motivated the extension of phylogenetic analysis via model
checking using quantitative information. We have proposed the inclusion of time
and probabilities in the branches of the tree because of its natural interpretation
in the phylogeny. In particular, we have presented a phylogenetic example based
on the lactose (in)tolerance that needs these kind of information. To this end, we
have introduced an extended logic and data structure adapted for probabilities
and time together with the algorithms and computations for managing them.
Our first goal has been the increase of the logical capabilities for querying about
the date of appearance and degree of distribution of mutations and phenotypes.

Next, we have experimented with synthetic data in order to prove the feasi-
bility of our approach with existing probabilistic model checking tools. PRISM
is a generic model checking tool that performs well for small phylogenies in
polynomial time with respect to the number of tips. The tool is independent of
the application domain: it automatically verifies any proposition expressed with
temporal logic over a model of the system. However, it requires the integration
of new technologies and solutions to scale for larger phylogenies and specifica-
tions due to the particularities of the phylogenetic analysis. The distribution of
the Markov chain structure, the paralellization of the formula verification with
the computation of probabilities, and the integration of PRISM with the atomic
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propositions stored in an external database constitutes our following step. Some
of these ideas has been already applied for standard CTL model checking.

This work opens the door for the review of bigger phylogenies with properties
similar to the lactose persistence. The modularity of our framework allows the
evaluation of hypothesis and the comparison of results for a set of phylogenetic
trees by only changing the tree file (the specification of the property remains
constant). Finally, the search for the valuations that verify a certain specifi-
cation leads to an intensive exploration of the formula space or the solution of
linear systems. The introduction of parametric model checking for the automatic
discovery and mining of phylogenetic information outlines our future work. This
work was supported by MICINN [TIN2011-27479-C04-01] and DGA [B117/10].
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Abstract. Mapping sequenced reads to a reference genome, also known as 
sequence reads alignment, is central for sequence analysis. Emerging sequencing 
technologies such as next generation sequencing (NGS) lead to an explosion of 
sequencing data, which is far beyond the process capabilities of existing 
alignment tools. Consequently, sequence alignment becomes the bottleneck of 
sequence analysis. Intensive computing power is required to address this 
challenge. A key feature of sequence alignment is that different reads are 
independent. Considering this property, we proposed a multi-level parallelization 
strategy to speed up BWA, a widely used sequence alignment tool and developed 
our massively parallel sequence aligner: mBWA. mBWA contains two levels of 
parallelization: firstly, parallelization of data input/output (IO) and reads 
alignment by a three-stage parallel pipeline; secondly, parallelization enabled by 
Intel Many Integrated Core (MIC) coprocessor technology. In this paper, we 
demonstrate that mBWA outperforms BWA by a combination of those 
techniques. To the best of our knowledge, mBWA is the first sequence alignment 
tool to run on Intel MIC and it can achieve more than 5-fold speedup over the 
original BWA while maintaining the alignment precision. 

Keywords: NGS, sequence aligner, BWA, parallelization, MIC coprocessor. 

1 Introduction 

Mapping sequence reads to a reference genome is central and fundamental for 
sequence analysis. Many biological applications take sequence alignment as the first 
step, such as the detection of single-nucleotide polymorphism (SNP) (Li et al., 2009), 
the study of genome-wide methylation patterns (Cokus et al., 2008). To meet this 
demand, a number of sequence alignment tools have been developed, including MAQ 
(Li, et al., 2008), SOAP (Li et al, 2008), BWA (Li et al., 2009), Bowtie (Langmead  
et al., 2009), etc. 

                                                           
*  mBWA is under BSD and freely available at  
  http://sourceforge.net/projects/mbwa 
** Equal Contributors. 
*** Corresponding author. 
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Emerging sequencing technologies like the next generation sequencing (NGS) 
technology, have led to an explosive increase of sequenced data. Taking human 
genome as an example, for 2nd generation sequencing technology like Illumina Hiseq, 
each human genome contains billions of bases and each sequenced reads file contains 
millions of reads. Existing alignment tools cannot cope with the rapid growth of data 
scale. As a result, intensive computing power is demanded to speed up sequence 
alignment. 

BWA is one of the most widely used alignment tools and it has a fast processing 
speed with low memory footprint. Before alignment, BWA first constructs an index 
for reference genome to accelerate alignment, and the index is reusable for the same 
species. For most sequence alignment tools, including BWA, the most time-
consuming part is sequence alignment. One key but neglected feature is that the 
alignment of each read is independent. Based on this, we propose a multi-level 
parallelization strategy to accelerate BWA. 

Our key contributions are listed as follows: 

1) We designed a three-stage pipeline for the sequence alignment process. The 
three stages include data input, reads aligning and data output. The pipeline increases 
efficiency by overlapping data IO with the actual alignment process. 

2) We ported the alignment kernel of BWA onto the Intel MIC coprocessor by 
reorganizing data transformation in the kernel. In addition, CPU and MIC perform the 
alignment cooperately. 

The rest of this paper is organized as follows. Section 2 presents background and 
related work. Section 3 describes the architecture of our massive parallel sequence 
aligner. Performance evaluation is presented in Section 4. Section 5 concludes the 
paper. 

2 Background and Related Work 

In this section, we first review the sequence alignment tools of recent years in section 
2.1; then we introduce the Intel MIC coprocessor and the Tianhe-2 supercomputer in 
section 2.2 and section 2.3. 

2.1 Sequence Alignment Tools 

Sequence alignment tools take sequenced reads and reference genome as input, map 
reads to the genome, and output the alignment information of reads against genome. 
As described in Section 1, the scale of reference genome and sequenced reads data is 
so massive that most existing alignment tools have to rely on advanced indexing 
techniques like hash table and suffix index to deal with the large scale data. Most of 
alignment tools are either based on: hash table and suffix tree. 

The first hash table based aligner is BLAST (Altschul et al., 1990), and a variety  
of optimizations and improvements of BLAST are developed after that, such as SOAP, 
SeqMap (Jiang et al., 2008), ZOOM (Lin et al., 2008), MAQ, RMAP (Smith et al., 
2008), BFAST (Homer et al., 2009)(Li et al., 2010), CloudBurst (Schatz, 2009), 
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SHRiMP (Rumble et al., 2009), PerM (Chen et al., 2009), Mosaik (https://code.google. 
com/p/mosaik-aligner/), and GNUMAP (Clement et al., 2010) etc. 

The suffix tree based alignment tools can reduce flexible matching to exact 
matching. A suffix tree is a data structure that stores all suffices of a string, and all 
identical copies of these strings collapse to a single path in the tree. Because of this, it’s 
easy to migrate from one representation of suffix tree to another, which makes it 
possible to transform inexact matching to exact matching. The exact matching 
complexity of a query is linear with the length of the query. However, the memory 
required for constructing a suffix tree for a genome is so huge that it can hardly be 
implemented on a commodity server, resulting in the rare use of suffix tree based 
aligners in the early stage. The appearance of FM-index (Ferragina et al., 2000) solves 
this problem effectively: the memory consumption is around the size of reference 
genome which is affordable for most servers. Hence, most today’s popular alignment 
tools are FM-index based, such as BWA, Bowtie, SOAP2 (Li et al., 2009), SEAL 
(Pireddu, et al., 2011) and each of them has its specific properties (Medina et al., 2012). 

2.2 Intel MIC Coprocessor 

Intel recently announced the Intel MIC architecture based coprocessor Intel Xeon Phi 
(Renders, 2012). The coprocessor is equipped with up to 50 cores clocked at 1GHz or 
higher, and 512-bit SIMD (Single Instruction Multiple Data) capabilities. Due to the 
large number of cores and wide vector size, each coprocessor can deliver 1063.82 
TFlop/s of double-precision (DP). As MIC coprocessor is an X86 SMP-on-a-chip, 
major parallel programming strategies on CPU can be easily implemented on MIC. 
There are two major approaches to introduce a MIC in an application: 

1) Native Model. The processor and coprocessor both have one copy of the 
application and run the application natively by communicating with each other in 
various ways. For example, in native model, all residents of BWA run on CPU and 
MIC simultaneously, just as on two compute nodes in a network. 

2) Offload Model. The application is viewed as running on the processor and 
offloading selected work to coprocessor. For example, in offload model, only the 
alignment algorithm search kernel will be executed on MIC, while the rest of BWA 
remains on CPU. 

2.3 The Tianhe-2 Supercomputer 

The Tianhe-2 high performance computer system is currently the world’s fastest 
computer according to the TOP500 list1 in June 2013 and November 2013. The 
theoretical peak performance of the complete system is 54.9 PFlop/s and the Linpack 
performance is 33.8 PFlop/s. Tianhe-2 is developed by the National University of 
Defense Technology (NUDT) as a national project. Most of our evaluations are 
performed on Tianhe-2. 

The system consists of 16,000 compute nodes. Each compute node contains two 
Intel Xeon E5-2692 CPUs and three Intel Xeon Phi 31S1P coprocessors. Each Xeon 
Phi 31S1P has 57 cores and 8 GB on-card memory. 
                                                           
1 TOP 500 Lists: http://www.top500.org/lists/ 
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3 Design and Implementation 

A multi-level parallelization is implemented in mBWA: the first one is a three-stage 
pipeline with overlapped IO and computation, and the second one is parallelization 
utilizing Intel MIC Coprocessor. 

3.1 A Three-Stage Parallel Pipeline 

In order to improve CPU hardware utilization, we design a three-stage parallel 
pipeline. Both in original BWA and mBWA, reads are mapped from batch to batch, 
with each round mapping a batch of reads. Each round is processed sequentially in 
BWA while in mBWA each round is deployed as a three-stage parallel pipeline and 
overlapped with adjacent round. The three stages are: loading reads, aligning reads 
and writing results. At the start of each mapping round, the three stages of pipeline are 
launched at the same time by means of multi-threading, with one thread for loading 
reads, one thread for writing results and one or more threads for aligning reads. The 
loading stage loads reads for the next mapping round. The aligning stage aligns the 
reads of current batch, which are loaded in last mapping round. The writing stage 
writes alignment results of last mapping round. Thus, the processes of data IO and 
reads aligning can be overlapped except for the first and last mapping round in each 
batch, resulting in an improved utilization of CPU. 

3.2 Collaborated Parallel Using CPU and MIC 

In mBWA, the Intel MIC coprocessor is introduced to accelerate the aligning stage, 
taking advantage of data independency of each mapping round.  

mBWA adopts MIC’s offload model. In this model, the data required by the 
offload region of program must be transferred to MIC in advance. This model 
supports flat data structure, such as basic variables, arrays and structures that are 
bitwise copyable (Jeffers et al., 2013). If a data structure allows a simple bit-by-bit 
copy operation to work properly, it is defined as bitwise copyable (Jeffers et al., 
2013). A bitwise copyable data structure should not contain any pointer. Therefore, 
structures containing pointers or arrays of pointers are not supported by MIC’s 
offload model. 

However, most of BWA’s key data structures contain pointers or array of pointers, 
including structs representing FM-index, reads. To solve this problem, we reorganize 
the data structure of FM-index and reads by storing each bitwise uncopyable structure 
as an array to make them bitwise copyable. The operations in loading stage and 
writing stage are modified accordingly for the new data structure. 

The 512-bit vector processor in each MIC core is also quite powerful. It can 
process eight DP or sixteen single-precision (SP) floating point numbers at once. To 
fully utilize the powerful vector processor, we vectorize the algorithm with the help of 
compiler by adding several pragma instructs.  

Best performance can only be achieved when both MIC coprocessor and CPU are 
fully exploited. In MIC’s “offload” mode, when the offload region of program is  
running on MIC, CPU is usually stalled to wait for the results transferred from MIC. 
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As an improvement, we designed an asynchronous data transfer framework between 
CPU and MIC, which allows CPU to continue working after launching the offload 
region. In this framework, CPU transfers data to MIC to launch the offload region, 
and immediately starts its own aligning stage. Thus, CPU and MIC perform aligning 
stage simultaneously. After CPU and MIC finish their aligning jobs, CPU retrieves 
the results from MIC and continues other operations. With the asynchronous data 
transfer framework, the utilization of CPU and MIC is optimized. 

4 Evaluation 

We evaluate the performance of mBWA in the pipeline strategy and the effectiveness 
of MIC coprocessor. 

4.1 Experiment Setup 

In order to evaluate the improvement of pipeline strategy, two versions of BWA are 
used: the original BWA whose version is 0.5.10 and the pipeline only version of 
mBWA which contains no optimization strategies expect for the three-stage parallel 
pipeline. We used an Inspur NF5280M server equipped with one Intel Xeon Phi 
3120A coprocessor and the Tianhe-2 supercomputer equipped with three MIC cards 
on each compute node to evaluate the effectiveness of MIC. The 3120A coprocessor 
on NF5280M server also has 57 1.1 GHz cores and 6 GB memory on card. Each MIC 
card in Tianhe-2 has 57 1.1 GHz cores, but 8 GB memory on card. 

Our experiments focus on human genome, but the methodology is applicable for 
all species. The reference genome is hg19 and the reads are Illumina paired-end reads 
of YH samples whose default length is 100bp. 

4.2 Pipeline Strategy 

mBWA implements a three-stage parallel pipeline to improve CPU efficiency by 
hiding the time of data IO. We first evaluate the performance improvement introduced 
by the pipeline using different number of threads. As depicted in Fig. 1(a), the 
pipeline only version of mBWA achieved its best performance at 32 threads, and 
achieved its highest speedup at 8 threads with nearly 2-fold faster. The speedup 
reached top at 8 threads rather than 32 threads. With the number of threads increasing, 
the cost of creating and joining threads increases, but the scale of input data remains 
equally. Consequently, the proportion of computing time in whole time decreases, 
which leads to the decline of speedup. 

Then we evaluated the improvement of pipeline strategy under different batch 
sizes. The recommended default batch size of BWA is 0x40000 reads, so the size of 
batch increases by 0x40000 each time. As depicted in Fig. 1(b), pipeline strategy is 
useful for mBWA and the speedup increases along with the increasing of batch size. 
As described above, the pipeline strategy only reorganizes the IO of alignment, so the 
pipeline has no effect on the quality of alignment. 
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                      (a)                                             (b) 

Fig. 1. Improvements of Pipeline Strategy. (a) Improvement under different number of threads. 
(b) Improvement under different batch size. 

4.3 Effectiveness of MIC 

We first evaluate the effectiveness of accelerators on Inspur NF5280M. NF5280M 
blade server is equipped with one MIC card, so we can compare the time cost of 
BWA and mBWA directly. 

BWA runs only on CPU, and mBWA runs both on CPU and MIC. The number of 
threads on CPU is 32 and the number of threads on MIC is 224. We tested the 
effectiveness of MIC coprocessor with three-stage pipeline and without three-stage 
pipeline both. As shown in Table 1, mBWA achieved about 2.6-fold speedup with the 
acceleration of MIC, and achieved 5.3-fold speedup with additional three-stage  
pipeline. 

Table 1. Time Cost of mBWA & BWA 

Application Pipeline mBWA BWA 

Time Cost/s 
off 104.258 

271.923 
on 51.381 

We run mBWA under 56, 112, 168 and 224 threads (empirically selected values) 
to evaluate the scalability of mBWA on MIC. As depicted in Fig. 2(a), the 
performance of mBWA on MIC increases with more threads in the beginning and 
tops at 224 threads. With more and more threads, the cost of threads creating and 
joining increases, and more data cache and DTLB misses occur, thus resulting in 
some loss of performance. 

We evaluate the performance of mBWA under multiple MIC cards on Tianhe-2. 
Each compute node of Tianhe-2 is equipped with three coprocessors, so we test the 
performance on one, two and three cards. The data needed by MIC is all transferred 
from CPU, no communication between MIC cards. Thus, the performance of mBWA 
increased linearly with the number of coprocessor increasing, as depicted in Fig. 2(b). 
Although we reorganize the key data structures and operation of BWA, the accuracy 
of alignment is not affected, and the experiment results demonstrate this. 
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                    (a)                                                 (b) 

Fig. 2. Effectiveness of MIC. (a) Scalability of mBWA on MIC. (b) Performance of mBWA 
under different number of MICs. 

5 Conclusions 

mBWA is a massively parallel sequence reads aligner, which contains three-stage 
parallel pipeline strategy and massive parallelization with Intel MIC coprocessor It 
achieves about 5-fold speedup in one blade server equipped with one MIC card, while 
maintaining the quality of alignment. As our parallelization approaches are generic, 
all BWT based application can take use of them. 

Acknowledgement. This work is supported by NSF Grant 61272056 and NSF Grant 
61133005. 
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Abstract. Multiple sequence alignment (MSA), used in biocomputing
to study similarities between different genomic sequences, is known to
require important memory and computation resources. Determining the
efficient amount of resources to allocate is important to avoid waste of
them, thus reducing the economical costs required in running for example
a specific cloud instance. The pairwise alignment is the initial key step
of the MSA problem, which will compute all pair alignments needed.
We present a method to determine the optimal amount of memory and
computation resources to allocate by the pairwise alignment, and we will
validate it through a set of experimental results for different possible
inputs. These allow us to determine the best parameters to configure the
applications in order to use effectively the available resources of a given
system.

Keywords: sequence alignment, shared memory, message-passing, dis-
tributed computing, multi-core.

1 Introduction

In biology, a genomic sequence is a character string representing the codification
of different basic structural elements known as amino-acids that will compose a
specific protein with specific properties. There is the need for several applications
to study the differences between different genomic sequences, for example in the
aid to study the evolution of species and other usages in genomic research. This
comparative, when is performed with two sequences, is known as pair sequence
alignment. In some cases comparing two sequences is sufficient, but in other cases
there is need of comparing thousands of sequences, then the problem is known
as Multiple Sequence Alignment (MSA).

The MSA problem [edgar06] aims to find out the best possible alignment of
all sequences. The steps composing the MSA process are illustrated in Figure 1,
and can be described as follows:
� This work was supported by the MEyC-Spain under contract TIN 2011-28689-C02-
02 and Consolider CSD2007-0050. The CUR of DIUE of GENCAT and the European
Social Fund.
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1. Read a list of genomic sequences to be aligned.
2. Pairwise alignment of all possible pairs of input sequences, calculating a

similarity score for each pair.
3. Building a phylogenetic guide tree relating the sequences by similarity. The

tree indicates the order for the subsequent multiple alignment.
4. Progressive alignment of the final tree to obtain the multiple alignment of

all sequences.

Fig. 1. MSA: Multiple Sequence Alignment steps

In this paper we study the impact of the initial pairwise alignment step when
it is applied to a big number of sequences, and we focus on its improvement by
studying its performance. The main goal of our work, consists on developing a
method to determine the best configuration and tuning parameters that should
be used to run the MSA on a specific hardware.

This article extends our previous work [montanola13], where we presented an
hybrid programming solution, that combines the shared memory model with a
distributed one, by expanding as many parallel threads as possible on a deter-
mined number of computing nodes.

In the present work, we carry out an experimental study to evaluate the
performance and scalability of our mechanism according to the number and the
length of sequences to be aligned. Additionally, we propose a method to estimate
the number of computation resources needed to solve the problem, given a set of
input sequences, in such a way that an efficient use of resources could be achieved.
Finally, we compare the experimental data with the estimated prediction given
by our proposed model.

The remainder of the paper is organized as follows: Section 2 reviews related
work, Section 3 describes the used multiple pairwise implementation, Section 4
discusses the experimental results and finally, Section 5 presents our conclusions.

2 Related Work

Sequence alignment is a widely used application in the biocomputing commu-
nity, were several previous efforts have been done in order to solve the problem
[daugelaite13]. For the pairwise alignment of two single sequences, authors have
proposed methods such as Smith-Waterman [smith81] and Needleman and Wun-
sch [needleman70].

When more than two sequences are involved, the problem complexity scales
into MSA, where algorithms have to compute all possible combinations of pairs



Optimizing Multiple Pairwise Alignment of Genomic Sequences 123

of sequences in order to achieve a final multiple alignment. Such implementa-
tions are for example T-Coffee [notredame00], Muscle [edgar04] and ClustalW
[larkin07] among several others.

In order to improve the performance of these MSA algorithms, some authors
have proposed distributed memory solutions based on message passing (MPI),
including Parallel-T-Coffee [zola07] and ClustalW-MPI [li03] that have consider-
ably improved their speedup. They coincide in the need to align several pairs of
sequences. Thus, they are focused on solving the problem using only a distributed
memory paradigm and lack the benefits of a hybrid system (distributed/shared
memory).

While previous implementations will run several instances of the Smith-
Waterman algorithm in parallel, there are also parallel implementations using
shared memory such as [farrar07] and [liu09]. Using both methods may benefit
from a better hybrid implementation that could exploit and use the modern
parallel systems more efficiently.

3 Multiple Pairwise Implementation

In this section we are going to briefly describe the algorithm used to carry out
step 2 of pairwise alignment in the MSA process. The current version of the
algorithm is available at http://lescaffee.sevendeset.org. We study its impact
and efficiency. Furthermore, we are going to present a model used to determine
the amount of resources required for its optimal use.

We assume a computing platform based on an hybrid architecture where cores
in the same node have a shared memory access while different nodes act in a
distributed memory fashion through message-passing. The proposed algorithm
distributes the pairwise alignment work by mapping to each available core and
node a partition of sequences from all possible combinations, by distributing the
total computation time in the best uniform way across the system.

We consider a number of n sequences of similar length to be aligned. Then, the

number of pairwise alignments to carry out will be n2−n
2 , which corresponds to

the total number of pairs. Assuming a balanced distribution of all pairwise align-
ments into the cores of the system and considering that a single pair alignment is
entirely done in a core, the total pairwise computation (tpwc) can be calculated
with expression (1), where pwt is the time needed to carry out a single pairwise
operation and f is the total number of cores.

tpwc = pwt× n2 − n

2f
(1)

The expected communications overhead (tcomm) of the message passing stack, for
the distribution of their sequences to all nodes and the gathering of all the aligned
pairs, can be calculated with expression (2), where � is the average sequence
length in bytes, bw the transmission speed in bytes per second and k is the
number of nodes of the system.
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tcomm =
�× n× k

bw
+

�× (n2 − n)

bw
(2)

The total computation time t, given in (3), corresponds, at maximum, to the
sum of total pairwise computation and the communication time. It has also to be
added a value ko that corresponds to the remaining application overhead used to
compute the pairwise tasks and reading sequences from disk. The communication
time between the cores in the same node is considered to be negligible.

t = tpwc + tcomm + ko (3)

Finally, the expected total amount of memory (mem) that will be used by our
implementation can be defined by (4), were ksm is the average size of required
data structures for one pair of sequences and kth the overhead penalty for each
additional thread. In average, we consider the size in memory of two aligned
sequences as 3l, taking into account that the aligned sequences can add gaps
inside. Additionally it has to be added the storage of the n original sequences
for each of the k nodes.

mem =
n2 − n

2
× (3 × l + ksm) + f × kth + n× �× k (4)

From equation (3) we can calculate the speedup as the sequential computation

time (pwt × n2−n
2 ) divided by the parallel computation time t. According to

this, the efficiency is calculated with expression (5) as the obtained speedup
with respect to the optimum one, that is of number of cores. This permits us to
determine the expected number of resources needed for an specific input problem.

Efficiency =
pwt× bw + 2× �

pwt× bw + 2× �× f
(5)

This means that the efficiency directly depends on the length of the input se-
quences and the computing time required to align one pair of sequences. From
this expression, it can be calculated the recommended number of cores to achieve
the desired efficiency.

The accuracy of the performance parameters previously defined, is proved
for the implementation of the multiple pairwise alignment. The functionality of
these steps is the following:

1. Input sequences are parsed and loaded into the memory by a master task,
and the system is queried to determine the total number of nodes, maximum
memory available and number of available cores per node. Then we deter-
mine some system information, by testing the data transfer speed tk and
calculating a set of benchmarking pairs of sequences in order to calculate
tpwt. Then, using equation (5), we calculate the ideal f value to run the
application and the required application memory using (4).

2. All possible pairs of sequences are generated and distributed.
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3. Each process spawns a worker pool of c threads, where c is the total number
of cores available in a given node.

4. Each thread carries out the Smith-Waterman algorithm for each pair of
sequences that has been assigned to.

5. All threads and processes are joined and all aligned pairs are merged into a
final list.

4 Experimental Results

Different tests were performed in order to analyse the behaviour of our pre-
sented implementation, thus proving the correctness of the prediction model
used to evaluate and determine the best parameters for a specific input. In these
experiments we are measuring the total computation time and memory usage
by the application and comparing it to the model that defines the expected be-
haviour of the experiments. Different sequence sets from 400 to 1400 sequences
of lengths varying from 100 to 200 residues were used.

The platform used to perform executions consists of a cluster composed by
24 nodes of Intel Quad Core processors running at 2.4 GHz with 8 Gigabytes
of RAM each one. Moreover, the configuration used for each execution consists
on running a fixed number of MPI processes, one per node, expanding as many
threads as available cores on the node. For example, one execution may consists
on expanding 5 MPI processes in 5 nodes with 4 threads each one, thus achieving
a total number of 20 threads.

In all samples, the average processing time is calculated by measuring the
total time required by the application since it loads the sequences from disk
until all the results are written back to disk by the master process. The total
memory usage is measured on each node by measuring all memory allocations by
providing replacements to the standard allocation library. The displayed results
show the total system memory by adding the memory measures of each node.

By applying the previously seen expression (4), considering ksm = 400bytes
and depreciating kth, we determine the expected amount of memory consumption
for 400 to 1400 sequences of 229 residues. These results are compared with
experimental ones on Table 1. As can be seen, the values that we calculated can
successfully predict the behaviour of the algorithm in the experimentation.

Figure 2 shows in logarithmic scale the execution time, in seconds, with the
following graphs: tpwc: the execution of Smith-Watermanm, tcomm: the commu-
nications time, and total: the total time. The simulated graphic is generated from
data gathered from the prediction algorithm using the after-mentioned equation
models. As it can be observed, the simulated graphs are a good prediction of
the behaviour of the algorithm. Communications overhead stays stable on both

graphs, being constant in the simulation because the time to transfer n2−n
2 pairs

of sequences is fixed indifferently on the number of nodes.
Figure 3 shows in logarithmic scale the computation time, in seconds of step

4, corresponding to the execution of Smith-Waterman in each core on the left,
and the average time inverted in the communications layer of MPI on the right
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Table 1. Comparison of experimental memory usage versus the predicted one

Input n Memory MB
Experimental Predicted

400 94 92
600 196 196
800 343 341

1000 539 527
1200 762 755
1400 1038 1025

Fig. 2. Experimental and simulated execution time of different algorithm steps

graph. The number of sequences varies from 400 to 1400, with a fixed length of
229 residues. While studying the pairwise step, as it can be observed the com-
putation time increases in proportion of the number of sequences to be aligned.
In all the cases, increasing the number of threads entails a reduction of compu-
tation time. From this graph we can calculate the speedup, which is linear, thus,
the algorithm correctly scales, meaning the computation balance is correctly
distributed among the nodes. On the other hand, it can be seen that the time
invested in communications is proportional to the number of sequences as it is
also established in equation (2). However, it can be observed in the experiment
that this time is stabilized from 8 nodes to 24.

Finally, Figure 4, shows the sum of total computation time required by the
expression (3). We can see that the time stabilizes to a certain point were adding
more nodes will not improve the overall time, thus we can see that the impact
of the communications are affecting negatively to the Efficiency endangering the
scalability of the algorithm. From the prediction expression (5) we determined
that the best number of nodes for 400 sequences is 20, between 600 and 1000
is 24, for 1200 is 28, and lastly for 1400 is 32 cores. Thus, we can see that
experimental results are not so far from the expected ones.
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Fig. 3. Pairwise time and communications overhead varying the number of sequences

Fig. 4. Total pairwise time and Efficiency varying the number of sequences

5 Conclusions

The pairwise sequence alignment, as a key step in the Multiple Sequence Align-
ment problem, will influence in the overall performance of the problem, being
the step with more computing resources required. As an essential step towards
MSA, we should find new methodologies and techniques to improve and to par-
allellize it. Furthermore, we need a way to predict which configuration is the
best one for a specific input, in order to be able to run the given algorithm with
the best efficient parameters, to use the resources in the best possible way.

This paper presents a new implementation based on the Smith-Waterman
pairwise algorithm, that aims to study its scalability and behavior and finds
a way to predict the best parameters that should be used. Thus, we present
an hybrid implementation using a threading library combined with a message
passing one to exploit the available resources as best as possible. Finally, we
obtain a set of results that prove that the algorithm behavior can be predicted
by the defined equations.
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Abstract. Protein and DNA homology detection systems are an es-
sential part in computational biology applications. These algorithms
have changed over the time from dynamic programming approaches by
finding the optimal local alignment between two sequences to statistical
approaches with different kinds of heuristics that minimize former execu-
tions times. However, the continuously increasing size of input datasets
is being projected into the use of High Performance Computing (HPC)
hardware and software in order to address this problem. The aim of the
research presented in this paper is to propose a new filtering method-
ology, based on general-purpose graphical processor units (GP-GPUs)
and multi-core processors, for removing those sequences considered irrel-
evant in terms of homology and similarity. The proposed methodology
is completely independent from the homology detection algorithm. This
approach is very useful for researchers and practitioners because they do
not need to understand a new algorithm. This design has been approved
by the National Biotechnology Research Center of Spain (CNB).

Keywords: Comparison and alignment methods, BLAST, High
Performance Computing, GP-GPU.

1 Introduction

Genomics and genetics are one of the biology specialties more relevant today [1].
Genomics start-ups are the best candidates of such relevance and considered to
be one of the most profitable companies [2]. Furthermore, thanks to the research
carried out until now, it is possible to obtain a better understanding of the
human and other species genomes. However, this technical revolution evolves
step-by-step with some short-term dangers to be taken into account. Stepping
up the computational services of research centers in order to fit their current
scientific needs must be interpreted as an urgent wake-up call and a technical
challenge known as the big data paradigm [3]. This new and growing paradigm
is the answer of a number of challenges such as the capture, curation, storage,
search, sharing, analysis and visualization in terms of data sets whose size and
complexity is beyond the ability of commonly used software algorithms.

J. Sáez-Rodŕıguez et al. (eds.), 8th International Conference on Practical Appl. of Comput. 129
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Starting with the objective of improving these algorithms with High Perfor-
mance Computing (HPC) techniques, researchers and practitioners have cur-
rently two different approaches. On the one hand, there are some applications
able to speed up the performance of older algorithms, ie GPU-BLASTP [10] and
GPU-NCBI-BLAST [11]. These applications are based on refactoring and re-
implementing the source code of the corresponding algorithms according to the
HPC architectures. The usual approach consists of acquiring a deeper knowledge
about these algorithms with the corresponding investment of time and effort.
On the other hand, there are an existing line of research based on filtering and
removing those sequences considered irrelevant according to a given model [9]
with Smith-Waterman [7] and Aho-Corasick [8] algorithm as core elements. Such
approach is really interesting because it guarantees an autonomous behavior be-
tween the filtering model and the sequencing algorithm and provides a useful
application to perform daily genomic studies in less time, without additional
efforts to integrate the filtering module or to understand how it works and it is
even more accurate in some particular cases.

Finally, this paper aims to follow the line of research about filtering algorithms
by using of NCBI BLAST [4] as a widely used reference sequencing algorithm for
the filtering proposed methodology to be applied. Furthermore, it is structured
into three main blocks. Section 2 provides a generic introduction of the most im-
portant homology detection algorithm NCBI BLAST [4]. Section 3 provides the
proposed design with an overview of the hitting process and describes the theo-
retical model of the filter implementation. Section 4 evaluates the performance
and accuracy of a non-optimized prototype implementation with different simu-
lated examples and make some conclusions and future work about the research
carried out in section 5.

2 Related Works

Homology detection algorithms represents the technical approach of most of the
genomic research. These applications help to researchers and practitioners saving
time and facilitating the obtained results interpretation. In particular, NCBI
BLAST [4] is known as the most used algorithm and use statistical methods to
make a link between sequences and relevance. BLAST (Basic Local Alignment
Search Tool) [4] is based exclusively on statistical methods with hit-and-extend
heuristics for proteins and DNA, is divided into the following steps:

1. Remove low-complexity regions or sequence repeats in the query sequence
[12].

2. For each k-letter in the query sequence:
(a) Using substitution matrix such as BLOSUM62 [16] or PAM250 [15], list

all matching words with scores greater than a given significance thresh-
old.

(b) Organize the remaining high-scoring words into an efficient search tree.
3. Scan the database sequences for exact matches with the remaining high-

scoring words.
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4. Extend the exact matches to high-scoring segment pair (HSP).
5. According to a specific cutoff score, list all of the HSPs in the database whose

score is high enough to be considered.
6. Evaluate the significance of the HSP score by exploiting the Gumbel extreme

value distribution (EVD) and Karlin-Altschul equation.
7. Make two or more HSP regions into a longer alignment by using of methods

like Poisson (original BLAST [4]) or Sum-of-Scores (BLAST2 [13]).
8. Report every match whose expect score is lower than a threshold parameter.

In contrast with other algorithms, the parallellization of BLAST and its vari-
ants is nearly impossible to obtain due to its algorithmic complexity. Therefore,
HPC research carried out until now [10,11] has focused in two particular stages,
hitting and extension.

3 Methodology

Using HPC techniques, the proposed filtering method is based on the assumption
that the number of hits between two sequences tends to be, according to their
length, directly proportional to the relevance of their alignment. Unlike former
filtering approaches [9], this proposed methodology is best suited to any kind
of residues, either for proteins, nucleotides or for metagenomes. First of all, it
begins with the definition of hit and then explains the multiple scenarios where
hits acquire different relevance. Secondly, it extends the previous definition of
hit describing the hit proximity concept and how the more hits appear together
the more relevant the alignment will be.

3.1 Hit Definition

As we see in Section 2, most of the homology detection algorithms for proteins,
nucleotides or metagenomes are based on the search of hits, ie BLAST [4]. How-
ever, depending on each particular case, the definition of a hit can be slightly
different.

On the one hand, proteins and metagenomes sequencing define a hit as the
occurrence of two aligned residues with a positive score given by a specific sub-
stitution matrix [14][15]. A substitution matrix is a bidimensional table which
describes loosely the rate at which one residue in a sequence changes to other
residue state over time and thus, it provides the similarity between them. Some
examples of substitution matrix are BLOSUM62 [16], PAM250 [15], etc. As
stated in [17], there some research lines that bases the definition of a substitu-
tion matrix and its inner data in terms of empirical and experimental analysis.
However, there are some other research based on physico-chemical properties of
amino acids [19,20] that have stayed outside the scope of this paper.

Equation 1 is the expression of the hit score between two residues. Mi,j is the
probability that amino acid i transforms into amino acid j and pipj are its indi-
vidual frequencies. Therefore, we can remark that the likelihood or correlation
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between two residues (S(i, j)), i.e. the score between them, follows a logarithmic
distribution where the more similarity between the aligned residues, the higher
significance score will be achieved and vice versa.

S(i, j) = log
piMi,j

pipj
= log

Mi,j

pj
= log

observed frequency

expected frequency
(1)

On the other hand, nucleotide sequencing defines a hit in two different ways.
Firstly, there are some reference sequencing algorithms, i.e. NCBI BLAST, that
define a nucleotide hit as an exact match between two aligned residues [14,15].
In this particular case, the non-existence of substitution matrix simplifies the
hitting process and increases the estimation reliability in terms of sequence sim-
ilarity. However, there are some other research that can take into account nu-
cleotide transversions and transitions to create customized substitution matrix
[21].

3.2 Hits Density Principle

As discussed on previous sections, hitting process is a preliminary way to predict
the relevance of an alignment between two sequences with a highly parallellizable
nature and algorithmic complexity of (O(N4)) where N is the number of l-mers
per sequence founded in every database (target and query) and described in
algorithmic terms as follows:

1. Iterate over a list of query sequence

for query_sequence in query_sequence_list:

for query_sequence_lmer in query_sequence:

2. Iterate over a list of database sequence

for db_sequence in db_sequence_list:

for db_sequence_lmer in db_sequence:

3. Check matches

if db_sequence_lmer == query_sequence_lmer:

match++

As mentioned before, another key point is that all this filtering process and
its corresponding output can be redirected to any statistical analysis tool such
as BLAST [4], BWA [5], BLAT [6]. These examples are complex applications
that invest large amounts of time evaluating the relevance of each sequence. The
understanding of the hit density principle begins with the hit proximity concept.

Our first step to deal with hit proximity is the frequency analysis of a hit
through comparing long and short sequences. Intuitively, hit encountering in
longer sequences will have a higher probability of success, i.e. more hits, than
in shorter sequences. However, according to the Karlin-Altschul formula, we can
conclude that the sequence length has a little impact on the significance between
two sequences. According to the Section 2, every homology detection algorithm
has its own significance function. The purpose of this function is to determine,
by using of statistical or experimental methods, the relevance of an alignment
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between two sequences. In particular, the hit proximity and density principle
has been endorsed by Karlin-Altschul formula from BLAST [4] algorithm. This
formula, shown in Equation 2, determines the significance of an alignment in
terms of searching space, raw score and some other scaling factors obtained
from experimentation.

E =
kmn

expλS
(2)

The analysis of this equation has identified some scaling factors, such as k and
λ, as constant values and has determined that the raw score S is calculated from
the mixture of statistical and experimental values. Therefore, the search space of
the target and query sequence, represented by mn, is the key point to determine
the relevance between two sequences. Hence, once reviewed all elements of the
equation, we can conclude that hit proximity reduce the search space between
two sequence and thus, increases the relevance between them. However, there is
a strong contradiction between hitting and phylogenetic research that we must
consider. According to a phylogenetic study [18], all homology detection algo-
rithms that rely exclusively on the closest BLAST [4] hit should be interpreted
with great caution because it does not always implies a phylogenetic proxim-
ity. This phylogenetic distance is understood as the distance obtained from a
morphological matrix between two species according to their evolutionary be-
havior. In this case, the proposed hit proximity concept can also contribute with
new levels of phylogenetic similarity because it is able to consider groups of hits
instead of individual ones.

4 Evaluation

This assessment procedure, performed joined by the National Biotechnology Re-
search Center of Spain and the University Autonoma of Madrid, begins with
a complete definition of tests to perform, identifying for each one its relevance
in terms of performance and accuracy. The genomes used during these tests
were obtained from the National Centre for Biotechnology Information (NCBI)
database and consists of the following examples, Anaplasma marginale genome
(AMA) [26] is a tick-borne livestock pathogen member of the proteobacteria
group, Escherichia coli genome (ECS) [25] is an human pathogen member of
the proteobacteria group, Buchnera aphidicola genome (BAP) [24] is a symbi-
otic bacteria member of proteobacteria group and Pseudomonas putida genome
(PPU) [23] is a versatile saprophytic soil bacterium that has been certified as
a biosafety host for the cloning of foreign genes and member of proteobacteria
group.

4.1 Functionality Tests

Functionality tests are a fine-grained validation procedure which aims to deter-
mine that the obtained results are correct and therefore, to certify the compat-
ibility of the proposed methodology with other reference applications.
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The inner implementation of these tests is based on the comparison between
the obtained results from the proposed filtering method integrated with some ref-
erence applications and these applications in a standalone mode. This resulting
likelihood percentage, measured from every alignment, is based on two different
levels.

This first level of test aims to check the existence of a small protein fragments
into the complete reference genome. Genomes like AMA or ECS have been se-
lected to be compared to their own fragments, such as AMA1981 or ECS2480. In
all these tests, the accuracy of the prototype has been 100% with a total inclusion
of fragments and even more, due to the fine grain of the proposed system and
the corresponding reduction of the search space by splitting and parallelizing the
reference algorithm, new alignments, undetectable for conventional algorithms,
have been detected. However, there is still some pending studies with the objec-
tive of analyzing the relevance of this new alignments.

The second level of test is the most realistic approach to scientific environ-
ments because it checks the findings of best alignments between two different
and complete genomes. To support this stage, genomes like ECS, BAP, PPU
and a reference algorithm like NCBI BLAST has been selected, concluding with
an accuracy between 70 - 80%.

Either the increasing accuracy of the first level of test or the more differences
in the second level has a simple explanation, the accuracy effects of the search
space variable in heuristic homology detection algorithms like NCBI BLAST. As
reference papers [4] discussed, the scoring system and thus, the relevance of an
alignment, depends on the search space; therefore, the bigger search space value,
the less accurate the algorithm will be. Some multi-core algorithms, such as MPI
BLAST [22] or our proposed methodology, have demonstrated this statistical
dependence by splitting the original dataset in blocks for individual processing,
reducing the search space and increasing the accuracy of results.

4.2 Performance Test

Performance test are part of the second stage of this evaluation process which
aims to mix the obtained accuracy in the previous phase with a good performance
in terms of execution time.

On the one hand, the hardware architecture used in these test has consisted of
an Intel Xeon E5506 with 8 physical cores and without hyperthreading features,
24 GBytes of RAM memory and 2 Graphical Processor Units (GPU) NVidia
cards GTX590 with their own Scalable Link Interface (SLI) connection. SLI
aims to increase the computational performance of applications by connecting
multiple GPU in parallel. This technology employs several algorithms for dis-
tributing and load-balancing dynamically tasks between GPU cores at driver
level. More specifically, the proposed implementation has been tested on a two
GPU SLI-equipped system. As table 1 shows, the proposed methodology with
the non-optimized prototype has reached a notable improvement with speed ups
up to 3x, i.e. three times faster than the reference algorithm NCBI BLAST.
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Table 1. Protein Performance Simulated Test

Protein Database NCBI BLAST Time Prototype Time Speed Up

ECS NCBI Non-Redundant 79 minutes 49 minutes 2x
AMA NCBI Non-Redundant 47 minutes 25 minutes 2x
BAP NCBI Non-Redundant 20 minutes 7 minutes 3x

5 Conclusions

Based on the well-known algorithms such as BLAST [4] and the HPC techniques,
new design ideas, statistical and numerical methodologies and implementations
about filtering models have been analyzed for improving these algorithms in
terms of execution time and accuracy. The highly parallellizable architecture
of NVidia GPUs could achieve a massive sequence processing with significance
improvements in commodity hardware. The proposed methodology provides a
novel approach with regard to former solutions [9]. This design is able to reach
a filtered model compatible with any kind of sequence, either for proteins, nu-
cleotides or metagenomes and achieving an autonomous behavior from the orig-
inal sequencing algorithm.

Based on the promising results, future work will be focused on completing and
optimizing the implementation of the proposed model on GP-GPUs and carry
out with a more extended and more detailed testing plan in terms of accuracy
and performance.
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Abstract. Some previous studies point to the extension of Chargaff’s second
rule (the phenomenon of symmetry) to words of large length. However, in ran-
dom sequences generated by an independent symbol model where the probability
of occurrence of complementary nucleotides is the same, we expect that the phe-
nomenon of symmetry holds for all word lengths. In this work, we measure the
symmetry above that expected in independence contexts (exceptional symmetry),
for several organisms: viruses; archaea; bacteria; eukaryotes. The results for each
organism were compared to those obtained in control scenarios. We created a new
organism genomic signature consisting of a vector of the measures of exceptional
symmetry for words of lengths 1 through 12. We show that the proposed signature
is able to capture essential relationships between organisms.

Keywords: DNA, Single strand symmetry, Exceptional symmetry, Effect size
measure.

1 Introduction

The detailed analysis of some bacterial genomes led to the formulation of Chargaff’s
second parity rule, which asserts that complementary nucleotides occur with simi-
lar frequencies in each of the two DNA strands [12,7,13,5]. Extensions of this rule
state that the frequencies of inverted complementary words (such as AAC and GTT)
should also be similar. Chargaff’s second parity rule and its extensions have been ex-
tensively confirmed in bacterial and eukaryotic genomes, including recent results (e.g
[11,4,3,10,8,14,5,9,1,2]).

The views about the origins and biological significance of Chargaff’s second parity
rule and its extensions are conflicting [15]. For example, Forsdyke and Bell (2004) ar-
gue that this symmetry results from DNA stem-loop secondary structures [6]. However,
Albrecht-Buehler (2007) argues that the presence of Chargaff’s second parity rule and
its extensions are due to the existence of certain mechanisms of inversions, transposi-
tions, and inverted transpositions [3].

If a sequence is randomly generated using an independent symbol model that as-
signs equal probability to complementary nucleotides, then it is expected that the ex-
tensions of Chargaff’s second parity rule will hold. In this case, however, words other
than inverted complements (e.g. AAG, TTC, CAA) will also be equally likely. In real
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sequences, we found that the similarity between the frequency of each word and that of
the corresponding inverted complement is stronger than the similarity to the frequency
of any other word.

We will analyze not only the symmetry phenomenon (similarity between the frequen-
cies of symmetric pairs) but also the exceptional symmetry phenomenon. This excep-
tional symmetry will be evaluated by a relative measure that corresponds to the ratio of
the goodness of fit of the symmetry hypothesis and the goodness of fit of the uniformity
in equivalent composition group hypothesis. An equivalent composition group is com-
posed by words with equal expected frequencies under independence and Chargaff’s
second parity rule hypothesis. We focus our study on the analysis of several species
and compare the results of the exceptional symmetry with those obtained in the control
scenarios.

Based on the exceptional symmetry measure, we created a kind of organism genomic
signature by using a vector with the first 12 measures of exceptional symmetry (word
lengths from 1 to 12). Our results show that the genomic signature has the potential to
discriminate between species groups.

2 Methods

Let A be the set {A,C,G,T} and let πS denote the occurrence probability of symbol
S ∈ A . Chargaff’s second parity rule states the equality between the occurrence of
complementary nucleotides: πA = πT and πC = πG.

We define a symmetric word pair as the set composed by one word w and the cor-
responding inverted complement word w′, with w′′ = w. The extensions of Chargaff’s
second parity rule state that all symmetric word pairs have similar occurrence frequen-
cies.

We call equivalent composition groups (ECG) to the sets of words with length k
which contain the same number of nucleotides A or T . Every symmetric word pair is
a subset of an ECG, which contains several distinct symmetric word pairs. Note that,
for k-mers (word of length k) we have k+ 1 ECGs and we denote the i-th ECG by Gi,
0 ≤ i ≤ k.

When all words in each ECG have similar frequency, we have a particular single
strand symmetry phenomenon that we call uniform symmetry. A random sequence gen-
erated under independence with πA = πT and πC = πG is obviously expected to exhibit
uniform symmetry. We expect that, in a natural DNA sequence, the frequency of a word
is generally more similar to the frequency of its inverted complement than to the fre-
quencies of other words in the same ECG. We call this exceptional symmetry.

We use uniform symmetry as the reference to evaluate the possible exceptional sym-
metry (non uniform symmetry) of a DNA sequence.

2.1 Exceptional Symmetry Measure

To measure exceptional symmetry in a global way we propose the following ratio

Rs =
X2

u + τ
X2

s + τ
. (1)
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where X2
u = ∑k

i=0 X2
u (Gi) with X2

u (Gi) being the chi-square statistic used to evaluate the
uniformity in ECG Gi, and X2

s = ∑k
i=0 X2

s (Gi) with X2
s (Gi) being the chi-square statistic

to evaluate the symmetry in ECG Gi. τ > 0 is a residual value to avoid an indeterminate
ratio in the presence of exact uniform symmetry.

We observe that Rs statistic does not depend on the sample size dimension (n), but
depends on the degree of freedom of X2

u and X2
s . This measure depends, in an indirect

way, on the word length. X2
u has d fu = 4k − (k+ 1)− 1 degrees of freedom and X2

s has
d fs = 4k/2− 1 degrees of freedom.

In order to obtain an effect size measure able to compare the symmetry effect of all
k-mers we create the following measure

VR =

√
d fs

d fu
Rs. (2)

The equivalence between symmetric word pairs may be evaluated using Cramér’s
coefficient. If a DNA sequence reveals symmetry, it is worthwhile to evaluate the ex-
istence of exceptional symmetry. If V R takes on values � 1 and there is equivalence
between symmetric word pairs, we conclude that there is exceptional word symmetry
in the sequence being analyzed.

Note that, VR measure can be described as the ratio of two Cramér’s coefficients
which may be considered an effect size measure.

2.2 Simulated Data

Based on human genome characteristics, we simulated random sequences with 2.8×
109 base pairs. In the first scenario, called “random (mean by nucleotide type)”, we
simulated random nucleotide sequences considering Chargaff’s second parity rule us-
ing the nucleotide composition πA = πT = 0.2955 and πC = πG = 0.2045. In the second
scenario, called “random (nucleotide composition)”, we simulated random nucleotide
sequences only considering the nucleotide composition πA = 0.2953, πT = 0.2957,
πC = 0.2044 and πG = 0.2045 (nucleotide frequencies in the human genome).

For each scenario we generated a total of 100 sequences of nucleotides under the
independent symbol assumption. The first scenario results from the uniform symmetry
hypothesis.

2.3 DNA Sequences

In this study, we used the complete DNA sequences of 27 organisms obtained
from the National Center for Biotechnology Information (NCBI; ftp://ftp.ncbi.
nih.gov/genomes/); The species used in this work are listed in Tab. 1 and were down-
loaded in January 2014.

All genome sequences were processed to obtain the word counts. The words were
counted considering overlapping. We use the word lengths from 1 to 12.

3 Results

Figure 1 presents the mean exceptional symmetry profiles for the four types of or-
ganisms and the profiles for the random control scenarios. We observe that for all the
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Table 1. List of organisms whose DNA was used in this study

organism group
Homo sapiens eukarya (animalia)

Macaca mulatta eukarya (animalia)
Pan troglodytes eukarya (animalia)

Mus musculus eukarya (animalia)
Rattus norvegicus eukarya (animalia)

Danio rerio eukarya (animalia)
Apis mellifera eukarya (animalia)

Arabidopsis thaliana eukarya (plantae)
Vitis vinifera eukarya (plantae)

Saccharomyces cerevisiae eukarya (fungi)
Candida albicans eukarya (fungi)

Plasmodium falciparum eukarya (protozoon))
Helicobacter pylori bacteria

Streptococcus mutans GS bacteria
Streptococcus mutans LJ23 bacteria
Streptococcus pneumoniae bacteria

Escherichia coli bacteria
Aeropyrum camini archea
Aeropyrum pernix archea

Caldisphaera lagunensis archea
Candidatus Korarchaeum archea

Nanoarchaeum equitans archea
NC001341 virus
NC001447 virus
NC004290 virus
NC008724 virus
NC011646 virus

organism profiles and for all word lengths there is a global exceptional symmetry ten-
dency: all groups of organisms under study present higher V R values than in the random
sequences profiles. Bacteria and archea groups have the most similar profiles.

The simulated data from the first scenario represents the control groups for the sym-
metry phenomenon without exceptional symmetry. The random sequence generated un-
der the independence hypothesis and with a small bias from Chargaff’s second parity
rule (second scenario) shows no exceptional symmetry, moreover it shows a weak op-
posite effect for short word lengths, VR<1 (see Fig. 1).

By comparing the V R measures for each cellular organism to the measures of the
random data, we observe that all the studied cellular organisms present exceptional
single strand DNA word symmetry, for all word lengths.

Some of the viruses studied here do not present significant exceptional symmetry for
short word lengths, since VR values are lower than the upper bound (mean +2SE) of the
confidence interval obtained in the uniform symmetry context (see Fig. 2). The shapes
of the exceptional symmetry profiles for NC001341, NC001447 and NC004290 viruses
are similar. The NC008724 and NC011646 exceptional symmetry profiles exhibit a
valley in intermediate word lengths.
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Fig. 1. V R mean values for eukarya, bacteria, archea, viruses and random (mean values from first
and second scenarios)

Fig. 2. V R values for viruses; random (mean and mean ± 2 × standard error from first scenario)

The highest variation coefficient inside each group (eukarya, bacteria, archea and
viruses) for all studied word lengths is obtained in eukarya. Figure 3 shows the subgroup
profiles for: animalia, plantae, fungi and protists. The highest exceptional symmetry
values were obtained for animalia.

Note that Rattus norvegicus shows the highest exceptional symmetry values when
compared with the other species in this study. We also observed that the maximum
exceptional value for cellular organisms was obtained between word lengths 2 and 5,
and for viruses it was obtained for the longer word lengths under study.

We observed also that exceptional symmetry is not strongly related to the length of
the organism’s genome. For each organism we obtained the average of the VR values
(over the 12 word lengths) and the genome size. The Pearson correlation coefficient
between mean VR values and genome size is 0.41.
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Fig. 3. V R values for animalia, plantae, fungi, protists and random (mean and mean ± 2 × stan-
dard error from first scenario)

4 Conclusion and Future Work

We created a kind of organism genomic signature which is an exceptional symmetry
profile (the vector with the first 12 measures of exceptional symmetry).

Based on exceptional symmetry profile, we observed that all cellular organisms un-
der study present exceptional symmetry: we conjecture that exceptional symmetry is
an universal law of cellular organisms. We also found some viruses with a VR pro-
file showing a behavior opposite to exceptional symmetry, V R<1, in short words. The
animals group showed the highest exceptional symmetry in this study.
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Abstract. We present a comparative analysis of PARK2 genetic variants based 
on genotype data from HapMap. We focused our study on the association 
between missense mutations and all other variations within the same gene to 
uncover patterns of hidden genetic variation. Alzheimer’s disease (AD) and 
Parkinson’s disease (PD) are the main neurodegenerative diseases and represent 
a growing health concern worldwide, with the increase in the elderly 
population. Mutations in several genes have been associated with either AD or 
PD, and the number of novel genetic variants characterized is expanding rapidly 
with the introduction of next generation sequencing technologies. Most of these 
variants, however, are of unknown consequences as their effect might be 
mediated through association with additional mutations. Our results show that 
significant correlation between genetic variants exists and their co-occurrence 
might contribute to previously unidentified risk increase. 

Keywords: neurodegenerative diseases, mutation analysis, SNP association. 

1 Introduction 

Ageing is one of the main medical challenges of modern societies, as the average 
lifespan increases and consequently the incidence of age-related disorders. Among 
these, neurodegenerative diseases represent a great economic and social burden 
worldwide, considering that thousands of new patients are reported every year [1]. 
Alzheimer’s disease (AD) and Parkinson’s disease (PD) are common and complex 
neuropathologies with both familial and sporadic cases [2, 3]. 

Here we describe a comparative study of mutations in genes associated with 
neurodegenerative diseases. We have narrowed our analysis to the associations between 
missense mutations (substitutions that change the encoded amino acid) and other single 
nucleotide polymorphisms (SNPs) within the PARK2 gene. Mutations are often 
associated with disease and some are important for diagnosis or prognosis, which 
motivates the search for genetic variants with clinical relevance. In particular, there is 
evidence that mutations in several genes are associated with PD [2] and AD [3].  

PARK2 is one of the largest human genes, spanning approximately 1.38 Mb of the 
genome, and mutations in this gene are implicated in autosomal recessive early-onset 
PD [2]. Parkin is an E3 ubiquitin ligase that attaches ubiquitin to specific protein 
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substrates, modulating their stability and activity. Parkin functions in mitophagy and 
has a neuroprotective role, through the interaction with the mitochondrial serine/ 
threonine kinase PINK1 [4]. 

Multiple risk loci have been identified through genome-wide association studies 
(GWAS), and the emergence of the next generation sequencing technologies will 
contribute to further developments, namely, enabling the detection of rare genetic and 
structural variants, as well as gene–gene and gene–environment interactions [5]. How 
most genetic variants influence the risk or contribute to the pathophysiology of 
neurodegenerative disorders is not yet known, and it is difficult to identify underlying 
genetic variation by considering each mutation alone, as inter- and intra-genic 
interactions might occur. 

Motivated by these questions, we have analyzed mutations in a key gene of 
Parkinson’s disease, PARK2. Through comparative analyses between single 
nucleotide polymorphisms within the same gene and using Fisher’s exact test for 
independence, we found that several SNPs show patterns of significant correlation. 
Surprisingly, association between missense and adjacent intronic variants was 
common, which suggests that previously unconsidered variants can be pathogenic. In 
particular, variants that can alter transcript expression and alternative splicing might 
contribute to disease pathophysiology and are underestimated by common 
approaches.  

2 Methods 

Genes with a role in Parkinson disease were selected according to the Parkinson 
Disease Mutation Database [2]. In this study, our analysis was narrowed to the 
PARK2 gene as it has known three-dimensional structure [4] allowing the correlation 
of SNPs with their 3D location in the protein. Phased haplotype data for PARK2 was 
imported from HapMap PhaseIII/Rel#3, May 2010 [6]. Data includes a total of 954 
variations for 2022 haplotypes, from 11 different populations (table 1). 

Using the BioMart tool from Ensembl release 74 - December 2013 [7] we retrieved 
the missense mutations from the SNPs present in the HapMap dataset. Four mutations 
were identified as missense in the dataset of PARK2 gene: rs1801334, rs1801582, 
rs9456735 and rs1801474. 

Table 1. Populations of origin of the 2022 genotypes used for the mutations analysis 

Description Identifier Size 
African ancestry in Southwest USA ASW 126 
Utah residents with Northern and Western European ancestry (CEPH collection) CEU 234 
Han Chinese in Beijing, China CHB 168 
Chinese in Metropolitan Denver, Colorado CHD 170 
Gujarati Indians in Houston, Texas GIH 176 
Japanese in Tokyo, Japan JPT 172 
Luhya in Webuye, Kenya LWK 180 
Mexican ancestry in Los Angeles, California MEX 104 
Maasai in Kinyawa, Kenya MKK 286 
Toscans in Italy TSI 176 
Yoruba in Ibadan, Nigeria YRI 230 
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The genotypes dataset was divided into 11 subgroups according to the individuals’ 
population of origin. Each population dataset was studied separately in order to 
control for population stratification possibly present in the data. Within all given 
subgroups (gene-population), comparative analysis was performed for each of the 
four missense mutations and all other variants of the gene. Each subgroup of 
genotypes was divided in two sets according to the two nucleotides present in the 
missense position. Populations with a set containing less than 30 haplotypes for a 
particular allele were not taken into account for subsequent analysis.  

Missense mutations rs1801334 and rs9456735 from PARK2 were not considered as 
they did not accomplish this requisite for any population set. For missense mutation 
rs1801582 only CEU, GIH, LWK, MKK and YRI sets satisfied this condition and for 
missense mutation rs1801474 only CHB, CHD and JPT fulfilled the requirement. For 
any two sets of genotypes within the same population subgroup we computed the 
allele frequencies that were then compared between the two sets. For example, to 
evaluate the association between SNP rs6942109 and the missense mutation 
rs1801474 in individuals from the CEU population, we compared the proportion of 
allele T in the group of haplotypes with C in the missense position with the proportion 
of allele T in the group of haplotypes carrying allele G in the missense position. This 
procedure was adopted to evaluate the association of each of the 953 SNPs with the 
missense mutation rs1801474 and, separately, with the missense mutation rs1801582. 
Fisher’s exact test [8] was used for inferring which SNPs had allele frequencies 
dependent on the set they were, i.e., dependent on the nucleotide present in the 
missense position. In the dataset used there are some SNPs with a low or null minor 
allele frequency which implies a small expected number of haplotypes in the group 
with this allele. This and unequally distribution of alleles in the groups to be 
compared turns Fisher’s exact test more suitable than chi-square test or other common 
independence tests.  

For each missense position, 953 pair-wise comparison tests were performed to 
evaluate the association between the missense and each one of the other SNPs in the 
dataset. In order to control for multiple testing we employed a conservative procedure 
aiming at reducing the number of false positives (with respect to the non-null 
hypothesis). The critical level for significance was set at 0.01 and Bonferroni 
correction was applied, with a resultant significance level for each individual test of 
10-5. All analyses were done using MATLAB (R2011a, MathWorks, Natick, MA, 
USA). 

In the following results and discussion the SNPs with significant association with 
the missense positions rs1801582 and rs1801474 of the PARK2 gene are presented. 

3 Results 

We found evidence of associated SNPs for two missense variants in the PARK2 gene, 
namely, rs1801582 (V380L) and rs1801474 (S167N). Five distinct populations (CEU, 
GIH, LWK, MKK and YRI) show statistically significant associations for rs1801582 
(table 2).  
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In the genotyped positions from CEU individuals, results for the 13 associated 
variants indicate that, when the base in rs1801582 is a G, 4 SNPs possess only one 
possible allele (30 vs 204 haplotypes with allele C) (Fig.1 (a)). The same pattern 
occurs for allele C, although for a distinct set of SNPs. These results indicate 
differentially distributed genotypes, depending on the allele found in a given position. 
A similar behavior is verified for the GIH population, but for 18 SNPs, where 4 
variations have one possible allele in the set with base G in the missense position, and 
5 in the other set (Fig.1 (b)). One of these variants is linked to the missense position in 
both CEU and GIH datasets. When nucleotide C (G) is in rs1801582, the SNP 
rs11964284 always carries base T (C). In the LWK population, 8 positions show 
evidence of association with the missense variant (table 2) but only one allele is fixed, 
occurring for the set where base G is in the missense position (not shown). Individual 
genotypes from population MKK show a group of 13 SNPs associated with the 
missense variant rs1801582. In the set where the missense SNP carries nucleotide C, 
one mutation shows only one possible allele, while for the other genotype set the 
fixed pattern includes three positions (not shown). Finally, results for individuals from 
YRI suggest 10 variations associated with the missense position (table 2). 

 

Fig. 1. Associated SNPs with the missense mutation rs1801582 in PARK2. Independence tests 
were performed to infer on the association of each of the 953 available SNPs with the missense 
but only the SNPs presented were statistically significant (p < 10-5 for individual tests). (a) 
Thirteen variations revealed association to rs1801582 in CEU individuals. Allele frequencies 
for these SNPs are presented as the missense position carries allele C (204 haplotypes, up), or 
allele G (30, down). Ancestral alleles, including the missense position, correspond to 
TGCCAGGGAATCTA. (b) In individuals from population GIH, the results suggest 18 
variations in association with the missense position. Allele frequencies of the associated 
mutations are displayed for the set with allele C in rs1801582 (124 haplotypes, up) and for the 
genotypes with base G in position rs1801582 (52, down). Ancestral alleles are 
CGCTGCCAGGGACATTCTA. In both panels missense mutations are highlighted. 
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For the missense position rs1801474, 3 populations show relevant results. In the 
CHB population, haplotypes that carry allele T also carry only one possible nucleotide 
in 12 of the 13 associated SNPs. As a consequence, a fixed sequence 
(GGTGTTTCTGTT) is observed for the 68 haplotypes with base T in rs1801474, in 
comparison with no fixed sequence for the 100 carrying allele C (Fig.2 (a)). Similarly, 
for the population CHD, in 14 positions significantly associated with rs1801474, 9 
SNPs show only one possible allele in the set when the variant base is a T (63 vs 107 
haplotypes) (data not shown). From the genotypes of JPT individuals, the results 
provide evidence that 21 positions are associated with the missense variant. From 
those, and in the set where the missense variant is T, 11 positions present only one 
possible allele (Fig.2 (b)). Throughout the 3 populations mentioned, several SNPs 
with significant association with the missense variation rs1801474 are shared. In 
particular, a set of 6 SNPs has a fixed sequence when the missense carries allele T: 
rs9295184, rs9355988, rs12529283, rs1954943, rs10455789 and rs10945803, which 
are all intronic variants. 

 

Fig. 2. Associated SNPs with the missense mutation rs1801474 in PARK2, obtained as in Fig.1. 
(a) The analysis made suggest evidence of association of the missense position with 13 
variations in population CHB. In the upper histogram, the allele frequencies of the associated 
SNPs are shown for the set carrying allele C in the missense position (100 haplotypes). The 
lower histogram shows allele frequencies for the genotypes carrying allele T in rs1801474 (68) 
and a set of 12 positions, signed by stars on the bars, carry only one possible allele. Ancestral 
alleles are GTCGTTTCCTGTTT. (b) Results provide evidence of 21 variations associated with 
rs1801474 in JPT genotypes. Allele frequencies for the 21 SNPs are presented as the missense 
position carries allele C (104, up) or allele T (68, down). For the set carrying allele T in 
rs1801474, 11 SNPs, signed by stars, carry only one possible allele. Ancestral alleles are 
TAGTCGTTTCTGTTAGTAGGAT. In both panels missense mutations are highlighted. 
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Linkage disequilibrium scores for the SNPs were extracted from Haploview [9]. 
We observed that the LOD (logarithm of odds ratio) score follows a similar trend to 
the natural logarithm of the p-values obtained in our analysis. However, the SNP 
associations found cannot be explained by proximity (table 2), as some variants are 
found several kilobases apart, while recombination rates are not expected to vary in 
such short distances. Point mutations affecting individual positions are the most 
plausible cause for such heterogeneity of associations with neighboring SNPs [10].  

Our results extend beyond the concept of linkage, as our analysis show positions 
with strong association scores intermingled with mutations in linkage equilibrium 
with the missense mutation. Some of these positions that are in strong association 
with the missense mutation (low p-values or high LOD values) are not allowing 
variability and these findings are discussed below. 

4 Discussion 

In this study we performed mutation analysis in the PARK2 gene. We have focused 
on the effect that missense mutations have on other single nucleotide polymorphisms 
within the gene. In both reported cases there was evidence of association for a number 
of SNPs and the missense alleles. Moreover, in some examples, the presence of a 
specific nucleotide in one allele has a fixation effect on the associated SNPs, that is, 
these positions no longer accommodate all possible genetic variants observed for the 
other allele. In general, positions that are in strong association may result from 
constraints in the 3D protein structure or from the loss of deleterious variants by 
natural selection (positive selection).  

Several pathogenic variants have been described in PARK2 to date, including 
rearrangements of single or multiple exons in Parkinson’s disease patients that are 
associated with an earlier age at onset (EOPD) [1]. These structural variants account for 
the majority of PARK2 mutations and, although the gene is composed of 12 exons, most 
rearrangements locate in the region between exon 2 and exon 4 [11]. Studies carried out 
in a Korean population indicate that, although exon deletions are frequent in PARK2 in 
EOPD patients, no exon rearrangements were detected in SNCA, PINK1, and PARK7 
genes [11]. Also, structural variants might be underestimated as these mutations were 
not specifically screened for in initial studies and, in addition, conventional sequencing 
is unable to detect exon rearrangements in heterozygosity [11].  

It is interesting that the significant associations found for the PARK2 gene are 
within the region surrounding exon 4 and 10. Six protein-coding transcripts are 
described in the Ensembl genome browser for the PARK2 gene, and two lack exon 4 
(PARK2-001 and PARK2-005). The association between the missense variant 
rs1801474 in exon 4 and several SNPs in the adjacent introns 3 and 4 suggests that 
these positions might mediate an alternative-splicing event resulting in exon 4 
skipping, probably to prevent the deleterious impact of the missense mutation S167N. 
Although S167N is considered benign by several pathogenicity prediction tools 
(PolyPhen, SIFT), recent structural studies indicate that this position is comprised in a 
previously undescribed domain that coordinates metal ions and forms an interface 
with the catalytic domain, thus, important to the function of the Parkin protein [4, 12]. 
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Additional studies will be performed in protein models containing relevant mutations, 
generated by homology modeling, to predict the structural impact of the mutations.  

Genome-wide association studies have identified many risk loci, yet, a greater than 
expected number of disease-associated SNPs are located in non-coding regions (intronic 
or intergenic) [13]. This points to an underestimated role of regulatory regions in 
conferring risk to particular genetic variants, either by changing splicing, expression 
levels, or sub cellular localization. Splicing variants can be difficult to identify 
exclusively by sequence analysis, and include mutations that can result in exon 
skipping, intron retention, gain or loss of a splice site, or enhancement of cryptic splice 
sites [14]. The increasing recognition of the role of alternative splicing in pathology is 
leading the development of a new field of spliceopathies, and our study should further 
explore this possibility. Future work will also extend the analyses to other genes 
associated with neurodegenerative disorders, such as LRRK2, PINK1 or MAPT.  
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Abstract. Pattern discovery is one of the fundamental tasks in bioinformatics 
and pattern recognition is a powerful technique for searching sequence patterns 
in the biological sequence databases. The significant increase in the number of 
DNA and protein sequences expands the need for raising the performance of 
pattern matching algorithms. For this purpose, heterogeneous architectures can 
be a good choice due to their potential for high performance and energy 
efficiency. In this paper we present an efficient implementation of Aho-
Corasick (AC) and PFAC (Parallel Failureless Aho-Corasick) algorithm on a 
heterogeneous CPU/GPU architecture. We progressively redesigned the 
algorithms and data structures to fit on the GPU architecture. Our results on 
different protein sequence data sets show 15% speedup comparing to the 
original implementation of the PFAC algorithm. 

Keywords: Heterogeneous, GPU, Pattern Matching, Aho-Corasick, CUDA, 
OpenMP. 

1 Introduction 

In the last decade, the exponential growth of biological information, the need to 
understand the complex interactions that determine the biological processes and the 
diversity and interconnectedness of organisms at the molecular level have driven the 
need for high performance computational biology [1]. Heterogeneous architectures 
that provide different processing elements with different characteristics on the same 
machine are becoming mainstream in high performance computing platforms and 
seem able to cope with these requirements [2]. Such architectures integrate different 
multi-core CPUs with many-core accelerators (GPGPUs) and while running an 
application, some parts can execute on CPU while the other parts of the same 
application are running on the GPU side to benefit from the both processing elements 
features.  

Aho-Corasick [3] is one of the widely used pattern matching algorithms in 
computational biology applications due to its linear complexity and ability to match 
multiple patterns at the same time. The algorithm works by building a state machine 
out of patterns and search through the data using the state machine. It can find all the 
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occurrence of the patterns inside the data in a single pass of data and that is the reason 
for the linear complexity. We developed a high performance parallel implementation 
of the AC algorithm for a heterogeneous computing environment. For this purpose, 
we use the message passing interface (OpenMP) for parallelizing the building of state 
machine on shared memory multi-core CPU architectures and CUDA for fine-grain 
parallelization of searching on the GPU. 

To increase the performance of Aho-Corasick algorithm, PFAC [4] which is the 
highly parallelized version of Aho-Corasick on GPGPUs has been introduced. In 
PFAC algorithm, the state machine is built without any failure transition and it is 
placed on the global memory. For searching through the data, a thread will be 
generated for each single character in the dataset. The total number of threads is equal 
to the length of text in dataset. Each thread needs to check the automaton in global 
memory and processes its character to see if it can find a valid transition, otherwise 
the thread will be terminated. 

In this paper, we attempt to speed up the PFAC algorithm by rearranging the data 
placements in the GPU memories. We also used the heterogeneous programming 
concept for parallelizing the building of the state machine using OpenMP. 

2 Related Works 

Many research papers on accelerating pattern matching using GPUs have been 
published recently as they are becoming increasingly popular for various applications. 
Different implementations to the Aho-Corasick algorithm have been proposed to 
increase the efficiency and throughput of multiple pattern matching problems. 

Tumeo et al. [5] has introduced a parallel version of AC algorithm for network 
based applications that process TCP/IP packets. They assigned a single TCP/IP packet 
to each CUDA thread, loading it in the shared memory, and then divide the packet in 
further chunks assigned to each thread of the thread block. Another GPU 
parallelization of AC algorithm has introduced in [6]. They tested their 
implementation assuming the case when all data reside initially in the GPU memory 
and the results are to be left in this memory. In this implementation, AC DFA 
(Deterministic Finite Automaton) is stored in the texture memory. Threads 
cooperatively read all the data needed to process a block, store this data in shared 
memory, and finally read and process the data from the shared memory. They 
extended their idea in [7] and tested the AC and Boyer-Moore [8] in two cases. In the 
GPU-to-GPU case, they considered several refinements to their base GPU 
implementation and measured the performance gain from each refinement. For the 
host-to-host case, they analyzed different strategies to reduce the communication cost 
between the host and the GPU. Tran et al. [9] has developed a memory efficient 
parallelization of the AC algorithm by placing the state transition table on texture 
memory and loading the data chunks from global memory to the shared memory. 
They gained 15 times speedup comparing to the serial execution of the algorithm. 
Gnort [10] is another GPU implementation of the AC algorithm for Network Intrusion 
Detection Systems (NIDS). Each packet is copied to the shared memory of the 
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Multiprocessor and stream processors search different parts of the packet 
concurrently. Another implementation based on Memory Page Size is introduced by 

Peng et al. [11]. They split the large scale text into  
்௘௫௧ௌ௜௭௘௉௔௚௘ௌ௜௭௘ size-fixed pages. All the 

data are transferred to the GPU memory and different threads on GPU process 
different pages using the automaton which is bound to texture memory. 

As an experiment of parallelizing the AC algorithm on heterogeneous CPU-GPU 
platform, Tumeo et al. [1] has implemented the algorithm on GPU clusters for the use 
of DNA analysis applications. They developed a master/slave implementation, where 
the master MPI process distributes the work to the various nodes and GPUs, and the 
slaves perform the effective computation. The GPU parallelization is based on 
partitioning the input text in multiple chunks and assigning each chunk to a single 
CUDA thread. To catch the patterns that go over the border of a single chunk, the 
chunks can be overlapped for the size of the longest pattern in the dictionary. The 
state transition table is bound to the texture memory. Also Tumeo et al. [12] have 
extended their previous work [5] on heterogeneous architecture by developing a 
master/slave scheduler, where the master MPI process distributes the work, and the 
slaves perform the effective computation. 

PFAC (parallel failure less Aho-Corasick) [13] is a highly parallelized 
implementation of the AC algorithm without any failure transition. In the PFAC 
algorithm, each character in the text is assigned to a thread and each thread is only 
responsible for finding the patterns starting at its own starting position. The state 
transition table is placed in the texture memory and data is preloaded to the shared 
memory. The PFAC algorithm is then used for implementing serial and parallel 
Bayesian spam filtering [14]. In this work, we have modified the AC algorithm by 
rearranging the placement of data in different GPU memories comparing to PFAC. 
We also include heterogeneous programming concept by using OpenMP interface for 
building the state machine on a multi-core CPU. 

3 Aho-Corasick Algorithm 

A multi-string matching problem is defined as “having a set of patterns P and we 
would like to detect all the occurrences of any of the patterns in P in a text stream T”. 
The Aho-Corasick solution for this problem is to build a Finite State Automaton 
named pattern matching machine and run this machine on the text to find any 
existence occurrence of the patterns inside the text. It is also easy to implement a state 
machine as a lookup table where the rows represent states and the columns represent 
input character, so that each element of matrix shows the next state for the 
corresponding alphabet in the current state. Having the information about the current 
state and next input character, the machine can determine whether the input character 
causes a failure transition. If not, then it makes a transition to the state corresponding 
to the character.  

The complexities of constructing a pattern matching machine and searching the 
text are linear to the total length of given patterns and the length of a text, 
respectively. Figure 1 shows an example of how the algorithm works. 
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But this approach will lead to significant performance reduction, specifically in 
GPU implementation that memory access is the main issue and has considerable 
effect on the overall throughput of the system. 

To overcome this problem, the PFAC algorithm is introduced [13]. In this 
algorithm, every character in the input stream is assigned to a thread which is only 
responsible to find the keywords beginning at its own starting position. If a thread 
does not have any valid transition for the character, the thread will be terminated 
immediately. But in case of having a valid transition, thread will continue reading the 
next character.  
 

 

Fig. 5. PFAC algorithm. Generating a thread for each character in the input stream. 

One of the most important features of PFAC algorithm is that it removes the failure 
transition from the Aho-Corasick state machine by assigning a thread for each 
character. Each thread will only find its own keyword that starts in its own starting 
position, so there is no need to have failure transition anymore. Also the boundary 
problem that is introduced in the chunk based approach is somehow solved here as we 
are not assigning the data chunks to the threads. 

The implementation of the PFAC algorithm is in a way that the state transition 
table is placed in the texture memory, which is a part of global memory with an 
internal 6KB cache in each streaming processor. Then the input data will be first 
transferred to the GPU’s shared memory and then searching through the data will be 
started. 

Although PFAC eliminates the boundary problem between threads, there are still 
boundary problems while prefetching data to the GPU’s shared memories and patterns 
that occur in the boundary of data chunks that are going to be loaded to the shared 
memory will not be detected without use of overlapping method again [15]. 

 

 
Fig. 6. Boundary Problem in PFAC algorithm 

An example is shown in Fig.6. Pattern “AX” in the boundary of first two segments 
will not be found without overlapping the data chunks. 
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Another issue about the PFAC algorithm is the memory accesses. Considering the 
fact that each thread needs to check the next transition for its input character from 
transition table which is placed in the texture memory, and also very limited size of 
texture cache, for most of the input characters we need to have two memory accesses. 
One will happen when reading the character and the other one when checking the 
transition table for that character. This problem will become more serious when we 
have large set of patterns to search for, which leads to have a larger transition table 
and more global memory accesses. 

Our solution for the aforementioned problem is to store the transition table in the 
shared memory of each streaming processor. Threads then start reading the input file 
as it is explained in the PFAC algorithm. For limiting the global memory access to 
once per thread, we use the fact that threads inside each streaming processor can 
communicate with each other via the shared memory. We allocate a small part of the 
shared memory for communication between the threads in each streaming processor, 
so that whenever a thread finds its next transition by checking the transition table 
from the shared memory, it will be assigned the value of next thread for continuing its 
search. This trend will be continued till each thread finds the keyword starting at the 
thread’s starting position or the termination of the thread due to not having the next 
transition. An example of this method is illustrated in the Fig.7. Assume that we are 
searching for pattern “AB”, all the threads will read their value from the global 
memory and start searching for the next transition by checking the transition table in 
the shared memory. As the thread with the value “A” will have a next transition and 
needs “B” to be its new value, it can have the value of its next thread instead of 
reading the value from the global memory.  

 
 

 

 

Fig. 7. Storing the transition table of State machine in shared memory 

This implementation leads to reduction of memory accesses to once per character. 
Also, as the threads access to contiguous global memory locations, memory accesses 
will be coalesced, that means the device coalesces global memory loads and stores 
issued by threads of a warp into as few transactions as possible to minimize DRAM 
bandwidth. Hence we can use the maximum bandwidth for fetching data from the 
global memory and reducing the global memory latency as much as possible. 
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5 Experimental Results 

In this section we will discuss the performance of our heterogeneous implementation 
with respect to the original implementation of PFAC algorithm. The result for the 
modified PFAC algorithm without including the OpenMP part is also presented here 
to have a better overview of our modification results. 

We selected a few sets of protein databases for different animals to assess the 
presented method. Execution time and system throughput for different 
implementations on NVIDIA Tesla C2075 and Intel® Xeon® Processor E5-2620 are 
shown in Table 1. 

Table 1. Execution time for each implementation 

 Modified PFAC + 

OpenMP 
Modified PFAC Original PFAC Sequential 

Horse Protein 

Sequence (50MB) 
6.20 6.63 6.97 45.87 

Mouse Protein 

Sequence (27.4MB) 
6.64 7.36 7.81 44.36 

ZebraFish Protein 

Sequence (22.1MB) 
6.33 7.66 7.90 55.00 

 
Results show the average of 15% speedup for our implementation comparing to the 

original PFAC implementation. Figure 8 shows the system throughput calculated 

using the formula 
଼୬T(T୭୲ୟ୪) in Gigabits per second (Gbps). 

 

 

Fig. 8. System throughput (Gbps) 

6 Conclusion 

We have presented different software implementations of Aho-Corasick algorithm on 
GPU, CPU, and heterogeneous CPU-GPU platforms, and analyze their performance. 
We discussed the problems of previous implementations and proposed a new method 
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by redesigning the algorithm and data structures to fit on the GPU architecture. We 
compared our implementation with sequential version of Aho-Corasick and also 
PFAC algorithm for finding different animals protein sequences.  The experimental 
results show the average of 15% speedup comparing the original PFAC algorithm. 
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Abstract. Obtaining reliable predictions from large-scale dynamic models is a 
challenging task due to frequent lack of identifiability. This work presents a 
methodology for obtaining high-confidence predictions in biotechnological 
applications using metabolite time-series data. To preserve the complex 
behaviour of the network while reducing the number of estimated parameters, 
model parameters are combined in sets of meta-parameters, obtained from 
correlations between metabolite concentrations and between biochemical 
reaction rates. Next, an ensemble of models with different parameterizations is 
constructed and calibrated. Convergence of model outputs (consensus) is used 
as an indicator of confidence. Computational tests were carried out on a 
metabolic model of Chinese Hamster Ovary (CHO) cells. Using noisy 
simulated data, averaged ensemble predictions with high consensus were found 
to be more accurate than either predictions of individual ensemble models or 
averaged ensemble predictions with large variance. The procedure provides 
quantitative estimates of the confidence in model predictions and enables the 
analysis of sufficiently complex networks as required for practical applications 
in biotechnology.  

Keywords: Systems biology, Metabolic engineering, Cell line engineering, 
Dynamic modeling, Ensemble modeling, Consensus. 

1 Introduction 

Mathematical modeling is a fundamental task in systems and computational biology, 
with important applications in biotechnology [9]. Among other features, models allow 
monitoring the state of unmeasured variables and making predictions about system 
behaviour for a larger number and broader variety of conditions than can be 
efficiently tested in experiments. The construction and calibration of models of large, 
complex systems is a particularly challenging task. Uncertainties appear at different 
stages of the process, limiting the confidence in the resulting predictions [14]. 
Shortage of experimental data can easily lead to poor identifiability. When the 
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number of parameters is larger than what can be actually determined from data, the 
calibration procedure can sometimes—when allowed by the model structure—yield a 
perfect fit between model predictions and measurements. However, there is a danger 
of overfitting in this situation, i.e., the model is being trained to fit in detail the noise 
contained in the data instead of actually learning the system dynamics. This problem 
entails the risk that model predictions will be wrong for altered experimental 
conditions. The problem of dealing with uncertainty in cellular network modeling was 
reviewed in [7]. In that review, the use of ensembles—sets of models with different 
structures and/or parameter values—was considered as a powerful and generally 
applicable approach for reducing prediction errors. However, it was also 
acknowledged that the concept was not sufficiently matured yet. An early example of 
the use of an ensemble approach in biological models was presented in [8], which was 
limited to ensembles of topologies of Boolean networks. Tran et al [12] extended the 
approach to the dynamic case, building an ensemble of metabolic models that reached 
the same steady state and applying it to the central carbon metabolism of E. coli. A 
related application was presented in [10]. For a review of metabolic ensemble 
modeling see [11]. The use of the consensus as an indication of the reliability of the 
predictions was explored by Bever [3], who computed time-dependent probability 
distributions of protein concentrations in artificial gene regulatory networks and 
introduced the concept of consensus sensitivity, finding that consensus among 
ensemble models was a good indicator of high-confidence predictions. Recently, 
further steps were taken with the introduction of the concept of “core prediction”: a 
property that must be fulfilled if the model structure is to explain the data, even if the 
individual parameters are not accurately identified [4]. 

The present paper deals with the problem of evaluating and, if possible, increasing 
the confidence in the predictions made by kinetic metabolic models. It is assumed that 
the model structure—the topology of the metabolic network—is known. Actually, this 
assumption is not a requirement of the proposed methodology, which may be applied 
to ensembles of models with different topologies. However, in the present work the 
uncertainty in the predictions is due only to uncertainty in the parameter values. To 
overcome uncertainty, an ensemble of models with different parameterizations is 
built. As a preceding step to improve identifiability and to reduce overfitting, the 
initial model parameters are grouped in modules of meta-parameters, which are used 
during calibration. Then a measure of consensus among model outcomes is 
introduced and used to quantify the confidence in the predicted metabolite 
concentrations. 

2 Methods  

The methodology aims at adapting the kinetics of interrelated reaction pathways. 
Highly correlated trajectories of simulated concentrations and reaction rates point at 
functional dynamic relations, which can be adjusted by the parameters that 
correspond to the correlated time courses of concentrations and fluxes. We will refer 
to these sets of parameters as meta-parameters and use them for improving 
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identifiability and reducing the risk of overfitting. Starting from an ODE model with 
generic initial parameter settings P0, sets of model parameters are obtained by 
calculating the Pearson Correlation Coefficients (PCC) between simulated 
concentration time courses for all balanced metabolites, here called c, as well as 
between all simulated rates, here called r, described by the kinetic model. This yields 
two correlation arrays, Cr and Cc: 

1, 1 1,

, 1 ,

,
r r r rm

r

rm r rm rm

PCC PCC

C

PCC PCC

 
 =  
 
 


  



1, 1 1,

, 1 ,

c c c cn

c

cn c cn cn

PCC PCC

C

PCC PCC

 
 =  
 
 


  


    (1) 

To define meta-parameters, a set of metabolites is selected that is of particular 
interest, e.g. because their time course over a fermentation process has been 
measured. Depending on the metabolite of interest, rates that represent an input of the 
utilization or formation pathway are selected. Rates which are highly correlated (PCC 
> 0.8) with the selected rate ri are then included in a vector ri correlated. Similarly, the 
substrates cj present in the selected rate reaction ri are chosen, and the elements of Cc 
(i.e. concentrations) which are highly correlated with cj are included in a vector  
cj correlated. Thus for each concentration-rate pair (cj, ri) two vectors cj correlated and  
ri correlated are obtained. Parameters appearing in the equations of the rates included in  
ri correlated are classified into two meta-parameter subsets: one for substrate parameters 
and one for product parameters. From identical meta-parameters, just one parameter 
set is kept to avoid co-linearity. For each meta-parameter MPij an optimization 
parameter kij is defined, which multiplies every parameter in the set. This reduces the 
size of the optimization problem: instead of estimating all the parameters included in 
a meta-parameter, they are kept to their nominal values, and only kij needs to be 
estimated, MPij optim = MPij × kij. Meta-parameters have been grouped into modules, 
which are sets of meta-parameters designed to manipulate the dynamics of one 
phenotypic property. The property of interest determines the choice of meta-
parameters. Determination of the parameter sets has been conducted using the 
modelling and simulation software Insilico Discovery™ (Insilico Biotechnology AG, 
Stuttgart, Germany). The routine has a low computational cost: for the model under 
examination, calculations were carried out in less than three minutes. 

The parameter values are estimated by calibrating the models in the ensemble with 
the enhanced scatter search (eSS) parameter estimation method [6] included in the 
AMIGO toolbox [2]. It is a state of the art metaheuristic that has shown competitive 
performance with large-scale multimodal problems [13,15]. This metaheuristic can be 
regarded as a hybrid technique which combines global and local search, the latter in 
order to accelerate convergence to nearby optima; in this application the local method 
chosen is the Matlab routine fmincon. When there is lack of identifiability, different 
sets of parameter values can fit the data equally well. Because eSS is a stochastic 
technique, several optimization runs with different random initializations result in 
different solutions, each of which is a member of the ensemble. Models in the 
ensemble share the same structure but have different parameterizations. Each meta-
parameter module leads to a model with a different parameter set for optimization 
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purposes. In turn, each of these models can give rise to several models by changing 
the parameter values. The resulting ensemble includes (i) models calibrated with the 
meta-parameter approach, and (ii) models that were calibrated with the original 
parameter set. After creating an ensemble of models with different meta-parameter 
modules and/or different parameter values, it is used for estimating the reliability of 
the predictions. The behaviour of each model in a different experimental condition is 
simulated. Convergence of the model outputs (consensus) is then taken as an indicator 
of the confidence in the prediction (see section 3 for justification). Let np be the 
number of data points, nm the number of models in the ensemble and ns the number of 
states (metabolite concentrations) for which a prediction is made. The prediction of 
the concentration of metabolite j at time i made by model k is Aijk. The average 
prediction of all the models for every state and time instant is the np×ns array: 
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The dissensus dijk of every model k with respect to the average prediction for a 
metabolite j at every time instant i can be encapsulated as a np×ns×nm array, 
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The dissensus of every model for every state along the time horizon is  
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And the ensemble dissensus is the dissensus among all the models for a particular 
state along the time horizon, 
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From which we define the ensemble consensus for each state as cj = 1 - dj, and the 
global consensus for all the states as 
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The dissensus and consensus metrics defined above have values between 0 and 1, 
which makes their interpretation easy. For example, if c1 = 0.85 and c2 = 0.98, the 
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ensemble consensus for metabolite 2 is higher than for metabolite 1, and therefore the 
methodology suggests that the predictions about the concentrations of metabolite 2 
are more reliable than for metabolite 1. 

3 Results and Discussion 

The methodology was applied to a metabolic model of Chinese Hamster Ovary cells 
(CHO), which are used for recombinant protein production in fermentation processes. 
We simulated a batch process with resting cells and a time horizon of 300 hours. The 
fermenter medium contains glucose as main C-source, and leucine and methionine as 
representative amino acids that are taken up. Lactate is modeled as key by-product of 
the fermentation process. A synthesized protein serves as main product of the 
fermentation process. Glucose, lactate, product protein, leucine, and methionine are 
assumed to be measured in the fermenter. Aspartate, malate, pyruvate, oxaloacetate, 
ATP, and ADP are assumed to be available as intracellular metabolite measurements. 
The model comprises 34 metabolites (whose concentrations are the state variables, 
numbered in Table 1) and 32 reactions, and includes protein product formation, 
Embden-Meyerhof-Parnas pathway (EMP), TCA cycle, a reduced amino acid 
metabolism, lactate production, and the electron transport chain. The kinetic ODE 
model comprises 117 parameters in total. Rate kinetics follow the description in [5], 
and the flux distribution is obtained by applying Flux Balance Analysis (FBA). The 
objective function for FBA is defined to achieve a maximal product formation. 
Uptake and production rate constraints are chosen such to be close to measured 
stationary fluxes in [1]. The remaining parameters that need to be identified are the 
Km values in the Michaelis-Menten kinetics and the elasticities in the linlog kinetics. 
Five different meta-parameter modules were generated and used for parameter 
estimation: 

• Central metabolism module: MPs from concentration and rate pairs related to the 
EMP and TCA cycle, describing the dynamics of glucose, leucine, methionine, and 
2-oxoglutarate. 

• Fermenter module: describing the dynamics of glucose, lactate, methionine, 
leucine, and product protein. 

• Energetics module: TCA cycle and energy-related metabolites, describing the 
dynamics of glucose, pyruvate, methionine, leucine, and ATP. 

• Uptake and energetics module: substrate-associated meta-parameters describing 
the dynamics of glucose, methionine, leucine, ATP, product protein, and lactate. 

• Uptakes module: describing the dynamics of glucose, methionine, and leucine. 

Synthetic measurement data was generated using a reference model and was used in 
lieu of experimental data. Care was taken to ensure resemblance to realistic 
experimental conditions. For each of the 13 metabolites that are typically measured, 
12 sampling times were assumed and Gaussian noise was added with a standard 
deviation of 20%. Using the eSS algorithm for parameter estimation included in 
AMIGO, we carried out 10 optimizations of the full model without meta-parameters 
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Table 1. List of state variables (metabolite concentrations) in the CHO model 

Nr Variable name Nr Variable name 

1 Glucose (fermenter) 18 H_out (mitochondria) 

2 Lactate (fermenter) 19 CoQ (mitochondria) 

3 Leucine (fermenter) 20 H_in (mitochondria) 

4 Methionine (fermenter) 21 Pyruvate (cytosol) 

5 Product protein (fermenter) 22 Phosphoenolpyruvate (cytosol) 

6 Glutamate (mitochondria) 23 NADH (cytosol) 

7 NAD (mitochondria) 24 Glycerate3-phosphate (cytosol) 

8 2-Oxoglutarate (mitochondria) 25 NAD (cytosol) 

9 NADH (mitochondria) 26 Glucose (cytosol) 

10 Glutamine (cytosol) 27 Malate (cytosol) 

11 ADP (cytosol) 28 2-Oxoglutarate (cytosol) 

12 Glutamate (cytosol) 29 Aspartate (cytosol) 

13 ATP (cytosol) 30 ATP (mitochondria) 

14 Aspartate (mitochondria) 31 Orthophosphate (mitochondria) 

15 Oxaloacetate (mitochondria) 32 ADP (mitochondria) 

16 Malate (mitochondria) 33 Leucine (cytosol) 

17 CoQH_radical (mitochondria) 34 Methionine (cytosol) 

 
(117 parameters) starting from different initial random guesses. The lower and upper 
bounds for the parameters were 1/5 and 5 times the nominal values. All of the 
optimizations succeeded in obtaining a good fit to the data, yielding 10 solutions that 
differed significantly; this non-uniqueness suggests lack of practical identifiability. 
Following this initial calibration with the original parameter set, we re-parameterized 
the model using a meta-parameter approach. As before, the optimizations started from 
10 different initial guesses for each module, whose values were chosen randomly 
within the parameter bounds. They were carried out twice, resulting in a total of 
2×10×5 = 100 optimizations. Reducing the number of optimized parameters (from the 
original 117 parameters to between 5 and 12 meta-parameters, depending on the 
module) improved the identifiability of the model, and the 100 optimizations yielded 
only 22 different solutions (that is, the fraction of different solutions obtained in the 
optimizations was reduced from 100% to 22%). The ensemble of models was created 
with these 22 parameterizations plus the 10 resulting from the optimization of the 
original model, that is, a total of 32 models. All of these models provided a near-
perfect fit to the pseudo-experimental data used for calibration, as shown in Fig. 1. 
The fact that the models calibrated with the meta-parameter modules (which had 
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between 5 and 12 free parameters to be optimized) managed to fit the data equally 
well as the models calibrated with the full original set (117 parameters) supports the 
idea that the models calibrated with the original parameter set had a clear risk of 
overfitting. The decrease in the number of optimal solutions found with the meta-
parameter approach suggests that its use reduced this risk. The reduction in the 
number of estimated parameters led also to a decrease of the computation times of the 
optimization procedure, which were reduced by one or even two orders of magnitude.  

 

Fig. 1. Pseudo-experimental data (red circles with error bars), individual predictions of the 32 
fitted models (grey lines) and their average—i.e., ensemble—predictions (blue lines) for the 13 
measured states (metabolite concentrations). The pseudo-experimental data was used in the 
parameter estimation procedure. 

 
Fig. 2. True model output with nominal parameters (red lines), individual predictions of the 32 
fitted models (grey lines), and their average—i.e., ensemble—predictions (blue lines), for the 
21 unmeasured states (metabolite concentrations). 
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Next we evaluated the ability of the calibrated models and the ensemble to 
reproduce the concentrations of the remaining 21 metabolites, which are typically not 
measured in practice. Consensus in the predictions among models in the ensemble 
was calculated for each of the measured and unmeasured metabolites as in equation 
(5). As expected, in general the measured metabolites elicited more consensus than 
the unmeasured ones, with consensus ranges of 0.9816 < cj < 0.9981 for the former 
and 0.7988 < cj < 0.9935 for the latter. Fig. 2 shows the predictions of every model in 
the ensemble (in grey) together with the real output (in red) and the average or 
ensemble prediction (in blue), for the 21 unmeasured states. Results in this figure 
confirm that consensus is a good indicator of the confidence in the predictions. For 
example, predictions of the state variable number 23 (NADH) elicit a very high 
consensus (0.9935), which leads to the assumption that its consensus prediction is 
very close to the real output, as is indeed the case. Conversely, variable number 10 
(glutamine) has the lowest consensus (0.7988), and the resulting prediction is quite far 
from the real output. Therefore, if we were thinking of measuring additional 
metabolites, we should concentrate our efforts on those metabolites with the larger 
dissensus, such as glutamine, and we could safely avoid additional measurements and 
rely on the ensemble prediction for metabolites such as NADH. Indeed, consensus 
and prediction error were found to be significantly anti-correlated, with a correlation 
coefficient of    -0.58 (p < 3·10-4). Fig. 3a plots the consensus cj and prediction errors 
ej for the 13 measured variables. Since the models were fitted to these data, the 
prediction errors are very low and the consensus is very high for all the variables. Fig. 
3b shows the corresponding values for the 21 unmeasured variables; a vertical green 
line was drawn to separate the 10 variables that elicit the higher consensus from the 
rest. For these 10 variables the prediction errors are very low, which is not always the 
case for the other variables. Thus, ranking the predictions according to their 
consensus is a useful way of deciding which metabolites should be measured and 
which can be left unmeasured because we have enough confidence in the predictions. 

Another application of the consensus approach is for assessing the confidence in 
predictions of the system’s behaviour under different conditions than those used for 
calibration. For this application it can be the case that no experimental data are 
 

Fig. 3. Bar plots of the consensus cj and prediction errors ej for the 13 measured variables 
(“observables”, panel A), and for the 21 unmeasured variables (panel B). The vertical line in 
panel B demarcates the 10 states with the highest consensus. 
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Fig. 4. True model output with nominal parameters (red lines), individual predictions of the 32 
fitted models (grey lines) and their average—i.e., ensemble—predictions (blue lines) for 13 
states (metabolite concentrations) in the CHO model, under different conditions than those used 
in the model calibration. The 13 states shown are those for which pseudo-experimental 
measurements were available. 

 

Fig. 5. True model output with nominal parameters (red lines), individual predictions of the 32 
fitted models (grey lines) and their average—i.e., ensemble—predictions (blue lines) for 21 
states (metabolite concentrations) in the CHO model, under different conditions than those used 
in the model calibration. The 21 states shown are those for which pseudo-experimental 
measurements were not available. 
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available. To test the validity of the approach in this type of scenario we generated a 
new set of experimental conditions by randomly changing the initial concentrations of 
all the metabolites. Then we simulated the model’s behaviour with nominal parameter 
values, generating a new artificial dataset, and compared it with the corresponding 
output of the ensemble models; results are shown on Figs. 4 and 5. Fig. 6 plots the 
consensus cj and prediction errors ej for the 34 variables. Again, consensus and 
prediction error were found to be anti-correlated, although less strongly than in the 
previous scenario (correlation coefficient: -0.30, p < 0.084). Thus, the conjecture that 
larger consensus parallels higher accuracy also holds in this case. 

 
 

 

Fig. 6. Bar plots of the consensus cj and prediction errors ej for the 34 state variables under 
different conditions than those used for calibration 

4 Conclusions  

We presented a method for making high-quality predictions for biotechnological 
applications by use of large-scale dynamic models. The method introduced the use of 
two computational techniques, which we referred to as the meta-parameter approach 
and the consensus approach. Its use has been demonstrated using the example of a 
batch process for recombinant protein production in Chinese Hamster ovary (CHO) 
cells. We built a metabolic model for CHO cells and implemented the represented 
process. We reduced the number of parameters by application of the meta-parameter 
approach without reducing the model structure. The method decreased the risk of 
over-fitting and accelerated the parameter estimation procedure. Several variants of 
meta-parameters served as basis for the application of the consensus approach. The 
consensus approach is based on an ensemble modeling framework, where the 
coincidence among predictions of the models in the ensemble is an indication of  
the reliability of these predictions. Using a measure of the relative distance between 
the average prediction of all models and the true value, the procedure quantified the 
degree of confidence in the predictions of the time evolution of each of the state 
variables (metabolite concentrations in the example application). This quantitative 
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indication can be used to decide where it is most efficient to make an additional 
measurement effort, that is, which metabolites should be actually measured and for 
which we can rely on the model simulations. Future applications can be seen for 
models applied to problems in microbial metabolic engineering as well as in cell line 
engineering of mammalian cell lines.  
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Abstract. Metaheuristics are gaining increased attention as efficient
solvers for hard global optimization problems arising in bioinformatics
and computational systems biology. Differential Evolution (DE) is one
of the most popular algorithms in that class. However, the original al-
gorithm requires many evaluations of the objective function, so its ap-
plication to realistic computational systems biology problems, like those
considering parameter estimation in dynamic models, results in exces-
sive computation times. In this work we present a modified DE method
which has been extended to exploit the structure of parameter estima-
tion problems and which is able to run efficiently in parallel machines. In
particular, we describe an asynchronous parallel implementation of DE
which also incorporates three new search heuristics which exploit the
structure of parameter estimation problems. The efficiency and robust-
ness of the resulting method is illustrated with two types of benchmarks
problems (i) black-box global optimization problems and (ii) calibration
of systems biology dynamic models. The results show that the proposed
algorithm achieves excellent results, not only in terms of quality of the
solution, but also regarding speedup and scalability.

Keywords: Computational Systems Biology, Parallel Metaheuristics,
Differential Evolution.

1 Introduction

Global optimization methods are playing an increasingly important role in com-
putational biology [1], bioinformatics [2] and systems biology [3]. The field of
systems biology uses mathematical models and computational resources to un-
derstand function in complex biological systems. The problem of parameter
estimation in dynamic models is especially challenging to solve due to its NP-
hard nature [4]. Many research efforts have focused on developing metaheuristic
methods which are able to locate the vicinity of the global solution in reasonable
computation.

In order to reduce the computational cost of these methods, a number of
researchers have studied parallel strategies for metaheuristics [5, 6]. In the area of
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computational systems biology, parallel methods have already shown promising
results [7, 8].

Differential Evolution (DE) [9] is probably one of the most popular heuristics
for global optimization, and it has been successfully used in many different areas
[10–12]. However, in most realistic applications, DE needs a significant number
of evaluations to achieve an adequate quality solution. This may imply too much
time to obtain an acceptable result. Thus, in order to improve the runtime of
the classical DE algorithm, two main strategies have been explored in this work.
On the one hand, including a selected local search may enhance the classical DE
through intensification, drastically reducing the number of evaluations required.
On the other hand, exploiting parallelism can help improving the computational
time needed for the evaluation of the objective functions.

The organization of this paper is as follows. Section 2 presents a brief overview
of the Differential Evolution algorithm and explains the additional heuristics
for parameter estimation that have been added. Section 3 describes the asyn-
chronous strategy proposed to parallelize an Island Differential Evolution algo-
rithm. Section 4 evaluates the performance of the new method considering two
sets of benchmark problems, demonstrating its efficiency and scalability. Finally,
Section 5 summarizes our findings.

2 Improving Search in Differential Evolution Algorithms

Differential Evolution (DE) is an iterative mutation algorithm where vector dif-
ferences are used to create new candidate solutions. Starting from a initial popu-
lation matrix composed of NP D-dimensional solution vectors (individuals), DE
attempts to achieve the optimal solution iteratively through changes in its vec-
tors. For each iteration, new individuals are generated in the population matrix
through operations performed between individuals of the matrix (mutation - F),
with old solutions replaced (crossover - CR) only when the fitness value of the
objective function is better than the current one.

A population matrix with optimized individuals is obtained as output of the
algorithm. The best of these individuals are selected as solution close to optimal
for the objective function of the model. However, in some real applications, such
as parameter estimation in dynamic models, the performance of the classical
sequential DE (seqDE) is not acceptable due to the large number of objective
function evaluations needed. As a result, typical runtimes for realistic problems
are in the range from hours to days. In order to improve the computational effort
required by the seqDE, three enhancements that exploit the special structure of
these parameter estimation problems have been included in this work:

– The search is performed in a logarithmic space, which results in a more
suitable exploration of the space of parameters when they are positive and
potentially span through several orders of magnitude [13]

– A local method is introduced to achieve a fast local convergence, therefore,
reducing the number of objective function evaluations required. The local
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Algorithm 1. Differential Evolution algorithm with Local Search and
Tabu List - seqDE LS

input : A population matrix P with size D x NP
output: A matrix P whose individuals were optimized

repeat
for each element x of the P matrix do

−→a ,
−→
b ,−→c ← different random individuals from P matrix

for k ← 0 to D do
if random point is less than CR then−−→

Ind(k) ← −→a (k) + F (
−→
b (k) - −→c (k));

end

end

if Evaluation(
−−→
Ind) is better than Evaluation(

−−−→
P (x)) then

Replace Individual(P ,
−−→
Ind);

end

end
if local solver condition then

Best = Extract Best Point(P, TabuList);
newBest = Run Local Solver(Best);
if success condition then

Insert New Best Solution(P, newBest);
end

end

until Stop conditions;

search moves from solution to solution in the space of candidate solutions by
applying local changes, until a solution considered optimal is found or a time
bound is elapsed. In this work, a suitable local solver (N2SOL [14]) is called
every L iterations of the seqDE. This local solver is particularly effective for
parameter estimation problems [13]

– One drawback of the previous local search is that it tends to become stuck in
suboptimal regions or on plateaus where many solutions are equally fit. As a
means to avoid this problem, a search space tabu list is also implemented in
this work. Tabu search enhances the performance of local methods by using
memory structures that describe the visited solutions or user-provided sets
of rules. If the vicinity of a potential solution has been previously visited
within a certain short-term period or if it has violated a rule, it is marked
as tabu so that the algorithm does not consider that possibility repeatedly.

Algorithm 1 shows the pseudocode for the new DE scheme (seqDE LS) pro-
posed in this work, with local search and the use of a tabu list. This scheme
represents a suitable compromise between diversification (global search) and in-
tensification (local search), which is at the core of most modern metaheuristics.
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Algorithm 2. Asynchronous island-based parallel DE - asynPDE LS

input : A population matrix P
output: A matrix P whose individuals were optimized

pendingMigration=0, counterMigration=0;
Scatter population P into NP processors (Plocal submatrix);
repeat

for subpopulation do
Crossover, mutation and evaluation operations

end

if migration condition then
Selection Individuals(Plocal, &migrationSet);
MPI ISend(&migrationSet, remoteDestination, &requestSend);
Create Buffer Memory(receptionSet, pendingMigration);
MPI IRecv(&receptionSet(pendingMigration-counterMigration), remoteOrigin,

&requestRecv(pendingMigration));
pendingMigration ++;

end

while pendingMigration-counterMigration > 0 do
MPI Test(&requestRecv(counterMigration), complete);
if complete then

Replacement Individuals(&Plocal, &receptionSet(pendingMigration -

counterMigration ));
Remove Buffer Memory(&receptionSet);
counterMigration ++ ;

else
break;

end

end

if local solver condition then
Local solver and tabu list operations

end

until Stopping condition;

Gather all subpopulation into matrix P ;

3 Asynchronous Island-Based MPI Parallel
Implementation

Three different parallel models for metaheuristics can be found in the litera-
ture [15]: Master-slave model, Island model, and Cellular model. The solution
explored in this work follows the island model approach that divides the popula-
tion matrix in subpopulations (islands) where the algorithm is executed isolately.
Sparse individual exchanges are performed among islands to introduce diversity
into the subpopulations preventing search from getting stuck in local optima.
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The parallel island DE algorithm operates on N independent subpopulations
of individuals, each one located in a separate processor. Phases such as selec-
tion, recombination and mutation are performed only within each subpopulation,
which implies absence of collaboration between processes. After m generations, a
migration phase links the subpopulations: selected individuals from each island
are communicated to another subpopulation. The migration operation and the
checking of the termination criteria imply exchange of communications between
processes.

The simplest implementation of the parallel island DE is a synchronous al-
gorithm. The drawback of the synchronous algorithm is that processors are idle
during a significant amount of time, while they are waiting for each other during
the migration steps. The penalty may be significant when the local search and
tabu list is introduced in the DE algorithm since the local solver leads processes
into a more computationally unbalanced scenario.

The asynPDE LS algorithm proposed in this work (Algorithm 2), developed
using the MPI library, avoids these stalls by implementing a variation of the
classical parallel island DE. Whenever a process reaches the migration phase, it
sends a set of individuals to the selected remote process using an asynchronous
communication (MPI ISend and MPI IRecv). Then, the process in the migration
phase checks (MPI Test) if the message with the new individuals of a remote
process has already arrived to its memory buffer (receptionSet). However, if the
new solutions have not arrived yet, the process proceed with the next evaluation.
After each evaluation the process searches for the reception of data missed in
previous migrations, however avoiding stalls if the messages are not ready. Thus,
the new parallel algorithm does not implement straightforwardly the serial one,
but it avoids idle processes.

4 Experimental Results

In order to evaluate the efficiency of the proposed cooperative asynchronous al-
gorithm (asynPDE LS), different experiments have been carried out. Its behavior,
in terms of convergence and total execution time, was compared with the sequen-
tial classic version of DE (seqDE), the sequential DE with local search, tabu list
and logarithmic search enabled (seqDE LS), and its synchronous parallel version
(synPDE LS).

There are many configurable parameters in seqDE, such as the mutation scal-
ing factor (F) or the crossover constant (CR), whose selection may have a great
impact in the algorithm performance. In parallel island DE algorithms, new
parameters have to be also considered, such as migration frequency(μ), island
size(λ), communication topology (Tp) between processors, or selection policy
(SP) and replacement policy (RR) in the migration step. In addition, the pro-
posed parallel algorithm was tested using two different local configurations (LC):
”homogeneous” when the same value of CR and F is used in all processes,
and ”heterogeneous” when each process has different combination of CR and
F parameters. The values used during these experiments were F={.9, .7} and
CR={.9, .7, .2}.
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Table 1. Quality value test in BBOB benchmarks. Configuration: DE/best/1 in f8 and
DE/rand/2 in f17, μ=5%, F=0,9, λ=NP/PE.

Speedup
PE (n. of proc.)

Function NP/D CR Algorithm Tp/LC 5 10 20 40 60

f8-Rosenbrock 100D/24 0,8 asynPDE LS Ring/Homo 4,9 10,8 24,8 38,7 45,2
synPDE LS Ring/Hete 8,7 17,3 27,4 31,4 30,2

f17-Schaffers F7 150D/6 0,8 asynPDE LS Ring/Hete 4,9 12,7 24,6 59,7 87,9
synPDE LS Star/Hete 7,6 16,0 29,0 56,4 68,3

The performed experiments use two sets of benchmark problems: the Black-
Box Optimization Benchmarking (BBOB) data set [16], and a set of parameter
estimation problems in systems biology.

4.1 BBOB Data Set Results

The experiments over the BBOB data set were carried out to evaluate the ef-
ficiency of the proposed parallelization. Thus, they were performed in the Intel
Sandy Bridge nodes of CESGA SVG Linux cluster [17] and with local solver
option disabled. The original population matrix was divided in subpopulations
among the processors (λ=NP/PE) in order to share the sequential computational
load, and to evaluate its scalability when the number of resources increases.

Both algorithms (synPDE LS and asynPDE LS) were executed on this testbed
composed of 24 noiseless benchmark functions to be minimized. Up to 41 different
experiments, for each of these functions, have been thoroughly performed using
different combinations of parameters (PE, Tp, LC, etc). Due to space limitations,
only two benchmark functions and particular configurations have been selected
to illustrate the experimental results.

Table 1 shows the speedup with quality solution for these two functions and
the configurations that eventually obtained the best speedups. With a large num-
ber of processors, asynPDE LS demonstrates its better scalability over synPDE LS.
Note that both the synchronous and asynchronous implementations achieve su-
perlineal speedups. This is due to the good behavior of the parallel algorithms
in terms of quality of the solution, where less evaluations are needed to come
to the required tolerance when more processors take part in the search. It is
also noticeable that, in most cases, the heterogeneous strategies are superior to
homogeneous ones, since they benefit from search diversification.

4.2 Systems Biology Parameter Estimation Results

Three challenging parameter estimation problems from the domain of computa-
tional system biology were considered. These problems are known to be partic-
ularly hard due to their ill-conditioning and non-convexity [18]:

– Circadian problem: parameter estimation in a dynamic model of the cir-
cadian clock in the plant Arabidopsis thaliana, as presented in [19]. The
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(a) Circadian
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(b) 3-steps pathway
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Fig. 1. Convergence curves for parameter estimation problems. Configuration: NP=10×D,
μ=33,3%, LC=heterogeneous, Tp=star, SP=Best individuals, RR=Worst individuals, λ=NP, (a)
DE/best/1, (b) (c) DE/best/2

problem consists of 7 ordinary differential equations with 27 parameters (13
of them were estimated) with data sets from 2 experiments.

– Nfkb problem: this problem is based on the model in [20] and consists of
15 ordinary differential equations with 29 parameters and data sets from 2
experiments.

– 3-step pathway problem: problem considering a 3-step generic and highly
non-linear pathway with 8 differential equations and 36 parameters, and
data sets from 16 experiments, as presented in [18].

A multicore heterogeneous cluster was used to carry out these experiments.
It consists of 4 nodes powered by two quadcore Intel Xeon E5420 CPUs with 16
GB of RAM and 8 nodes powered by two quadcore Intel Xeon E5520 CPUs with
24 GB of RAM. The cluster nodes are connected through a Gigabit Ethernet
network.

The aim of these experiments is to demonstrate the potential of the proposed
techniques in improving the convergence and execution time of very hard prob-
lems. In these benchmarks, the executions of seqDE can take hours or even days
to complete one only test. As an example of the practical significance of our
study, the 3-steps pathway problem typically requires more than 3 days of com-
putation time using the classical version of DE in one processor, but it can be
solved in less than 2 minutes using 30 processors and the asynchronous parallel
method presented here.
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Fig. 2. Speedup with Quality Solution. Same configuration as in Figure 1

Figure 1 shows the convergence curve for these benchmarks. In order to en-
sure the diversity of the population, the island size is not divided among the
processors, remaining to be NP. Results show that the asynPDE LS algorithm
improves quality of mean solution and reduces the variability between different
iterations.

Figure 2(a) and Figure 2(b) show the speedup for a quality value test in
parameter estimation problems. These speedups were calculated comparing ex-
ecution times of synPDE LS and asynPDE LS with seqDE LS. These figures show
that the proposed asynPDE LS reduces significantly execution time, and scales
better than the synPDE LS algorithm for a large number of processors. It is im-
portant to note that the local solver introduces a great overhead in the execution
of the evaluations. Moreover, it is responsible for the lack of synchronization be-
tween processes at the migration step, thus, giving advantage to the proposed
asynchronous solution. In these experiments the sequential computational load is
not shared among processors, thus, the total speedup achieved over the seqDE LS

depends on the impact of the cooperation between processes. The gain compared
to the synPDE LS depends on the degree of synchronization between processes
when the local solver is included. Both Circadian and 3-step pathway problems
achieve more modest speedup results than the NFKB problem.

5 Conclusions

In this paper a new parallel differential evolution algorithm is proposed. The
method implements an asynchronous migration strategy based in a cooperative
island-model, and it also extends the original DE with several heuristics which
exploit the structure of the parameter estimation problems.

The experimental results show (i) the convergence time decreases in several or-
ders of magnitude when new search heuristics (local solver, tabu list, logarithmic
search) are used in the DE algorithm (ii) the proposal not only has a competitive
speedup against the synchronous solution, but it also attains a reduction in the
convergence time through collaboration of the parallel processes.
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Abstract. A method to calibrate stoichiometric coefficients values related to 
uncharacterized or lumped reactions of metabolic network models is presented. 
The method finds coefficients values that produce a model version that best fits 
multivariable experimental data. The method was tested with a metabolic 
network of 44 metabolites and 49 stoichiometric reactions, with four reactions 
having undetermined stoichiometric coefficients values. A total of 1320 model 
versions with different combinations of stoichiometric coefficient values were 
generated. Experimental data was used to produce a calibration curve and 
different fitness scores were used to evaluate the accuracy of flux balance 
analysis (FBA) simulations of these model versions to reproduce the 
experimental data. The model version with highest fitness to the experimental 
data was found using Mean Relative Error (MRE) scores and auto-scaled 
transformation of estimated datasets. 

Keywords: Metabolic network model, biochemical reaction stoichiometry, flux 
balance analysis, model calibration. 

1 Introduction 

Stoichiometric metabolic network (SMN) modeling and flux balance analysis (FBA) 
are emerging techniques in systems biology that can be used to quantify the rate of 
reactions within the network formed by chemical compounds and sequenced chemical 
reactions in cells’ metabolism (Oberhardt, et al. 2009; Orth, et al. 2010). The accuracy 
of these techniques in estimating observation within real cells is dependent on 
rigorous model calibration (or model curation) (Edwards, et al. 2001). Model 
calibration involves contrasting the model’s estimated values with experimental data 
(obtained from measurements in real systems) in order to refine model structure until 
differences between the datasets are minimal (Feist, et al. 2009). When experimental 
data is limited or does not contain information appropriate for model calibration, it 
may limit the ability of SMN models in producing relevant and accurate estimates. 

The lack of experimental data for model calibration is a common problem in SMN 
modeling. For example, the general procedure for SMN model calibration involves 
comparing estimated and experimental growth rates observed under different organic 
carbon sources (Durot, et al. 2009; Edwards, et al. 2001). Thus, de facto this approach 
may not be applicable to calibrating models of organism or microbial communities 
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that don’t growth using organic molecules (i.e. autotrophs). Another scenario arises 
with 13C-flux analyses, which provide metabolic reaction rate measurements that can 
be directly compared with FBA simulations; however, experimental data is limited by 
expensive nature of the technique and it ability to provide rate measurements only for 
the central carbon pathway (Sauer 2006). Moreover, the most valuable experimental 
data for model calibration and validation come from transcript-, proteo- and metabol– 
omic analyses (Kümmel, et al. 2006; Lewis, et al. 2010). This however requires pre-
existing analytical and expertise capability to obtain relevant -omic data. Because of 
these limitations, it is desirable to implement computational methods to calibrate 
SMN models using common bioprocess performance data.  

In this work we introduce a method to calibrate stoichiometric coefficients values 
related to uncharacterized or lumped reactions of SMN models based on minimizing 
model estimation errors to reproduce experimental datasets composed of process 
variables such as culture yield, compound uptake and production rates, and other 
variables describing the steady state metabolism of the cell culture under specific 
experimental conditions. This multivariate experimental dataset is used to measure 
accuracy of model simulations via various goodness to fit scores. 

2 Methods  

2.1 Metabolic Network  

A metabolic network of the nitrogen respiration pathway of Nitrosomonas europaea 
was used to develop the calibration method. The metabolic network, constructed 
using (Thiele and Palsson 2010) protocol, consisted of 44 metabolites, 49 
stoichiometric reactions and 3 compartments. The COBRA toolbox 2.0 
(Schellenberger, et al. 2011) together with the GLPK solver running in Matlab®7 
R2010b software (MathWorks Inc., Natick, MA, USA) was used to convert the 
metabolic network into its mathematical form and perform FBA simulations. 
Mathematically the network was represented as a stoichiometric matrix, ܵ (݉ × ݊), 
of ݉  metabolites and ݊  reactions. A non-zero entry ݏ௜,௝  in ܵ  indicates the 
participation of metabolite ݅  in reaction ݆. All reactions within the network were 
mass-balanced such that ܵ ∗ ݒ = 0, where ݒ was the vector of reaction rates (or 
fluxes) (Feist, et al. 2009; Varma and Palsson 1994). The reaction rate limits (or 
constraints) were defined in the form ߙ௝ ≤ ௝ݒ ≤ ௝ߚ ௝ andߙ ௝, whereߚ  are the lower 
and upper limits placed on the reaction rate ݒ௝ (Varma and Palsson 1994). 

The metabolic network of N. europaea respiration pathways had to be calibrated 
(curated) as it contained four reactions involving compounds with undetermined 
stoichiometric coefficients. These four reactions (presented in Table 1) corresponded 
to electron transport chain reactions that translocate protons across the cellular 
membrane and the ATP stoichiometric coefficient in the biomass reaction. The 
precise stoichiometry of these reactions was ambiguous or not found in the literature. 

2.2 Generation of Model Versions and Simulations 

Candidate stoichiometric coefficients were defined in the above four reactions so that 
mass and energy balance was preserved, as presented in Table 1. Although Table 1 
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shows that fraction values were not assigned to candidate coefficients, if needed, 
these can be directly assigned without method modification. 

Table 1. Reactions of the SMN model calibrated in this study 

Rx. ID Stoichiometric equation 
Candidate 

coefficients “s” 
Number of 
coefficients 

A 
nh3[p] + o2[p] + q8h2[c] + s h[c]  nh2oh[p] + 
h2o[c] + q8[c] + s h[p] 

0, 1, 2 3 

B 
q8h2[c] + 2 cyt552[p] + s-2 h[c]  s h[p] + q8[c] + 
2 cyt552e[p]  

2, 4 2 

C 
atp[c] + 10 nadh[c] + 0.25 protein[c] + s m[c] 
adp[c] + 10 nad[c] + pi[c] + 0.26 h[c] + biomass[c] 

From 0 to 50 
each 5 

20 

D 
s atp[c] + 10 nadh[c] + 0.25 protein[c] +  m[c] 
s adp[c] + 10 nad[c] + s pi[c] + s h[c] + biomass[c] 

From 0 to 100 
each 10 

11 

 
By systematically combining the candidate stoichiometric coefficients for each 

reaction with those for the remaining three reactions we obtained a total of 1320 
combinations (3 x 2 x 20 x 11 = 1320) that gave 1320 model versions. These model 
versions and their corresponding FBA simulations were automatically generated with 
the following Matlab® script: 

 
%% Run a FBA simulation for all model versions generated by changing the 
S matrix. 
%Define column vectors “coeffsA”, “coeffsB”, “coeffsB” and “coeffsD” of 
coefficient values of each reaction. All column vectors must be of the 
same length. 
coeffsA=[]; 
coeffsB=[]; 
coeffsC=[]; 
coeffsD=[]; 
%Assign the values of “coeffs” to the corresponding stoichiometric 
coefficient with coordinates (i,j) in model.S matrix and run a FBA 
simulation. Values of column vectors are assigned row by row until the 
length of “coeff1”. 
for j=1:length(coeff1); 
    model.S(43,50)=coeff1(j); 
    model.S(42,50)=coeff2(j); 
    model.S(26,50)=coeff2(j); 
    model.S(11,50)=coeff2(j); 
    model.S(11,33)=coeff4(j); 
    model.S(20,33)=coeff5(j); 
    model.S(11,41)=coeff6(j); 
    model.S(20,41)=coeff7(j); 
    solution=optimizeCbModel(model);    %FBA simulation 
    M(:,j)=solution.x         %Generation of “M” matrix 
end 
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The above script generated a ܯ matrix of ݊ number of reactions and ݀ number of 
FBA solutions (݀=1320). Note that FBA simulations can be substituted by other 
methods to estimate network fluxes, such as random sampling or extreme pathways. 

2.3 Defining Experimental Datasets for Calibration 

The compound concentration curves, biomass concentration, reactor volume, inflow 
rate of growth medium, and other biochemical information reported in experiments 
previously published (Vadivelu, et al. 2006; Whittaker, et al. 2000) on N. europaea 
growing in aerobic conditions without substrate limitation (oxygen and ammonium) 
were used to define an experimental dataset ௟ܺ of 28 mean values of ݈ variables that 
describe the metabolism of this organisms under specified conditions. Table 2 defines 
the categories to which the 28 variables of the experimental dataset belong. 

Table 2. Definition of variables used to produce the experimental dataset and number of dataset 
variable values found in previously published experiments 

Variable category 
Formula for variable estimation 
with model simulation results 

Number 
of dataset 
variables 

Growth rate = ݒ௕௜௢௠௔௦௦ 1 

Specific substrate uptake rate = ݒ௦௨௕௦௧௥௔௧௘ 2 

Specific compound production rate = ݒ௣௥௢ௗ௨௖௧ 2 

Molar yield ratio of product = 
௩೛ೝ೚೏ೠ೎೟௩ೞೠ್ೞ೟ೝೌ೟೐ 4 

Net amount of compound used in reaction = ݒ௝ ∗  ௜ 2ݏ

ATP molar yield ratio = 
∑ (௩ಲ೅ು ೎೚೙ೞೠ೘೛೟೔೚೙∗௦ಲ೅ು)ೕ಻ೕసభ∑ (௩ಲ೅ು ೞ೤೙೟೓೐೥೔ೞ)ೕ಻ೕసభ  2 

Proton translocation yield ratio = 
∑ (௩ಹశ ೛ೝ೚೏ೠ೎೐೏∗௦ಹశ)ೕ಻ೕసభ ௩ೞೠ್ೞ೟ೝೌ೟೐  2 

Pivot compound reaction yield ratio = 
௩೎೚೙ೞೠ೘೛೟೔೚೙ ೚೑ ೔ ೔೙ ೝ೐ೌ೎೟೔೚೙ ೕ௩ೞ೤೙೟೓೐೥೔ೞ ೚೑ ೔  6 

Percentage yield ratio of element = 
௩೛ೝ೚೏ೠ೎೟೔೚೙ ೚೑ ೔∗௦೔∗௔௩೎೚೙ೞೠ೘೛೟೔೚೙ ೚೑ ೔∗௦೔∗௔ *100 4 

Element mass balance = ∑ ௝ݒ) ∗ ௜ݏ ∗ ܽ)௝௃௝ୀଵ  3 

TOTAL  28 

Note: ݒ௝  is the rate of reaction ݆; ݏ௜  is the stoichiometric coefficient of compound ݅; ܬ is 

the total number of reactions that consume or/and produce the compound ݅; and ܽ is the 
element’s number of atoms in compound ݅. 
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The 28 variables apply to the same specific steady state condition of N. europaea 
growth. In the case of experiments with batch cultures a steady state was assumed for 
time periods where the change in substrate and product concentrations maintained a 
linear trend, therefore indicating a constant rate of consumption and production of 
compounds. The rate variables were normalized by the total biomass in bioreactor 
(expressed as grams of dry weight (gDW)). 

2.4 Evaluation of Goodness to Fit 

By applying the generic formulas presented in Table 2, the 28 variables were 
estimated using the simulation results of the ܯ matrix to produce a ݔ௟  dataset for 
each of the 1320 model versions. Experimental and estimated datasets ( ௟ܺ and ݔ௟  
respectively) were log10 or auto-scale transformed because dataset values had 
different order of magnitude and dimensions (e.g. ݒைଶ ௨௣௧௔௞௘  = 2.5mmol/gDW*h 
while the ݒ௕௜௢௠௔௦௦/ݒைଶ ௨௣௧௔௞௘  yield = 0.012gDW/mmol-O2). Data transformation 
was necessary for capturing the deviation between the observed and estimated values 
in absolute terms and to minimize the effect of varying scales for different variables 
(Schuetz, et al. 2007; van den Berg, et al. 2006). The goodness to fit was evaluated 
after data transformation. 

The goodness to fit of a model describes the degree to which model predictions fit 
experimental data (Makinia 2010). The overall fitness between experimental and 
estimated datasets was evaluated using the fitness scores presented in Table 3. Model 
version with lower fitness scores was considered to have the highest accuracy in 
reproducing the experimental data, and therefore considered to yield a calibrated 
model. 

Table 3. Some formulas to evaluate goodness to fit of a model. Modified from (Makinia 2010)                               

Fitness score Formula 

Mean relative error (MRE)  ܧܴܯ = 1݊ ෍ |( ௟ܺ − ௟)|௟ܺݔ
௡

௟ୀଵ  

Mean absolute error (MAE) ܧܣܯ = 1݊ ෍|( ௟ܺ − ௟)|௡ݔ
௟ୀଵ  

Root mean squared error (RMSE) ܴܧܵܯ = ඩ1݊ ෍( ௟ܺ − ௟)ଶ௡ݔ
௟ୀଵ  

Root mean squared scaled error (RMSSE) ܴܧܵܵܯ = ඩ1݊ ෍ ݉௟( ௟ܺ − ௟ଶ(݀ݐݏ)௟)ଶݔ
௡

௜ୀଵ  

Note: ݊ is the total number of variables in datasets (observed and estimated); ௟ܺ is the observed data 
(measured in experiments) in variable ݈; ;௟ is the estimated data (estimated in simulations) in variable ݈; ݉௟ is the number of data points contributing to ௟ܺݔ  is the standard deviation of the observed data ݀ݐݏ
(measured in experiments) in variable ݈. 
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3 Results 

Fig 1 presents the fitness scores obtained for the 1320 model versions. MRE and 
RMSSE scores similarly ranked the fitness of model versions and identified model 
version number “757” as showing the best fitness to experimental data. Model version 
“757” had the following stoichiometric coefficient values: si,A = 1, si,B = 2, si,C = 5, si,D 
= 80. On other hand, according to MRE and RMSSE scores, model version “24” had 
the worst fitness to the experimental data. MAE and RMSE scores gave different 
ranks for the model versions from each other as well as from MRE and RMSSE. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Plots of fitness scores obtained for the 1320 model versions. Plots of the right column 
present the same scores but model versions were sorted from lower to higher fitness scores. 
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Fig 2 presents calibration curves generated by plotting experimental vs estimated 
datasets for model version “24” and “757”.  Fig. 2 also presents the effect of log 
transformed and auto-scaled datasets. Without transformation the deviation between 
estimated and experimental datasets cannot be visually evaluated during calibration 
because the large variation in the scale of different variables. The Log10 transformed 
and auto-scaled data gave less noisy calibration curves because all variables were re-
scaled to the same units.  

 
 

 
 
 
 
 
 
 
 
 

Fig. 2. Model calibration curves generated without treatment, log10 transformed treatment and 
auto-scaled treatment of datasets. Diagonal line represents a perfect fitness between 
experimental and estimated datasets. “X” markers represent the estimated dataset of model 
version “24”. “O” markers represent the estimated dataset of model version “757”. 

The calibration curves in Fig. 2 show similar results to those obtained for fitness 
scores, especially with auto-scaled data. Model versions fitness can therefore be 
evaluated in both ways, with fitness scores or visually using calibration curves. MRE 
and RMSEE scores provided the most meaningful fitness scores because of two 
reasons: i) they corrected differences in the scales or units of variables and ii) they 
better reflect small deviations between experimental and estimated datasets. However 
MRE is a more meaning full score because error is measured on a scale from 0 to 1 (0 
represents a perfect fit) which allows one to directly determine the percentage of 
accuracy with the formula: ܽܿܿݕܿܽݎݑ (%) = ((1 − (ܧܴܯ ∗ 100) . Auto-scaled 
transformations provided the best way of visually representing the deviations of 
estimated datasets from experiments because auto-scaled datasets are more sensitive 
to numerical differences between the two datasets. 

4 Conclusions 

The method presented in this work is an easy to implement way of calibrating 
stoichiometric coefficients in SMN models. The essence of the method is to find those 
coefficients that produce a model version that best fits experimental data. In this 
sense, SMN model structure (coefficients of the S matrix) is defined by experimental 
data and this ensures realistic estimates for intracellular reaction rates. Extracting the 
maximum possible information on values of variables from experiments or literature 
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is necessary to produce a robust experimental dataset with large number of variables ݈ 
and thereby improve the fitness scores. This method can be applied to evaluate the 
fitness of multiple metabolic reactions constraints and can also be extended to fit 
models to transcriptomics, proteomics or metabolomics data by defining new 
variables (as in Table 3) using parsimonious enzyme usage FBA (pFBA) (Lewis, et 
al. 2010) and network embedded thermodynamic (NET) analysis (Kümmel, et al. 
2006). However these applications are out of the scope of this research.  
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Abstract. In recent years, metagenomics has demonstrated to play an
essential role on the study of the microorganisms that live in microbial
communities, particularly those who inhabit the human body. Several
bioinformatics tools and pipelines have been developed for the analy-
sis of these data, but they usually only address one topic: to identify
the taxonomic composition or to address the metabolic functional pro-
file. This work aimed to implement a computational framework able to
answer the two questions simultaneously. Merlin, a previously released
software aiming at the reconstruction of genome-scale metabolic mod-
els for single organisms, was extended to deal with metagenomics data.
It has an user-friendly and intuitive interface, being suitable for those
with limited bioinformatics skills. The performance of the tool was eval-
uated with samples from the Human Microbiome Project, particularly
from saliva. Overall, the results show the same patterns reported before:
while the pathways needed for microbial life remain relatively stable, the
community composition varies extensively among individuals.

Keywords: Metagenomics, Annotation, Human microbiome.

1 Introduction

For most of the history of life, microorganisms were the only inhabitants on
Earth, and they still keep dominating the planet in many aspects. Microbial life
has also an important role in human health, agriculture and ecosystem func-
tioning. For example, the human microbiome harbors over 100 times more genes
than our genome [1] and has been linked to several diseases, such as obesity
and inflammatory bowel disease [2]. Such discoveries were possible with the ap-
pearance of culture-independent methods, such as the 16S ribosomal rRNA or
whole-metagenome shotgun (WMS) sequencing approaches. While the former
primarily focuses on identifying the organisms that compose an environmen-
tal sample and their proportions, WMS extends the potential of metagenomics
by allowing gene annotation and downstream metabolic analysis of microbial
communities, either from assembled contigs or unassembled reads.

Along with whole-community screenings, bioinformatics challenges have arisen
and several tools have been released to analyse WMS metagenomic samples at
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the taxonomic and functional levels. Community profiling is usually done by us-
ing extrinsic information from genome databases, but unsupervised approaches
also exist, featuring the binning of the sequences based on intrisic features (e.g.
GC composition, k-mer distribution or codon usage). Examples of such tools
are LikelyBin [3] and CompostBin [4]. Homology-based classification relies on
database searches, where the major strategy for taxon assignment is the selection
of the best hits. However, this type of classification needs to be interpreted care-
fully, since the evolutionary distance between the DNA fragments and the hit is
unknown. CARMA [5], MetaPhlAn [6] or MEGAN [7] are some of the similarity
based tools, showing complementary features to improve the classification.

Regarding functional annotation and metabolic reconstruction, there are also
plenty of choices. First, the user can choose to perform the analysis directly
from the reads or based on the assembly. While the first can be more sensitive,
as a greater number of sequences is classified, the second approach is suitable
to overcome the bias of higher abundance of longer genes. In both cases, the
strategy is to use a search engine (e.g BLAST [8], RAPsearch2 [9]) to scan the
reads or genes predicted from the contigs against protein sequence databases,
such as NCBI nr [10], SwissProt [11] or KEGG Orthology [12], or protein domain
databases such as NCBI Conserved Domain Database (CDD) [13]. Pathway re-
construction relies in finding the most likely set of pathways in the metagenome,
usually through a gene-pathway-centric view where the biochemical functions of
the community members are treated as a whole. KEGG and SEED [14] are the
common resources for analysing these broader functional units. Given the de-
scribed methodologies, some standalone tools (again MEGAN, HUMAnN [15])
and web services (MG-RAST [16], CAMERA [17]) have been developed.

Indeed, many efforts have been done towards a proper analysis of environ-
mental samples, but there is still a lack of choices to perform an integrative
analysis of microbial communities at taxonomic and functional levels, simulta-
neously. Moreover, if the user is not interested in running a web service, using
some of the available standalone programs can be a hurdle since they are usually
command-line based and require libraries dependencies to be run.

In this context, the main goal of this project focused on developing an user-
friendly tool capable of performing a taxonomy description, as well as a ro-
bust metabolic reconstruction of a microbial community. The work was done
by adapting a previously developed software, originally designed to construct
genome-scale metabolic models for single organisms, Merlin. For evaluation pur-
poses, saliva samples from the Human Microbiome Project (HMP) were used.

2 Methods and Implementation

Merlin is an open-source application implemented in JavaTM and was built on
top of the AIBench (http://www.aibench.org) software development frame-
work [18]. It utilizes a relational MySQL database to locally store the data and
uses different Java libraries, such as NCBI Entrez Utilities Web Service Java
Application Programming Interface (API) and KEGG Representational State

http://www.aibench.org
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Fig. 1. Schematic representation of Merlin architecture for metagenomic analysis

Transfer (REST) API to access several web services. It requires a FASTA file of
genes coding sequences as input in nucleotide or aminoacid format. The annota-
tion of the samples is done via similarity searches using BLAST (either remote
or local) and the metagenomics workflow is based on these results (Figure 1).

2.1 Taxonomic Analysis

The purpose of this operation is to assign a taxonomic label to each gene, as well
as to describe the overall community composition. Thus, Merlin classifies each
gene at the phylum and genus levels based on the list of homologues obtained
from BLAST. Afterwards, given a classification for each gene, it calculates the
proportions of each taxon in the whole set of genes.

The assignments are performed giving a weight to the number of times each
phylum and genus are found within the homologues list. Merlin privileges the
first five hits, since those are likely to be taxonomically more related to the target
gene (Figure 2). In the end, a gene will be assigned with a taxonomic label only
if it fulfills the following criteria:

– The number of homologues is higher than the minimum number required
(default value is 5).

– The phylum score is higher than the defined threshold (default value is 0.5).

– The genus score is higher than the defined threshold (default value is 0.3).

– The phylum and genus are congruent.
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Fig. 2. Schematic representation of the taxonomic routine for gene classification em-
ployed in Merlin. The figure represents the schema for phylum classification but for
genus the procedure is similar. Default values for the parameters can be changed.

2.2 Functional Analysis

The goal of this module is to identify the metabolic potential of the microbial
community. Merlin uses a routine to identify enzymes from the BLAST results
giving a weight to the number of times an Enzyme Commission (EC) number is
found within the list of homologues for each gene [19]. For metabolic pathway
inference, Merlin uses KEGG as the resource for representation and performs hy-
pergeometric tests to find statistical significance in pathway identification. This
method is commonly used in pathway analysis studies [20] and identifies enriched
pathways compared with a background distribution. Merlin uses the identified
enzymes from the whole set of existing enzymes in KEGG for each sample as
background distribution. Then, for each pathway, it calculates the probability
that the number of enzymes observed in the enzymes list that compose a pathway
occurred by chance. If not, a pathway is assumed to be present.

3 Case Study

The assemblies from the saliva samples as part of the HMP were downloaded
from http://hmpdacc.org/HMASM/. MetaGeneMark [21] was used to predict the
putative genes for each sample. There were five samples from saliva available, but
only three passed the quality control tests. For each sample, a remote BLAST
against NCBI nr and a local one against SwissProt were performed. The results
are displayed in Table 1. The differences between the two approaches are clear as
the annotation against NCBI nr provides better results: a big fraction of genes
present similarities. On the other hand, the local BLAST against SwissProt ran
much faster, despite the large number of genes that remained unannotated (≈
60%), which was expected due to the database small size.

http://hmpdacc.org/HMASM/
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Table 1. Remote BLAST against NCBI nr vs Local BLAST against SwissProt for the
HMP samples ran in Merlin. BLASTp set with e-value of 1−10.

NCBI nr SwissProt

Sample Processed genes With similarities Processed genes With similarities

SRS019210 49663 45023 49665 20231
SRS015055 46188 41073 46189 19176
SRS013942 41906 38508 41906 18677
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Fig. 3. Genus distribution of the most abundant taxa in each sample by different tools

3.1 Taxonomic Composition of Saliva Microbiome

Regarding the samples annotated using SwissProt, and given the low number of
homologies found (Table 1), it becomes clear that this is not the best approach
to taxonomically characterize metagenomes. Since the Merlin routine is highly
dependent of the BLAST results, poor outputs on this step compromised the
performance of the algorithm. Furthermore, using SwissProt as the reference
database creates biased results because few organisms are well represented there,
inducing the taxonomic assignments towards these organisms.
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Using annotations against NCBI nr, Merlin was able to assign a taxonomic
label in more than half of genes in each sample. The proportion could be in-
creased if the default value for the minimum number of homologues required
was changed, but it was decided to keep a conservative approach. Concerning
the phylum analysis, three clearly stand out: Bacteroidetes, Firmicutes and Pro-
teobacteria, despite none dominates the microbiome. The genus composition was
also assessed for a comparison between samples and different tools (Figure 3).
The high percentage of unclassified sequences in all cases is evident. Although
the darkblue bars also represent organisms with residual abundance, results show
the potential of metagenomics on unveiling new forms of life.

While the Prevotella, Streptococcus, Veillonella, Neisseria and Haemophilus
are the overall most abundant genera in all samples, no consistency was found
between the tools. The different proportions of each taxon on the different tools
can be explained considering the way each method works (assembly/read based,
BLAST all sequences/only marker genes used for classification). Thus, it is not
possible to say which tool is the best. Furthermore, previous studies of the oral
flora at the genus level reveal a diverse microbiome composition [22], which is in
agreement with the pattern observed here. Overall, Merlin appears to be a good
alternative for taxonomic studies of metagenomes.

3.2 Functional Capabilities

The enzymes encoded by each method were compared to those obtained in the
IMG/M-HMP web server [23]. Table 2 shows a large discrepancy between assign-
ments based on SwissProt and NCBI nr as the latter presents a smaller number
of identified enzymes. Propagated errors on enzymes annotation in NCBI might
be the main reason for these. The numbers regarding SwissProt annotations
seem to agree in cardinality with those stored in IMG/M-HMP. Further tests
confirmed that the majority of enzymes overlap between the two approaches,
demonstrating the good results of Merlin.

Functional pathways were predicted in saliva samples using hypergeometric
tests based on the number of enzymes encoded in each. The results obtained by
HUMAnN were used to compare with those produced by Merlin. The number
of metabolic pathways identifed ranged from 37 to 56 over the different samples
and methods. As expected, the samples annotated against NCBI-nr harbored
less pathways, since the number of encoded enzymes was smaller too (Table 2).

Table 2. Comparison of the complete EC numbers annotated by IMG/M and Merlin
in each sample

IMG/M-HMP Merlin SwissProt Merlin NCBI nr

Sample Encoded Unique Encoded Unique Encoded Unique

SRS019210 12143 (24.34%) 957 10058 (20.25%) 977 4871 (9.81%) 605
SRS015055 11988 (25.81%) 997 9776 (21.17%) 977 2287 (4.95%) 506
SRS013942 10642 (25.46%) 954 8922 (21.29%) 957 2739 (6.54%) 507
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Fig. 4. Presence of metabolic pathways in the samples from saliva across different an-
notations. Columns represent the samples. Rows represent the binary value for path-
way coverage. Green colors stands for present pathways whilst red cells account for the
absent ones. Pathways with no enzymes in their constituents were filtered out from HU-
MAnN results for an easier comparison. Furthermore, as HUMAnN calculates coverage
as a likelihood that ranges from 0 to 1, values higher than 0.5 were treated as present
(binary value 1) and those with values lower than 0.5 were handled as absent(binary
value 0).

To inspect if the inferred pathways were concordant across different methods, an
heatmap was constructed (Figure 4).This data representation enabled to cluster
the samples according to their similarity in terms of coverage. It is clear that the
method used for pathways assignment influences more the clustering of the sam-
ples than the sample itself. Furthermore, only 70 different pathways out of 154
possible (with complete EC numbers) were found over all methods and samples,
which also confirms the stable functional capability of the human microbiome
described before [15] [24].
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4 Conclusions and Future Work

An extension of Merlin, an user friendly tool for metabolic reconstruction, was
presented. It enables the analysis of metagenomes based on an assembly-based
approach. The performance of the software was evaluated with saliva samples
from the HMP and the taxonomic profile predicted in Merlin was in agreement
with other tools, despite some differences in the proportions. The functional
characterization showed a conserved pool of pathways through different samples,
although Merlin sometimes presented less pathways than expected because the
routine is highly dependent on the enzymes annotation.

There are also some aspects that should be improved in the future. The most
relevant one is to implement annotations against KEGG Orthology, or any other
catalog of orthologs. This feature would increase the speed of the process main-
taining high sensitivity for the taxonomic analysis.

Merlin is freely available from http://www.merlin-sysbio.org where a tu-
torial with more detailed information about the methods is also provided.
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Abstract. The exploration of new antimicrobial combinations is a pressing con-
cern for Clinical Microbiology due to the growing number of resistant strains 
emerging in healthcare settings and in the general community. Researchers are 
screening agents with alternative modes of action and interest is rising for the 
potential of antimicrobial peptides (AMPs). This work presents the first ever 
network reconstruction of AMP combinations reported in the literature fighting 
Pseudomonas aeruginosa infections. The network, containing 193 combina-
tions of AMPs with 39 AMPs and 154 traditional antibiotics, is expected to help 
in the design of new studies, notably by unveiling different mechanisms of ac-
tion and helping in the prediction of new combinations and synergisms. The 
challenges faced in the attempted text-mining approaches and other considera-
tions regarding the manual curation of the data are pointed out, reflecting about 
the future automation of this type of reconstruction as means to widen the scope 
of analysis. 

Keywords: Antimicrobial peptides, drug synergism, interaction network, Pseu-
domonas aeruginosa infections. 

1 Introduction 

Clinical Microbiology is currently facing major challenges regarding the discovery 
and/or design of new antimicrobial agents and the development of novel antimicrobial 
strategies. Drug and even multi-drug resistant (MDR) strains are emerging with in-
creasing frequency, and rendering ineffective many conventional antibiotic treat-
ments. Therefore, research is focused on finding alternatives to keep new resistance 
from developing and to prevent the resistance that already exists from spreading, ei-
ther by discovering biomolecules with antimicrobial potential and different mode of 
action, or by combining agents and potentiating their efficacy. Notably, there is a 
growing interest in the use of antimicrobial combinations as a strategy to increase the 
antimicrobial spectrum, prevent the emergence of resistance, reduce toxicity and side 
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effects and provide synergistic activity. In fact, synergy testing has been encouraged 
to guide clinical treatments for MDR strains, namely Pseudomonas aeruginosa asso-
ciated pulmonary exacerbation [1].  

Although combinations may be accomplished by using traditional antimicrobials, 
the most promising strategy at the moment is the use of novel antimicrobials with new 
mechanisms of actions, either combined with each other or with traditional com-
pounds. Notably, antimicrobial peptides (AMPs) are short-length peptides (between 
15 and 30 amino acids) that exert activity against a broad spectrum of microorgan-
isms, such as Gram-negative and Gram-positive bacteria (including drug-resistant 
strains), and are effective both in planktonic and biofilm scenarios [2]. These peptides 
have been recognized as promising candidates to replace classical antibiotics due to 
their multiple mechanisms of action and low specificity in terms of molecular targets, 
which reduces the chance of acquired resistance [3]. Besides, AMPs can influence 
processes which support antimicrobial action, like cytokine release, chemotaxis, anti-
gen presentation, angiogenesis and wound healing [4]. 

Recent advances in large-scale experimental technologies have resulted in an ac-
cumulation of data that reflect the interplay between biomolecules on a global scale. 
Bioinformatics approaches, such as network reconstruction, can help in profiling and 
interpreting the activity of AMPs and thus, in exploiting their potential as antimicro-
bial drugs. Networks can be used to map the interaction data outputted by combina-
tion studies, can be explored to unveil new interactions at the global scale, and also to 
classify new drugs by their mechanism of action [5]. In particular, the investigation of 
antimicrobial combinations has been supported by network models that have demon-
strated that the partial inhibition of few cell targets can be more efficient than the 
complete inhibition of a single target [6].  

Pharmacological networks can be constructed and integrated from heterogeneous 
and complementary sources of chemical, biomolecular and clinical information, but 
most of the information related to drug combinations is scattered over scientific litera-
ture. Manual curation is effort and time consuming, and virtually unfeasible if a  
systematic and up-to-date screening is desired. In this regard, some works have intro-
duced text mining approaches to mine drug information. Most of these works focus 
on drug-drug interactions (DDIs), which are related to adverse events of combinations 
of available drugs, usually targeting the same gene or pathway [7].  

The aim of this work was to reconstruct the first ever AMP interaction network. 
Currently, several databases collect AMP related data, namely sources, targets and 
minimum inhibitory concentrations [4]. However, it is difficult to find information 
about AMP interactions in these databases. Scientific literature is the primary source 
of data and thus, the use of text mining tools was investigated to alleviate manual 
curation. The application of AMP-based therapies to the treatment of infections 
caused by the bacterium P. aeruginosa, one of the most studied pathogenic microor-
ganisms, was chosen as proof-of-concept to the development of a more systematic 
reconstruction framework.  
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2 Materials and Methods 

PubMed was searched for papers on synergistic interactions including AMPs. Specifi-
cally, we required the presence of any variant of the term synergism, using synergis* 
(where the * is a wildcard), following the query “antimicrobial peptide Pseudomonas 
aeruginosa”. Then, we manually curated the interactions described in the papers 
yielded by the search, with at least on AMP as one of the combined antimicrobials. 
These interactions were represented in a network where nodes identify antimicrobial 
agents and edges encode the interactions among agents. Edge labels encode infor-
mation on experimental evidence, such as P. aeruginosa strain(s), mode of growth 
(planktonic, biofilm and in vivo), method of combination analysis (determination of 
the fractional inhibitory concentration (FIC), time-kill assay, among others), and the 
PMID and URL of the publication. 

Besides producing a high-quality reconstruction of known AMP interactions, this 
manual curation provided a “gold standard” for text mining. Notably, authors were 
able to identify the main elements of information to be collected as well as challenges 
in the interpretation of texts. The outputs of two public text mining tools were then 
evaluated – Chilibot [8] and PubTator [9].  

3 Results and Discussion 

3.1 AMP Literature Curation 

From a total of 203 papers resulting from our PubMed search, 132 papers were manu-
ally curated. Some papers were excluded (37 %) on the basis of their relevance to the 
topic. Notably, these papers do not mention AMPs, P. aeruginosa as target and/or 
cover for antitumor and food preservation areas. Review works were also excluded 
(9.1 %), since most would represent repeated data from the other curated papers 
whilst they do not provide necessary details on the experiments. Then, some interest-
ing evidences arose from the analysis of the information retrieved from the literature 
(Table 1).  

Regarding the mode of bacterial growth, 91 % of the studies focused on the use of 
combinations on planktonic cells, and, surprisingly, only 3 % of the studies covered 
the biofilm mode of growth. Biofilms are recognized as one of the main causes of 
several infections in humans [10], being highly related to nosocomial and chronic 
infections, and more resistant to treatment [2]. As such, more studies should be devot-
ed to AMP combinations towards biofilm treatment. 

Most of the combinations (80 %) involved one AMP combined with another com-
pound, mainly traditional antibiotics. This is linked to the rational that AMPs can 
enhance the activity of antibiotics, which act upon intracellular targets, by disrupting 
the cell membrane and facilitating the access within the cell. In terms of the bacterial 
strains most used, these studies focused on the reference strain P. aeruginosa ATCC 
27853, P. aeruginosa PAO1, and clinical isolates. Finally, the determination of the 
fractional inhibitory concentration (FIC) and the time-kill assays stand out as the most 
common methods for synergy assessment, which is in concordance with recent re-
views of the field [1]. 
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Table 1. Statistics on the manual curation process. Legend: * - not in the network; ** - info 
retrieved from abstract; could be on the network. 

No. of papers (%) No. of combinations (%) 

Total curated 132 (100) - 

Off topic* 49 (37) - 

Reviews* 12 (9.1) - 

Manuscript not available/different language** 

 

16 (12) 

 

- 

 

Total in the network 56 (100) 193 (100) 

Mode of growth 

Biofilm 2 (3.6) 3 (1.6) 

Planktonic 51 (91) 187 (97) 

In vivo 7 (13) 8 (4.1) 

Unknown 2 (3.6) 3 (1.6) 

Combination with 
AMPs 18 (32) 39 (20) 

Antibiotics and others 48 (86) 154 (80) 

 
Regarding the text mining approaches, the success of the tools tested in automatically 

curate AMP knowledge was poor. Chilibot limits the search to a maximum of 50 terms 
at a time. So, it is not possible to execute a systematic screening of interactions among 
all known AMPs (using AMP database records as input, for example). In turn, PubTator 
does not recognize most AMPs as chemical entities. Moreover, authors became aware 
that full-text curation should be a requirement for this line of reconstruction. Most ab-
stracts do not cover all combinations tested, focusing only on the best outcomes, and a 
great part do not give information about strains and methodology. 

3.2 Network Topology 

The constructed network (Figure 1) is represented as a non-oriented graph, containing 
121 nodes, representing AMPs and other antimicrobial compounds, and 193 edges, 
each correspondent to a combination. The network is non-homogeneous, with an inte-
rior containing highly connected drugs and an exterior comprised of some drugs with 
low interactions. Each node is linked to an average of 3 nodes, which means that each 
AMP was combined with an average of 3 antimicrobials.  

The network is dominated by a small number of highly connected nodes. The col-
ors on the nodes on Figure 1 correspond to their degree of connectivity, i.e. the num-
ber of nodes to which they are directly connected, ranging from the highly connected 
nodes (red) to nodes with only one connection (green). The most highly connected 
node (degree = 49), hence the most used compound in studies concerning AMP com-
binations, is colistin. Colistin (polymyxin E) is an AMP currently used as a last re-
source treatment for P. aeruginosa infections in the respiratory tract of cystic fibrosis 
patients, as well as other MDR Gram negative bacterial infections [11]. The use of 
colistin combined with other antimicrobial could lower its dosage and, thus, the asso-
ciated toxicity. Colistin is followed in connectivity by polymyxin B (degree = 19), 
which belongs to the same family of AMPs, which indicates a preference for 
polymyxins in combination studies towards P. aeruginosa. 
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Abstract. Biological pathways define complex interaction networks
where multiple molecular elements work in a series of reactions to pro-
duce a response to different biomolecular signals. These biological sys-
tems are dynamic and we need mathematical methods that can analyze
symbolic elements and complex interactions between them to produce
adequate readouts of such systems. Rewriting logic procedures are ade-
quate tools to handle dynamic systems which are applied to the study
of specific biological pathways behaviour. Pathway Logic is a rewriting
logic development applied to symbolic systems biology. Rewriting logic
language Maude allows us to define transition rules and to set up queries
about the flow in the biological system. In this paper we describe the use
of Pathway Logic to model and analyze the dynamics in a well-known
signaling transduction pathway: epidermal growth factor (EGF) path-
way. We also use Pathway Logic Assistant (PLA) tool to browse and
query this system.

Keywords: signal transduction, symbolic systems biology, epidermal
growth factor signaling, Pathway Logic, rewriting logic, Maude, Petri
net, executable model.

1 Introduction: Rewriting Logic

Rewriting logic [1,2] is a logic of concurrent change that can naturally deal
with states and with highly nondeterministic concurrent computations. It has
good properties as a flexible and general semantic framework in order to give
semantics to a wide range of languages and models of concurrency. Moreover, it
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J. Sáez-Rodŕıguez et al. (eds.), 8th International Conference on Practical Appl. of Comput. 207
Biol. & Bioinform. (PACBB 2014), Advances in Intelligent Systems and Computing 294,
DOI: 10.1007/978-3-319-07581-5_25, c© Springer International Publishing Switzerland 2014
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allows user-definable syntax with complete freedom to choose the operators and
structural properties appropriate for each problem.

The naturalness of rewriting logic for modeling and experimenting with math-
ematical and biological problems has been illustrated in a number of works [3].
The basic idea is that we can model a cell as a concurrent system whose con-
current transitions are precisely its biochemical reactions. In this way we can
develop symbolic models of biological systems which can be analyzed like any
other rewrite theory, as, for example, the use of search and model checking.

2 Symbolic Models for Biological Signaling Pathways

The growth of genomic sequence information combined with technological ad-
vances in the analysis of global gene expression has revolutionized research in
biology and biomedicine [4]. Investigation of mammalian signaling processes, the
molecular pathways by which cells detect, convert, and internally transmit in-
formation from their environment to intracellular targets such as the genome,
would greatly benefit from the availability of predictive models.

Various models for the computational analysis of cellular signaling networks
have been proposed for approaches that incorporate rate and/or concentration
information to simulate responses to specific stimuli [5,6]. Alternatively, net-
works consisting of signaling pathway targets (genes) are modeled using differ-
ential equations to represent changes in the concentrations of both the targets
and their pathway components [7,8]. The objectives here include predictions of
transcription signal sequencing, gene expression and understanding of regulation
mechanisms. Symbolic models are based on formalisms that provide a language
to represent the states of the system, mechanisms to model their changes, such
as reactions, and tools for analysis based on computational or logical inference.

A variety of formalisms have been used to develop symbolic models of bio-
logical systems [9], including Petri nets [10,11]; ambient/membrane calculi [12];
statecharts [13]; live sequence charts; and rule-based systems [14,15]. Each of
these formalisms was initially developed to model and analyze computer sys-
tems with multiple processes executing concurrently.

Simulations using in silico models founded on kinetic measurements of
signaling pathways or networks are important in order to achieve a detailed un-
derstanding of the biochemistry of signal transduction [16]. However, the devel-
opment of suchmodels is impeded by the great difficulty in obtaining experimental
data.Our approach focuses on developing abstract qualitativemodels ofmetabolic
and signaling processes that can be used as the basis of further analyses by pow-
erful tools, such as those developed in the formal methods community.

Rewriting Logic and Maude. Rewriting logic was first proposed by Meseguer
in 1990 as a unifying framework for concurrency [1]. Since then a large number
of researchers have contributed to the development of several aspects of the logic
and its applications in different areas of computer science [2].

Rewriting logic is a logic of change in which the distributed states of a system
are understood as algebraically axiomatized data structures, and the basic local
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changes that can concurrently occur in a system are axiomatized so as to rewrite
rules that correspond to local patterns that, when present in the state of a
system, can change into other patterns.

A rewrite theory consists of a signature (which is taken to be an equational
theory) and a set of labelled (conditional) rewrite rules. The signature of a rewrite
theory describes a particular structure for the states of a system (e.g., multiset,
binary tree, etc.) so that its states can be distributed according to the laws of
such a structure. The rewrite rules in the theory describe those elementary local
transitions which are possible in the distributed state by concurrent local trans-
formations. The deduction rules of rewriting logic allow us to reason formally
which general concurrent transitions are possible in a system satisfying such a
description. Computationally, each rewriting step is a parallel local transition in
a concurrent system.

Maude [3,17] is a high performance language and system supporting both
equational and rewriting logic computation. A key novelty of Maude is the effi-
cient support for rewriting, narrowing, and unification modulo equational theo-
ries such as those used to model lists or multisets. Maude modules are theories in
rewriting logic. The Maude system, its documentation, a collection of examples,
some case studies, and related papers are available on the Maude web page at
http://maude.csl.sri.com.

3 Pathway Logic

PathwayLogic [18,19,20] is an approach to the modeling and analysis of molecular
and cellular processes based on rewriting logic. Pathway Logic models of biologi-
cal processes are developed using the Maude system. A Pathway Logic knowledge
base includes data types representing cellular components such as proteins, small
molecules, or complexes; compartments/locations; and post-translational modifi-
cations. Rewrite rules describe the behavior of proteins and other components de-
pending on modification state and biological context. Each rule represents a step
in a biological process such as metabolism or intra/inter- cellular signaling. A col-
lection of such facts forms a formal knowledge base. Amodel is then a specification
of an initial state (cell components and locations) interpreted in the context of a
knowledge base. Such models are executable and can be understood as specifying
possible ways in which a system can evolve. Logical inference and analysis tech-
niques are used for simulation of possible ways in which a system could evolve, for
the assemblage of pathways as answers to queries, and for the reasoning of the dy-
namic assembly of complexes, cascading transmission of signals, feedback-loops,
cross talk between subsystems, and larger pathways. Logical and computational
reflection can be used to transform and further analyze models.

Given an executable model such as the one described above, there are many
kinds of computation that can be carried out, including: static analysis, forward
simulation, forward search, backward search, explicit state model checking, and
meta analysis.

Pathway Logic models are structured in four layers: sorts and operations, com-
ponents, rules, and queries. The sorts and operations layer declares the main sorts

http://maude.csl.sri.com
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and subsort relations, the logical analog to ontology. The sorts of entities include
Chemical, Protein, Complex, and Location (cellular compartments), and Cell.
These are all subsorts of the Soup sort that represents unordered multisets of
entities. The sort Modification is used to represent post-translational protein
modifications (e.g., activation, binding, phosphorylating). Modifications are ap-
plied using the operator [ - ]. For example, the term [EGFR - act] represents
the activation of the epidermal growth factor receptor EGFR.

A cell state is represented by a term of the form [cellType | locs] where
cellType specifies the type of cell (e.g., Fibroblast) while locs represents the
contents of a cell organized by cellular location. Each location is represented
by a term of the form {locName | components} where locName identifies the
location (for example CLm for cell membrane, CLc for cell cytoplasm, CLo for the
outside of the cell membrane, CLi for the inside of the cell membrane) while
components stands for the mixture of proteins and other compounds in that
location.

The components layer specifies particular entities (proteins, chemicals) and
introduces additional sorts for grouping proteins in families. The rules layer
contains rewrite rules specifying individual steps of a process. These correspond
to reactions in traditional metabolic and interaction databases. The queries layer
specifies initial states and properties of interest.

The Pathway Logic Assistant (PLA) provides an interactive visual represen-
tation of Pathway Logic models and facilitates the following tasks: it displays
the network of signaling reactions for a given dish; it formulates and submits
queries to find pathways; it visualizes gene expression data in the context of a
network; or it computes and displays the downstream subnet of one or more
proteins. Given an initial dish, the PLA selects the relevant rules from the rule
set and represents the resulting reaction network as a Petri net. This provides a
natural graphical representation that is similar to the hand drawn pictures used
by biologists, as well as very efficient algorithms for answering queries.

The Pathway Logic and PLA system, its documentation, a collection of ex-
amples, some case studies, and related papers are available at
http://pl.csl.sri.com.

4 Understanding Dynamics on a Biological Pathway

In this section we explain how an experimental biologist might use the Pathway
Logic knowledge bases and PLA in their research. We will focus on the Pathway
Logic model of response to the Epidermal growth factor (EGF) stimulation.
This is an important model for the study of cancer and many other phenomena
since the signaling Epidermal growth factor receptor (EGFR) regulates growth,
survival, proliferation, and differentiation in mammalian cells.

To model biochemical events such as signaling processes, we use the dynamic
part of a rewrite theory (rewrite rules) to express biochemical processes or reac-
tions involving single or multiple subcellular compartments. For example, con-
sider a rule (Rule 757, from MedLine database article with ID 11964154 [21])
that establishes: In the presence of PIP3, activated Pdk1 recruits PKCe from the

http://pl.csl.sri.com
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Fig. 1. RasDish as a Petri net using Pathway Logic

cytoplasm to the cell membrane and activates it. In Maude syntax, this signaling
process is described by the following rewrite rule:

rl[757.PIP3.Pdk1.act.PKCe]:

{CM | cm:Soup PIP3 [Pdk1 - act] {cyto:Soup PKCe}}

=>

{CM | cm:Soup PIP3 [Pdk1 - act] [PKCe-act] {cyto:Soup}}

[metadata "cite = 11964154"] .

Now we consider the binding of EGF to the EGFR (Rules 410 and 438) [22]:
Activated Erk1 is rapidly translocated to the nucleus where it is functionally
sequestered and can regulate the activity of nuclear proteins including transcrip-
tion factors. In Maude syntax, this signaling process is described by the following
rewrite rules:

rl[410.Erk1/2.to.nuc]:

{CM | cm:Soup {cyto:Soup [Erk1 - act] {NM | nm:Soup {nuc:Soup}}}}

=>

{CM | cm:Soup {cyto:Soup

{NM | nm:Soup {nuc:Soup [Erk1 - act]}}}} .

rl[438.Erk.act.Elk]:

[?Erk1/2 - act] Elk1 => [?Erk1/2 - act] [Elk1 - act] .
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Rule 410 describes the translocation of activated Erk1 from the cytoplasm to
the nucleus. Rule 438 describes the activation of Elk1 (a transcription factor)
by activated Erk1. ?Erk1/2 is a variable of sort Erk1/2 (a subsort of Protein
containing proteins Erk1 and Erk2).

The queries layer specifies initial states (called dishes) to be studied. Initial
states are in silico Petri dishes containing a cell and ligands of interest. An initial
state is represented by a term of the form PD(out cell), where cell represents
a cell state and out represents a soup of ligands and other molecular components
in the cells surroundings. Our analysis begins with a initial dish state defined by

eq rasDish = PD(EGF [HMEC | {CLo | empty }

{CLm | EGFR PIP2 } {CLi | [Hras - GDP] Src }

{CLc | Gab1 Grb2 Pi3k Plcg Sos1 }]) .

Figure 1 shows the Petri net representation of rasDish. Ovals are occurrences
in which the initial occurrences are darker. Rectangles are transitions. Two way
dashed arrows indicate an occurrence that is both input and output.

Suppose we want to find out if there is a pathway (computation) leading
to activation of Hras (loaded with GTP). In this case one can use the search
command with a suitable search pattern and parameters ([1]: the first solution;
=>+: at least one step).

Maude> search [1] rasDish =>+

PD(out:Soup [HMEC | cyto:Soup {CLi | cli:Soup [Hras - GTP]}]) .

The solution to this query given by Maude is:

Solution 1 (state 15)

out:Soup --> empty

cyto:Soup --> {CLo |[EGF - bound]}

{CLm | PIP3 [EGFR - act]} {CLc | Plcg}

cli:Soup --> Src[Gab1 - Yphos][Grb2 - reloc]

[Pi3k - act][Sos1 - reloc]

Then we can ask Maude for the rule labels:

Maude> show path labels 15 .

1.EGFR.act 9.PIP3.from.PIP2.by.Pi3k 5.Grb2.reloc

13.Sos1.reloc 4.Gab1.Yphosed 6.Hras.act.1 8.Pi3k.act

Now we consider a new dish d1 and want to find out if a state with cJun and
cFos activated is reachable. Besides we want to know what happens if PI3Ka is
removed from d1 (call it d1x). The Maude model-checker can be used to find
a counter-example to the assertion that such a state is never reachable. The
interface to the Maude model checker is embodied in the MODEL-CHECKER mod-
ule [17]. This module defines syntax for Linear Temporal Logic (LTL) formulas
built over a sort Prop. It also introduces a sort State and a satisfaction relation
|= on states and LTL formulas.

To use the model checker, the user defines particular states and propositions
and axiomatizes satisfaction on these states and propositions. A proposition
prop1 that is satisfied by dishes with cJun and cFos activated is defined as
follows.
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eq d1 = PD(EGF {CM | EGFR Pak1 PIP2 nWasp [H-Ras - GDP]

{Akt1 Gab1 Grb2 Gsk3 Eps8 Erk1 Mek1 Mekk1 Mekk4 Mkk4 Mkk3

Mlk2 Jnk1 p38a p70s6k Pdk1 PI3Ka PKCb1 Raf1 Rsk1 Shc Sos

[Cdc42 - GDP] {NM | empty {cJun cFos }}}}) .

eq PD(out:Soup {CM | cm:Soup {cyto:Soup {NM | nm:Soup

{nuc:Soup [cJun - act] [cFos - act] }}}}) |= prop1 = true .

The formula ∼<> prop1 says that prop1 never holds. Executing the command
red d1 |= ∼<>prop1. results in a counter example (a reachable state satisfying
prop1 together with a path leading to that state). A more biologist friendly
notation for such uses of the model-checker is obtained by defining

eq findPath(S:State,P:Prop) = getPath(P:Prop, S:State |= ~<> P:Prop) .

where getPath abstracts the counter example returned by Maude to a list
of rule labels followed by a state satisfying the given proposition. If we exe-
cute findPath(d1,prop1) and findPath(d1x,prop1)we discover that, in both
cases, we find a state in which both cJun and cFos are activated. However, Akt1
and Eps8 are both activated when PI3Ka is present, but not when it is removed.

Models of cellular response to many different stimuli, including a much more
complete model of EGF signaling, as well as a tutorial guide for using PLA to
query the models, can be found at pl.csl.sri.com.

5 Conclusions

Rewriting logic procedures are powerful symbolic methods that can be applied
to understand the dynamics of complex biological systems. It provides many
benefits, including the ability to build and analyze models with multiple levels
of detail; represent general rules; define new kinds of data and properties; and
execute queries using logical inference.

We are interested in formalizing models that molecular biologists can use
to think about signaling pathways and other processes in familiar terms while
allowing them to computationally ask questions about possible outcomes and
dynamics. Here we have described the use of Pathway Logic as a rewriting logic
tool to model signal transduction processes, and also the use Pathway Logic
Assistant in order to browse and analyze these models. The models are useful for
clarifying and organizing experimental data and knowledge from the literature.
The eventual goal is to reach a level of global understanding of complex systems
that supports prediction of new and possibly unexpected results.
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Abstract. The design of cell factories for the production of compounds
involves the search for suitable heterologous pathways. Different strate-
gies have been proposed to infer such pathways, but most are optimiza-
tion approaches with specific objective functions, not suited to enumerate
multiple pathways. In this work, we analyze two pathway enumeration
algorithms based on graph representations: the Solution Structure Gen-
eration and the Find Path algorithms. Both are capable of enumerating
exhaustively multiple pathways using network topology. We study their
capabilities and limitations when designing novel heterologous pathways,
by applying these methods on two case studies of synthetic metabolic en-
gineering related to the production of butanol and vanillin.

1 Introduction

The quest for sustainable industries lead to an increased interest in Biotech-
nology. One of its key features is to re-engineer microbes to produce valuable
compounds [5]. The development of cell factories is an iterative process involving
steps as the search for suitable hosts and viable synthetic pathways. Heterolo-
gous pathways augment their capabilities to produce non native compounds. The
definition of pathways allows to organize chemical reactions into set providing a
coherent function, such as transforming a substrate to a target compound.

The constraint based modeling (CBM) approach is often adopted for in silico
analysis of genome scale metabolic models (GSMM) not requiring kinetic infor-
mation. The system is subjected to constraints such as reaction stoichiometry,
reversibility and assumption of a pseudo-steady state, allowing the computation
of a feasible flux space that characterizes the system. Flux Balance Analysis
(FBA) is a popular method to determine the flux distribution that maximizes
an objective (e.g. related to cellular growth) using linear programming [16].

Pathway optimization has been approached using different strategies. Regard-
ing CBM, FBA was used to determine producible non native compounds [3] by
merging GSMMs with large databases as KEGG, allowing to infer heterologous
reactions. A limitation of FBA is the fact that it determines a single solution,
while multiple optimal solutions exist. Furthermore, sub-optimal solutions may
offer valuable information on alternative routes. On the other hand, Elementary
Flux Modes (EFM) are defined as the minimal subsets of reactions to maintain
steady state. However, their computation is restricted to small networks [14].
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Figueiredo et al [6] propose an enumeration strategy to compute the k short-
est EFMs expanding the size of partially computable problems. Nonetheless,
database size networks (e.g. KEGG or MetaCyc) still offer a great challenge for
full EFM computation. The OptStrain algorithm [17] uses mixed integer linear
optimization to obtain the pathway with the smallest number of heterologous
reactions, but does not enumerate alternatives.

Other methods have applied standard graph methods, taking advantage of
shortest path algorithms to infer the shortest pathway between two compounds
[8,18]. This strategy can also be augmented by using shortest path enumerating
methods, such as the k -shortest path algorithm [4]. A major problem with this
strategy is that graph paths return linear routes between compounds, while in
reality these may involve more compounds. Additionally, compounds represented
as hubs in the network mislead the algorithms by shortening the paths since they
connect many reactions. To circumvent this problem, weighting [8] or filtering
methods [7] have been proposed to reroute the solutions.

An alternative is to use more complex representations. Hypergraphs or pro-
cess graphs (which are directed bipartite graphs) are capable to model chemical
reactions with higher detail. This allows to address the problem of multiple prod-
ucts and reactants, since edges connect to vertex sets instead of a single vertex.
Process graphs were used by Friedler et al [9–11] in an exhaustive approach for
decision mapping in synthesis processes, being later adapted for pathway identi-
fication [13]. The work of Carbonell et al [2] introduced an enumeration strategy
to extract pathways using hypergraphs.

In this work, we analyze two existing algorithms for multiple pathway enumer-
ation, the Solution Structure Generation (SSG) and the Find Path (FP), both
based on set systems representations. These algorithms are implemented and
tested with two case studies, regarding the production of butanol and vanillin,
using the bacterium Escherichia coli and the yeast Saccharomyces cerevisiae,
two model organisms for which there are available GSMMs. The results ob-
tained by both are provided and discussed, being clear the need to introduce
some improvements to allow the scalability of the methods.

2 Problem Definition

In a topological approach, a pathway extraction problem can be defined as a de-
pendency problem. Thus, a reaction needs to be satisfied and satisfies metabo-
lites (that are dependencies of other reactions), that correspond to reactants
and products, respectively. Here, the notation used in the following is defined.
Mostly, it is based on the axioms and algorithms presented in [9–11].

Networks will be composed only by metabolites and reactions. In this system,
metabolites are the vertex entities, while reactions are represented by an ordered
pair 〈M1,M2〉, that connects two disjoint sets of metabolites.

Definition 1. (Reaction) A reaction is an ordered pair 〈M1,M2〉 of two disjoint
sets of metabolites (i.e., M1 ∩ M2 = ∅). The first set represents the reactants,
while the second represents the products.
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Definition 2. (Metabolic Network) A metabolic network Σ is a pair composed
by a set of metabolites Π and a set of reactions Υ .

A reversible reaction r is represented by including another entity r′, such
that the metabolite sets are swapped. Additionally, a network Σ′ = 〈Π ′, Υ ′〉 is
defined as a subnetwork of Σ〈Π,Υ 〉 if every element of Σ′ is contained in Σ (i.e.,
Π ′ ⊆ Π and Υ ′ ⊆ Υ ), then Σ′ ⊆ Σ.

A retrosynthetic metabolic problem can be defined as follows:

Definition 3. (Retrosyntehtic Metabolic Problem) A retrosynthetic metabolic
problem Γ is defined by a triplet 〈Σ,S, T 〉, where Σ is a metabolic network that
represents the search space, while S and T are two disjoint sets of metabolites
(i.e, S ∩ T = ∅) which are the constraints of the heterologous pathways. The set
S keeps the initial substrates (e.g., supplies or raw materials), while the set T
defines the target compounds of interest.

An heterologous pathway is a set of reactions, in most cases a subnetwork of
a larger network (defined as the search space), if it satisfies the following:

Definition 4. (Heterologous Pathway) An heterologous pathway σ of a synthetic
problem Γ is any network (or subnetwork), such that: a) the product set T is
included in 〈M,R〉, i.e., T ⊂ M and b) for every metabolite m in the subnetwork
that is not included in the substrate sets of Γ (i.e., M − S) there is a reaction r
in R such that m is a product of R.

The heterologous pathway definition is not sufficient to guarantee that the
solution is feasible, because it omits the stoichiometry of the reactions. Both
algorithms addressed in this work do not take account this property for the
computation of heterologous solutions. This eventually will lead to the compu-
tation of infeasible solutions that later can be verified by applying FBA.

3 Algorithms

3.1 Solution Structure Generation

The Solution Structure Generation (SSG) algorithm enumerates solutions of Γ
by recursively branching all possible combinations. This technique, denoted as
decision mapping, can be described as follows: let Σ′ be a subnetwork such that
condition a) verifies. Then, in order to fulfill condition b), the sub-problem Γ ′ is
solved producing the unsatisfied metabolites in Σ′. Let Σ = 〈T, ∅〉 be a network
containing T and no reactions, then a) trivially verifies. Then, ℘(producers of t),
t ∈ T (where ℘(X) denotes the power set of X) are candidates for partial
solutions of Γ , since if solutions of Γ exists, then at least one element of ℘
eventually must be present in one or more solutions of Γ . Recursively, we solve
the sub-problem Γ ′, with the new target set T ′ = R − S −M , where R is the
set of reactants of the newly introduced reactions (minus the initial set S and
producible metabolites in the partial solution), until eventually either there are
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no possible reactions to add, and this implies that we have reached a dead end
that happens when we pick a producer of T that does not belong to any solution,
or T = ∅ which implies that we achieved a solution.

There are several limitations of the SSG method. The first is the high amount
of memory that is required to compute power sets which grows exponentially
with the number of elements (2n). Additionally, this generates an extensive
amount of possible combinations. If the network is not pruned, meaning that
the network contains reactions that do not belong to any solution, then the
algorithm may contain branches that return no solutions and, depending the
depth of these branches, this increases severely the computation time to obtain
solutions. Friedler et al [10] proposed a polynomial algorithm to prune process
graphs to remove all reactions that might exhibit this behavior. Because of these
limitations, in this work, some modifications were implemented to the original
algorithm. Given space constraints, the full algorithms including these changes
are fully given and explained in supplementary material that is available in
http://darwin.di.uminho.pt/pacbb14-liu.

3.2 Find Path

The Find Path (FP) algorithm proposed by Carbonell et al [2] enumerates path-
ways by using hypergraphs. In a metabolic context, both hypergraphs and pro-
cess graphs are much similar. A solution of the FP algorithm is defined as a
hyperpath P , which is an hypergraph (usually a subgraph) where the hyperarcs
(reactions) can be ordered as r1, r2, . . . , rm such that ri is dependent only on
the substrates in S and the products of the previous reactions. This is com-
puted with a subroutine, Find All [2], that sorts the entire network satisfying
this condition. Additionally, reactions that cannot be satisfied are removed.

Not all pathways can be expressed by the definition of an hyperpath [2]. Lets
consider for instance co-factor metabolitesma andmb. Usually, these metabolites
are both present in a single reaction r = 〈M1,M2〉 where ma ∈ M1 and mb ∈ M2

or vice versa. These reactions can be satisfied by each other in a way where there
is an r′ = 〈M ′

1,M
′
2〉 where mb ∈ M ′

1 and ma ∈ M ′
2. Therefore, it is impossible

to sort an hyperpath if neither ma or mb are included in S. Examples of these
metabolites are ATP/ADP, NADH/NAD, etc. Fortunately, if assuming S to be
an organism chassis, these metabolites are usually include in S. However, this
does not guarantee that other more complex cycles do not exist.

This issue enables the generation of redundant solutions. Let Γ = 〈Σ, {s0},
{t0}〉 be a retrosynthetic problem, assuming that a) an heterologous pathway
Σ′ ⊂ Σ exists from s0 to t0, such that b) r, r′ ∈ Σ′ where r = 〈{m0, p0}, {m1,
p1}}〉 and r′ = 〈{m1, p1}, {m2, p0}〉. The FP algorithm can only identify such
pathway if Γ ′ = 〈Σ, {s0}, {p0,m0}〉 is feasible. Since r, r′ satisfy the metabolites
p0, p1 of each other (i.e., r + r′ = 〈{m0}, {m2}〉) this implies that any effort to
produce p0 in Γ ′ is unnecessary and every solution that b) verifies may contain
multiple redundant solutions (the reactions included in the solutions are unique
but in steady state they are redundant).

http://darwin.di.uminho.pt/pacbb14-liu
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In this work, to extend the capabilities of the FP algorithm a modification
was implemented in the Minimize subroutine (see supplementary material in
http://darwin.di.uminho.pt/pacbb14-liu. The redundancy problem still re-
mains an open topic for further improvement.

4 Experiments and Results

4.1 Case Studies

The algorithms were tested by applying two case studies of synthetic metabolic
engineering. The first example is the production of 1-butanol using E. coli [1],
while the second concerns vanillin synthesis using S. cerevisiae [12]. Both algo-
rithms (i.e., SSG and FP) are applied using the set of compounds in the KEGG
Ligand and MetaCyc databases as the chemical search space. Additionally, to
integrate and test the obtained solutions in silico, a GSMM is required: the
iJO1366 GSMM for E. coli and iMM904 [15] for S. cerevisiae were used. There-
fore, a total of 8 result sets were generated for two algorithms, two case studies
and two search spaces (databases).

4.2 Data Preprocessing

Before running the algorithms, several pre-processing tasks needed to be per-
formed. The first was to select and define the constraints of the problem, se-
lecting the search space Σ, the initial set S and the target compounds T . For
both case studies, the target set is a singleton containing only the compound
of interest, 1-butanol in the first case and vanillin in the second. For the sub-
strate set, all metabolites included in the GSMMs were selected. This later will
allow to integrate the obtained solutions with these models and evaluate their
performance. The BiGG database [19] aided in the transformation of the species
identifiers of the model to those in the databases. The species that did not match
any cross-referencing were discarded.

The reference pathway of the 1-butanol synthesis was mostly present in the
iJO1366 GSMM. So, to obtain alternative pathways we removed the following
species: M btcoa c (Butanyl-CoA), M btal c (Butanal), M b2coa c (Crotonyl-
CoA), M 3hbcoa c (3-hydroxybuty), M aacoa c (Acetoacetyl-Coa). Additionally,
every reaction connected to these compounds was also removed. The impact in
the biomass value calculated using the FBA was minimal reducing to 0.977 (from
0.986). Removing these species will allow to find alternative paths from other
internal metabolites of iJO1366 to 1-butanol, since an alternative solution to
the identified in [1] is desired which may or may not be optimal against existing
pathway. Note that the algorithms do not generate solutions including reactions
to produce the initial substrate set since these are defined as supplied. Regarding
the other case study, no modifications were made in the iMM904 GSMM.

A minor modification was done in the MetaCyc database, since it contains
reactions with the metabolite pairs NAD-P-OR-NOP/NADH-P-OR-NOP which are

http://darwin.di.uminho.pt/pacbb14-liu
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instances of either NAD/NADH or NADP/NADHP. These reactions were unfolded to
their correct instances. This is essential to infer the 1-butanol pathway, as several
reactions of this pathway were expressed in this format. The KEGG Ligand
database did not require pre-processing.

4.3 Algorithm Setup

Because of the combinatorial explosion of possible pathways, it is impossible
to obtain every solution existing in a database size network using any of the
algorithms. To compare the algorithms, the search space was split into subsets
by radius. The radius is an integer that defines the minimum number of links
(i.e., reactions) required to reach that reaction from an initial set of metabolites.
This implies that a reaction that belongs to radius i also belongs to i + 1, and
therefore a sub-network Σi of radius i always complies to Σi ⊆ Σi+1.

With these reduced search spaces, solutions were computed using each of the
algorithms. An attempt was made to obtain the entire set of candidate solutions
for each radius, until either the proces crashes due to lack of memory or exceeds
computational time allotted (> 24 hours). To validate the solutions, FBA was
used to maximize the yield of the target product and validate its feasibility
integrating the solution into the respective GSMM.

4.4 Results

Figure 1 shows the number of solutions computed and their feasibility. SSG is
more limited than FP by the size of the search space. A major problem of the SSG
algorithm is the high memory demand because of the power set computation.
With the reduction of the power set size (only partial sets are computed), it
still presents high memory demand to branch all the possible combinations.
Moreover, the SSG computes every solution that satisfies Definition 4 which
eventually leads to the computation of infeasible pathways.

Still, in general, the SSG shows better performance in the computation of so-
lutions (Figure 2) mainly because of the branching technique which gives a major
advantage to the computation time per solution because of the backtracking. As
the algorithm moves to a candidate solution, the next solution reuses the pre-
vious partial solution. This results in a neglectable impact on the computation
time per solution as the search space increases (i.e., increasing size of the radius).
However, since the number of solutions exponentially grows with the increasing
size of the search space, the total computation time increases.

The FP is capable to compute larger search spaces, being the major bottle-
neck the computation time per solution, since the internal Minimize routine has
quadratic complexity to the number of reactions [2]. A scenario was also found
where FP computes multiple distinct redundant solutions.

For every solution that satisfies the feasibility test, its performance was eval-
uated by integrating into the corresponding GSMM. The farthest radius that
either algorithm was able to compute was selected for this process. For the
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(a) 1-butanol - MetaCyc (BUTANOL) (b) 1-butanol - KEGG (C06142)

(c) vanillin - MetaCyc (VANILLIN) (d) vanillin - KEGG (C00755)

Fig. 1. Pathways computed for each of the problems by radius. The number of solutions
on the left. The percentage of infeasible or redundant solutions on the right. Blue -
SSG. Orange - FP.

(a) 1-butanol (b) vanillin

Fig. 2. Time cost (milliseconds) per each solution

1-butanol case, from the 42482 and 60356 solutions obtained from the FP al-
gorithm, a total of 32692 and 22968 were compatible with the iJO1366 GSMM
for search spaces of MetaCyc and KEGG, respectively. In the vanillin case, 944
of 974 computed solutions are valid (MetaCyc), being the numbers for KEGG
of 1600 out of 1852. The 1-butanol case shown a massive amount of solutions
mostly because of the NAD/NADH alternatives for many reactions.

(a) 1-butanol (b) vanillin

Fig. 3. Histogram of theoretical yield values of 1-butanol in iJO1366 and vanillin in
iMM904 . On the y-axis - number of solutions, x-axis yield range. Last value is the
optimal solution (for better yield).
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KEGG provided the solutions with highest yield, with 6.98 of vanillin in
iMM904 , and 152 pathways with 9.99 for 1-butanol compared to 114 pathways
from MetaCyc. There is a noticeable difference in the stoichiometry of the reac-
tions between KEGG and MetaCyc in the 1-butanol pathways. A detailed view
of the pathways obtained in this case study can be found in the supplementary
material (http://darwin.di.uminho.pt/pacbb14-liu).

5 Conclusions and Future Perspectives

The algorithms analyzed both present errors in the computation of heterologous
pathways. Although topologically they are correct, as they have the common
goal which is to infer heterologous pathways (subnetworks) that satisfy the rules
of initial substrates and target product, in a steady state point of view several
examples may be infeasible. However, by using post-processing methods such as
FBA, the correct solutions can be identified, which allows to correctly enumerate
multiple pathways. The case study of 1-butanol shows that there are many viable
routes for 1-butanol production in iJO1366 all with the same optimal yield.
Moreover, even if a problem contains only a single optimal solution (e.g., vanillin
in iMM904 ), examples of sub-optimal pathways also show a broad range of yield
values many near the optimal. Other methods hardly can achieve such a range
of feasible steady state heterologous pathways.

Thus, it is shown that although neither of the algorithms is readily suitable
to compute steady state heterologous pathways for large databases, they are
still able extract potential pathways, after targeted improvements in scalability.
Additionally, they offer a generic method to infer pathways for multiple purposes,
since they to not follow any strict objective function (e.g., yield or size).
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Abstract. In this paper, we propose an original model for the classifi-
cation of biomedical texts stored in large document corpora. The model
classifies scientific documents according to their content using informa-
tion retrieval techniques and Hidden Markov Models.

To demonstrate the efficiency of the model, we present a set of exper-
iments which have been performed on OHSUMED biomedical corpus, a
subset of the MEDLINE database, and the Allele and GO TREC cor-
pora. Our classifier is also compared with Naive Bayes, k-NN and SVM
techniques.

Experiments illustrate the effectiveness of the proposed approach. Re-
sults show that the model is comparable to the SVM technique in the
classification of biomedical texts.

Keywords: Hidden Markov Model, Text classification, Bioinformatics.

1 Introduction

The number of scientific documents stored in public corpora as MedLine is pro-
hibitively large to handle manually. Therefore there is great interest to auto-
mate the classification process and produce relevant documents to a topic. A
large number of techniques have been developed for text classification, includ-
ing Naive Bayes, k-Nearest Neighbours (kNN), Neural Networks, and Support
Vector Machines (SVMs). Among them SVM has been recognized as one of the
most effective text classification methods.

In other studies, Hidden Markov Models (HMM) have been used to describe
the statistical properties of a sequential random process. They are known for
their application in language problems like speech recognition and pattern match-
ing [1]. However, their application has been extended to fields of text processing
such as information extraction [2, 3], information retrieval [4], text categorization
[5, 6], and text classification [7].

Miller et al. [4] use HMM in an information retrieval model. Given a set of
documents and a query Q, the system searches a document D relevant to the
query Q. It computes the probability that D is the relevant document in the
user’s mind, given query Q, i.e P (D is R|Q), and ranks the documents based on
this measure. The proposed model generates a user query with a discrete Hidden
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Markov process depending on the document the user has in mind. The HMM is
viewed as a generator of the query, and is used to estimate the probability that
each document will be produced in the corpus.

Kwan Yi et al. [7] use the previous idea in a similar approach. They describe
the text classification as the process of finding a relevant category c for a given
document d. They implement a Hidden MarkovModel to represent each category.
Thus, given a document d, the probability that a document d belongs to category
c is computed on the specific HMM model c. In their system, a document is
treated as a wordlist, and the HMM for each category is viewed as a generator
of a word sequence.

Kairong Li et al. [6] research the text categorization process based on Hidden
Markov Model. The main idea of the article lies in setting up an HMM classifier,
combining χ2 and an improved TF-IDF method and reflecting the semantic
relationship in the different categories. The process shows the semantic character
in different documents to make the text categorization process more stable and
accurate.

Following this line, we propose a novel and original HMM for biomedical
text classification based on document content. The main goal is to develop a
simpler classifier than existing methods. The model is focused on distinguishing
relevant and non-relevant documents from a dataset, and deals with the problem
in common search systems where a document may be relevant or not given the
specific user query. The new classifier is evaluated and compared with the results
obtained by the Naive Bayes and SVM techniques.

The remainder of this paper is organized as follows: Section 2 explains the text
classification process using HMM; Section 3 details the proposed solution; Sec-
tion 4 discusses the experiments and results obtained in the case study; Section
5 presents the conclusions and future work.

2 Text Classification Process with HMM

Text classification is the task of automatically assigning a document set to a
predefined set of classes or topics [8].

In our context, given a training set T = {(d1, c1), (d2, c2)...(dn, cn)}, which
consists of a set of preclassified documents in categories, we want to build a
classifier using HMM to model the implicit relation between the characteristics
of the document and its class, in order to be able to accurately classify new
unknown documents.

Each document di has a binary class attribute ci which can have a value of
Relevant or Non-relevant. Our work is therefore focused on building a classifier
based on the training set that can classify new documents as relevant or non-
relevant without previously knowing their class information.

Following the idea proposed by Kwan Yi et al. [7], we use HMM as a document
generator. Fig. 1 shows the proposed framework. According to the structure, an
HMM is implemented for each category: Relevant and Non-Relevant. Each model
is then trained with documents belonging to the class that it represents. When a
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Fig. 1. General classifying process with T-HMM

new document needs to be classified, the system evaluates the probability of this
document being generated by each of the Hidden Markov models. As a result,
the class with the maximum probability value is selected and considered as the
output class for the document.

For further information and details on the principles and algorithms of HMM,
see [1].

3 T-HMM Classifier Proposal

The proposed model (T-HMM) aims to classify biomedical documents according
to their content. To achieve that, input data needs to be expressed in a format
that HMM algorithms can handle.

The most common approach in document classification tasks is the bag-of-
words approach [9]. In this case, every document is represented by a vector
where elements describe the word frequency (number of occurrences). Words
with a higher number of occurrences are more relevant because they are consid-
ered the best representation of the document semantic. For training purposes,
words are placed in descending order according to their ranking to represent
each document.

The complexity of text classification in terms of time and space depends on
the size of these vectors. In order to reduce their dimension, a text preprocessing
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step is required, where rare words and those which do not provide any useful in-
formation (such as prepositions, determiners or conjunctions) are removed. This
step is further explained in the Experiments Section where some adjustments
such as TFIDF are also made in the word frequency value. The final selected
words to represent the documents are called feature words.

When building an HMM model, it is important to reflect what “hidden states”
stand for. In Kwan Yi et al. [7], states are designed to represent different sources
of information; other related works use hidden states to represent internal sec-
tions of the document [10, 5]. However, as stated before, our purpose is focused
on classifying documents by their content rather than their structure.

In our model, hidden states reflect the difference in relevance (ranking) be-
tween words in a document. Each state represents a relevance level for words
appearing in the corpus. That is, the most probable observations for the first
state are the most relevant words in the corpus. The most probable observations
for the second state are the words holding the second level of relevance in the
corpus, and so on. The number of states N is a modifiable parameter that de-
pends on the training corpus and how much flexibility we want to add to the
model. Specifically, the number of states is a cut-off parameter. It should be high
enough to represent multiple relevance levels without overfitting the model to
the training data. A good starting point is to consider n the average number of
words with non-zero value in a document.

Considering that each document is ultimately represented by a vector or a
wordlist ranked in decreasing order, and ignoring words with zero value, a Hidden
Markov model is proposed to represent a predefined category c as follows:

1. The union of words from the training corpus is taken as the set of obser-
vation symbols V . For each word, there is a symbol vk. The set of possible
observations is the same for every HMM, taking into account all words in the
corpus, regardless of their category.

2. As mentioned above, states represent ranking positions. Therefore, states are
ordered from the first rank to the last one. The state transitions are ordered
sequentially in the same way, forming a left-right HMM [1] without self-
state loops, in which the probability of state Si+1 behind state Si is 1. The
transition probability matrix A is then defined as:

aij =

{
1 if j = i+ 1
0 in other case

3. The observation output probability distribution of each state is defined ac-
cording to the training corpus and category c. A word/observation vk will
have a higher output probability at a given state si if the word appears
frequently with the same ranking position that si represents. In addition,
all states, regardless of the rank they represent, will also have a probability
of emitting words appearing in documents with the c category that HMM
was built for. The weight (importance) of these two separate probabilities is
controlled by a f parameter.
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Given a category c and a dataset Dc of documents that belong to that cate-
gory, the output probability matrix B for an HMM that represents category
c is defined as follows:

bi(vk) = f ·

∑
d∈Dc

Rd(vk, i)

∑
d∈Dc

Ed(i)
+ (1 − f) ·

∑
d∈Dc

Ad(vk)

|V |∑
j=0

( ∑
d∈Dc

Ad(vj)

)

(a) bi(vk) stands for the probability of the word/observation vk being emitted
at state si

(b) f ∈ [0, 1]

(c) Rd(vk, i) =

{
1 if word vk appears at ith rank position in document d
0 in other case

(d) Ed(i) =

{
1 if there is any word with ith rank position in document d
0 in other case

This factor is necessary because documents have a different number of
feature words. If the number of states is too high, some documents may
not have enough feature words to complete all position ranks.

(e) Ad(vk) =

{
1 if word vk appears at least one time in document d
0 in other case

(f) |V | is the number of feature words.

4. The initial probability distribution π is defined by giving probability 1 to the
first state s0.

The first part of the formula represents the relevance of the ranking order.
The more weight this part has, the more restrictive the model is when classifying
a new document, as it takes into account the exact order of words in relevance
from the document training set. Although it can increase the precision of the
categorization process, this can lead to an overfit if the f -value is too high.

The second part maintains the same value for all states and provides the
model with a better generalization to classify documents.

Finally, taking all the different possibilities for word ranks into account, if a
specific document has the same relevance for two or more feature words (which
is very improbable after applying TFIDF), then these words will appear in every
rank they belong to.

3.1 Classifying New Documents

Once the two Hidden Markov models are created and trained (one for each
category), a new document d can be classified by, first of all, formatting it into
an ordered wordlist Ld in the same way as in the training process. Then, as words
are considered observations in our HMM, we calculate the probability of the word
sequence Ld being produced by the two HMMs. That is, P (Ld|λR) and P (Ld|λN )
need to be computed, where λR is the model for relevant documents and λN the
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model for non-relevant documents. The final output class for document d will
be the class represented by the HMM with the highest calculated probability.

The calculation of these probabilities ismade by applying the forward-backward
algorithm explained in the Rabiner article [1].

4 Experiments

4.1 Corpus Preprocessing

To demonstrate the efficiency of the model, we present a set of experiments which
have been performed on the OHSUMED biomedical corpus [11], a subset of the
MEDLINE database, and the Allele and GO TREC Genomics 2005 corpora [12].

In both of the original TREC datasets, documents can be classified as relevant
(R) or non-relevant (N). For the OHSUMED dataset, each document in the set
has one or more associated categories (from 23 disease categories). In order to
adapt them to a scheme similar to the TREC corpus, we select one of these
categories as relevant and consider the others as non-relevant. If a document has
been assigned two or more categories and one of them is considered relevant,
then the document itself will also be considered relevant and will be excluded
from the set of non-relevant documents.

Five categories are chosen as relevant: Neoplasms(C04), Digestive (C06), Car-
dio (C14), Immunology (C20) and Pathology (C23), since they are by far the
most frequent categories of the OHSUMED corpus. The other 18 categories are
considered as the common bag of non-relevant documents. For each one of the
five relevant categories, a different corpus is created in the way mentioned above,
ending up with five distinct matrices.

Additionally, the corpora need to be pre-processed. Following the bag-of-words
approach, we format every document into a vector of feature words in which el-
ements describe the word occurrence frequencies. All the different words that
appear in the training corpus are candidates for feature words. In order to re-
duce the initial feature size, standard text pre-processing techniques are used.
A predefined list of stopwords (common English words) is removed from the
text, and a stemmer based on the Lovins stemmer [13] is applied. Then, words
occurring in fewer than ten documents of the entire training corpus are also
removed.

Once the initial feature set is determined, a dataset matrix is created where
rows correspond to documents and columns to feature words. The value of an
element in a matrix is determined by the number of occurrences of that fea-
ture word (column) in the document (row). This value is adjusted using the
tf-idf statistic in order to measure the word relevance. The application of tf-idf
decreases the weight of terms that occur very frequently in the collection, and
increases the weight of terms that occur rarely [13].

In addition, a feature reduction algorithm is applied to the resultant feature
word set in order to further reduce its dimensionality. The feature selection
method based in Information Gain that is implemented in WEKA [14] is used
as the feature reduction algorithm for this study, since it was previously employed
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and proved its effectiveness in similar text classification tasks [15]. This algorithm
uses a threshold to determine the size of the reduced feature set. In this case,
the threshold is set to the minimum value, so that every feature word with a
non-zero value of information gain is included in the resultant feature set.

4.2 Comparison with Other Related Methods on Text Classification

Commonly used text classification models such as Naive Bayes, k-NN and SVM
are among the best performers, particularly the latter. In this research, tests
were made with these classifiers using the same corpus in order to compare
them with the novel T-HMM. Tests consist of a supervised classification using a

Table 1. Comparative between models (T-HMM, Naive Bayes, k-NN and SVM). The
values for each measure correspond to the average value obtained in the 10 fold-cross
evaluation.

Corpus Measure T-HMM SVM Bayes k -NN

Allele Kappa 0,530 0,268 0,349 0,149

F -measure (N) 0,963 0,975 0,924 0,971

F -measure (R) 0,564 0,282 0,403 0,166

GO Kappa 0,314 0,000 0,241 0,061

F -measure (N) 0,914 0,958 0,887 0,956

F -measure (R) 0,388 0,000 0,329 0,081

Ohsumed (C04) Kappa 0,754 0,750 0,641 0,423

F -measure (N) 0,935 0,942 0,899 0,882

F -measure (R) 0,819 0,807 0,741 0,531

Ohsumed (C06) Kappa 0,772 0,667 0,616 0,447

F -measure (N) 0,968 0,965 0,940 0,950

F -measure (R) 0,803 0,701 0,673 0,486

Ohsumed (C14) Kappa 0,768 0,793 0,616 0,380

F -measure (N) 0,943 0,953 0,893 0,892

F -measure (R) 0,824 0,839 0,720 0,466

Ohsumed (C20) Kappa 0,603 0,583 0,503 0,401

F -measure (N) 0,932 0,958 0,905 0,946

F -measure (R) 0,666 0,621 0,586 0,443

Ohsumed (C23) Kappa 0,420 0,472 0,337 0,251

F -measure (N) 0,780 0,829 0,771 0,773

F -measure (R) 0,640 0,637 0,564 0,458
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10 fold-cross validation for all the mentioned corpus. Evaluation measures used
are F -measure [13] and Kappa Statistic [16].

Table 1 shows the results of these evaluations. The configuration for Naive
Bayes, k-NN and SVM models used for the tests are those utilized by default
in WEKA environment [17], taking k = 3 and applying a RBF kernel for SVM.
These parameters have proven to be effective in a general classifying process,
and in the case of the k-NN algorithm, using a higher number of neighbours
hinders the classification performance.

In the case of the T-HMM parameters, they are also established with a general
approach. The number of states n is set to the average number of feature words
with a non zero value in the traning set in each fold-cross validation step, while
the f -factor is set to 0.5.

According to the results, T-HMM outperforms Naive Bayes and k-NN in rele-
vant class F -measure and Kappa measures for each tested corpus. It is important
to note that in this case, the F -measure for the relevant category has a greater
importance in the evaluation, since the focus of this kind of text classification
is to retrieve the relevant documents to a topic. On the other hand, the Kappa
statistic provides a better comparison in terms of overall performance.

In the case of the SVM, T-HMM provides better overall results in 4 of 5 eval-
uations. This is particulary prominent in the GO corpus, where the SVM cannot
classify correctly any of the relevant documents due to the class distribution of
the corpus, being the number of relevant documents much inferior to the number
of non-relevant documents.

5 Conclusions and Future Work

This paper has introduced a novel method in biomedical text classification us-
ing Hidden Markov Models. It offers a simple and parametrizable structure,
based on relevance of words, which allows the model to be adjusted to future
documents. The system was made for distinguishing relevant documents from a
dataset, giving a start point to common search systems, where a document may
be relevant or not according to a user query. Its application can be extended to
other domains related to text processing. As an example, in [18] a variant of this
T-HMM model is proposed as an over-sampling technique to improve the effi-
ciency of other classifiers, focusing solely on the stage prior to the classification
process.

The experimental results of this study show that the application of the pro-
posed HMM-based classifier appears to be promising. In automatic classification
of the OHSUMED medical corpus, our model outperforms commonly used text
classification techniques like Naive Bayes, and achieves comparable results to
the SVM approach, which is recognized as one of the most effective text classifi-
cation methods. In addition, T-HMM is more efficient in terms of running time
than the other approaches.

In the whole process, there are still some areas that could be improved. Firstly,
our model can represent the relevance of words by their ranking, but there is no
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representation for how large the difference of this relevance is. This may help
distinguish between general and technical documents, since a big gap between
word relevance in a document is probably the result of a few words with high
frequency value, which would indicate a more specialized document.

Another line of research, following the proposed structure, is to adapt the
model into a ranking system. The current information retrieval (IR) methods
have severe difficulties to generate a pertinent rank of the documents retrieved
as relevant. Thus, a new scheme based on our HMM approach could be useful
to re-rank the list of documents returned by another IR system.
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Abstract. Electronic Health Records (EHR) and the constant adoption of In-
formation Technologies in healthcare have dramatically increased the amount of
unstructured data stored. The extraction of key information from this data will
bring better caregivers decisions and an improvement in patients’ treatments.
With more than 495 million people talking Spanish, the need to adapt algorithms
and technologies used in EHR knowledge extraction in English speaking coun-
tries, leads to the development of different frameworks. Thus, we present TIDA, a
Spanish EHR semantic search engine, to give support to Spanish speaking medi-
cal centers and hospitals to convert pure raw data into information understandable
for cognitive systems. This paper presents the results of TIDA’s Spanish EHR
free-text treatment component with the adaptation of negation and context detec-
tion algorithms applied in a semantic search engine with a database with more
than 30,000 clinical notes.

Keywords: Natural Language Processing, Electronic Health Records, Negation
Detection.

1 Introduction

The adoption and effective use of information technologies in healthcare (in particu-
larly the Electronic Health Record - EHR) has been hindered for decades. The leading
English speaking countries have brought new technologies to build health decision-
making systems in the last years such as Natural Language Processing (NLP), Negation
and context detection algorithms, frameworks like Mayo’s cTAKES [1], terminology
systems as the Unified Medical Language System (UMLS) [2] or actual systems such
as IBM WatsonTM[3]. Despite the interest shown in the adoption of such technologies
in healthcare and having more than 495 million people talking Spanish throughout the
world [4] there has not been great efforts in the translation and adoption in the Spanish
environment.

In this paper we present the design of TIDA (Texts and Images Data Analyzer),
the architecture of a Spanish EHR semantic search engine that makes it possible to: I)
process clinical notes and radiological information identifying negation and context of
medical terms; II) process images and other media to identify patterns of abnormality
and key factors physicians need in order to complete a patient’s study and III) extract
knowledge using Big Data Analytics using the sources aforementioned and patient’s
structured data to build intelligent end-user applications. TIDA’s components and their
functionality are presented over the different sections, though, in this paper, we concen-
trate on TIDA’s component responsible for medical natural text processing.

J. Sáez-Rodrı́guez et al. (eds.), 8th International Conference on Practical Appl. of Comput. 235
Biol. & Bioinform. (PACBB 2014), Advances in Intelligent Systems and Computing 294,
DOI: 10.1007/978-3-319-07581-5_28, c© Springer International Publishing Switzerland 2014
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The main contributions of the paper are: I) to present the architecture to homogenize
the structure of the data as the basis for the analytic system; II) to introduce the prob-
lems regarding the health related texts in Spanish (clinical notes and imaging reporting)
and III) to adapt NegEx and ConText algorithms to be able to deal with Spanish texts,
integrating with the output of existing indexing tools so they can be used as the input
for the adapted ConText algorithm for Spanish towards semantic enrichment of queries.

The rest of the paper has been organized as follows: Section 2 presents the related
works with emphasis on natural language processing . In Section 3 we present the ar-
chitecture of the system, the algorithms and technologies used. Section 4 presents pre-
liminary results. To end with, conclusion and future works are presented in section 5.

2 Related Work

In Natural Language Processing (NLP) the input of natural language is transformed in
several steps of a pipeline to get computers to understand it. In the treatment of free-
text NLP, the text serves as an input to the system which will lead to several structured
components with semantic meaning so the information can be manipulated knowing
the importance of the different parts of the speech. To do the proper training for NLP
algorithms to learn, a properly annotated corpus is needed.

These components learn from the training data included in the corpus to analyze fu-
ture input sentences. Although there are several studies introducing different English
corpora to train models to get NLP process working, we focus here on the ones which
have been used in the healthcare domain. As cited in Savova et al. [1], there are no
community resources such as annotated medical corpus in the clinical domain, so in
the evaluation on tools like cTAKES, own corpus has been developed. Using the gold
standard linguistic annotations of Penn TreeBank (PTB) [10] and GENIA corpus [11]
together with their own Mayo Clinic EMR corpus, cTAKES models were trained. The
lack of corpus in Spanish language for the healthcare domain makes such training dif-
ficult these days.

The usual NLP pipeline components are a Sentence Detector, a Tokenizer, a Part
of Speech Tagger, a Chunker or Shallow Parser and a Named Entity Recognition. In
Figure 2 the process we have implemented is illustrated. Another module that is useful
once terms are found is the negation detector that identifies when a particular term or
expression appears negated in a text. Depending on the domain context and hypothetical
flavor of an expression may also be required.

Natural Language Processing is being extensively used in fields like medicine with
many different framework approaches such as cTAKES [1]. It is an open source frame-
work for information extraction from EHR’s free-text. It has been developed by the
Mayo clinic and open sourced by the Apache Foundation. It is built upon IBM’s UIMA
(Unstructured Information Management Architecture) [7] and Apache’s OpenNLP [8].
cTAKES also includes several components that can be reused independently or exe-
cuted together in a pipelined process whose output is a structured representation of the
unstructured free-text.

cTAKES processes clinical notes written in English identifying different medical
concepts from several dictionaries, included own developed ones, but also Unified Med-
ical Language System (UMLS)[2] For this purpose, the algorithm NegEx [9] is used.
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Once preprocessed, clinical notes can be searched to find relevant information for
clinical and research purposes. In this process two important aspects require special at-
tention: I) negation of terms and II) context of terms. Negation can invert the sense of a
term consequently yielding numerous false-positive matches in a search. On the other
hand, the context of a term identifies the subject it refers to (also known as the experi-
encer). This is specially important in clinical notes so to be able to identify
the subject of a symptom or disease.

NegEx [9] is a simple algorithm for identifying negated findings and diseases in
clinical notes based on the appearance of key negation phrases on the text, limiting the
scope of the negation trigger. It is a well known algorithm for negation detection in the
healthcare domain and the terms and the algorithm have already been translated and
tested in other languages such as Swedish, German and French. In the original paper
[9] the algorithm was tested with 1235 findings and diseases in 1000 sentences from
discharge summaries. It gave an specificity of 94.5% and a positive predictive value of
84.5% with a sensitivity of 77.8%.

ConText [13] is an extension of the NegEx algorithm that not only identifies negation
but also identifies an hypothetical status. It is intended to work moderately at finding
the person experiencing the symptoms or whether the condition occurred historically.
ConText algorithm [13] was tested with 4654 annotations combining the development
and test set of 240 reports (2377 annotated conditions in the development set and 2277
annotated conditions in the test set). Overall negation detection has a F-Measure of
0.93. Overall historical detection has a F-Measure of 0.76 while the overall hypothetical
detection has a F-Measure of 0.86.

3 TIDA Spanish EHR Semantic Search Engine

3.1 Introduction

The complexity of healthcare information management is not only due to the amount
of data generated but also by its diversity and the challenges of extracting knowledge
from unstructured data. Solutions proposed until now have been focused on different
aspects of the information process, ranging from unstructured text analysis from dis-
charge summaries and radiology reports, to analysis of PET imaging or Rx, but none of
them giving an integrated solution to process and mine obtaining information from all
sources.

3.2 TIDA’s Architecture Design

We present TIDA (Text, Image and Data Analytics) a Spanish EHR semantic search
engine. TIDA makes it possible to address the problem of Spanish text indexing in
the healthcare domain by adapting different techniques and technologies which are ex-
plained in this section.

TIDA is designed to build flexible applications over a typical data storage
system. TIDA’s architecture mainly relies on the information obtained from healthcare
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databases, which has previously been gathered together into a common storage, so dif-
ferent components get the information from a common warehouse. In order to fulfill
this requirements, the architecture (see Figure 1) presents the following components: a
DB as common data storage system with all hospital’s data, from reports to images
and patient’s structured information which will serve information to the immediate
upper level of components; the Mayo/Apache cTAKES as free-text analysis system
built upon Mayo’s cTAKES framework. This framework relies on information gathered
through UMLS from different dictionaries for diseases, drugs or laboratory test clas-
sifications such as ICD, RxNorm, LOINC or SNOMED CT; an Image transforma-
tion framework including a set of own developed applications to determine anomalies
and automatically annotate medical images using the IBM UIMA architecture which
cTAKES is built upon; the IBM/Apache UIMA component to gather the two previ-
ous components’ output in order to get a structured view of the unstructured data; the
Patient’s structured data; a Structured data, images and text annotator in charge
of annotating text and images supported by UIMA and the structured information; An
instance of Apache Lucene which indexes all the previously annotated data to serve
different kinds of applications; Apache Solr to bring quick, reliable semantic search
into the picture; An API powered by Solr’s output, to bring more functionality and link
end-user web applications to the whole set of the architecture; and finally, the End-user
web application to serve end-user applications to give different functionalities on the
same data structures.

Fig. 1. Principal components of TIDA’s architecture

TIDA’s architecture is designed to be language-independent, so the platform princi-
ples stay the same no matter which language texts are written in. Language-dependent
components UMLS and cTAKES can be adapted so the architecture works as expected.
In this paper we present the Spanish adapted version of TIDA, which has been built
incorporating the components in Spanish.
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3.3 Text Analysis in TIDA

It should be noted that, though this architecture is presented to get the whole picture of
the work that needs to be done, this paper concentrates in the advances obtained in the
free-text analysis. Figure 2 shows the process followed in the free-text analysis done in
this paper.

Due to the lack of health related corpora in Spanish, we decided to use a general
domain annotated corpus, so at least the models can be trained to be used with Spanish
words. AnCora [14] is one of the fully annotated Spanish corpus containing more than
500,000 words.

Fig. 2. TIDA’s text analysis process

There should be considered two main processes in the text analysis:

1. Indexation, which is a heavy process due to a complete text analysis and which
runs in a pipeline the different processes presented in Figure 2, starting with Natural
Language Processing and following with the Negation detection algorithms.

2. Searching, which thanks to indexation is a very lightweight process.

TIDA’s text analysis relies on cTAKES [1], which has been briefly introduced in
Section 2. cTAKES is an English-centric development, which means that, although it
has a very good design and is very modular, it has been developed towards an English
comprehensive system. This introduces a challenge to make it suitable to use in other
languages. It is not on the scope of this paper to introduce cTAKES architecture, but we
will introduce key components to develop our work.

cTAKES uses a common NLP pipeline including a Sentence Detector, a Tokenizer, a
Part of Speech Tagger, a Chunker and a Dictionary Lookup for Named Entity Recogni-
tion. Although this components should be modified, using the newly trained models to
work in Spanish, we are focusing on this paper in the Assertion module, which has been
developed outside the scope of cTAKES in a prototype to prove its functionality prior its
integration in cTAKES pipeline. cTAKES assertion module, the one involved in nega-
tion detection, is the one replicating the functionality on the analysis of the negation,
hypothesis and the experiencer on a particular condition.

We are working in line with the NegEx algorithm, which relies on several keywords
acting as “negation triggers”. The translation of the triggering terms helps us to detect
in a moderated way the detection of the negation in Spanish. An example of such terms
can be seen in Table 1.

When analyzing the experiencer for a certain condition in ConText, triggering terms
must be used. The results obtained when querying for the condition must have the ac-
tual condition but associated to an experiencer distinct from the patient. Examples of
different historical and hypothetical triggering terms can be found in Table 2.
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Table 1. Example of NegEx triggers’ translation

Trigger in English Trigger in Spanish
can be ruled out se puede descartar
can rule him out

no, not no
no evidence sin evidencia, no evidencia

no suspicion of ninguna sospecha de

Table 2. Example of ConText triggers’ translation

Historical in English Historical in Spanish Hypothesis in English Hypothesis in Spanish
again noted observado de nuevo could podrı́a
change in cambio en likely probablemente
chronic crónico looks like parece

clinical history historia clı́nica de not certain sin certeza

4 Results

TIDA’s text analysis component has been trained with AnCora [14] corpus, which has
more than 500,000 words. Around 500 words have been translated for the negation de-
tection algorithms. In order to test the system clinical notes and reports (> 30,000) from
different services of several public hospitals in Spain have been provided to test the sys-
tem doing the proper indexation and then querying the system with some medical terms.
In this section, we show some results of the application of the process both indexation
and searching through the different processes of free-text analysis. The software has
been executed in a machine with a Quad-core 2.83GHz CPU with 4GB of RAM.

Figure 3 shows a particular case used to test the NLP component before doing the
indexation of the clinical notes with Apache Lucene [15]. This sentence has been ex-
tracted from a clinical note. This same figure serves to see what the actual output of
the Sentence Detector would be. Tokenization is shown below the Sentence Detection,
where 11 are returned, one for each of the words in the sentence. Afterwards, the pro-
cess analyzes the part of speech for each token. Note that NN stands for a Noun, JJ
stands for an Adjective, IN stands for a preposition and NNS stands for a Noun in plu-
ral, following Penn Treebank’s PoS tags [10], which are widely understood in English
speaking environment. Finally, the chunker output is found. PoS tokens are grouped
into: Noun Phrases (NP), Verb Phrases (VP), Prepositional Phrases (PP) or Others (O).

Testing of the searching system has been done with several queries using Apache
Solr [16] to get the user input and the results displayed in a user-friendly environment.
A particular case is the use of the metastasis medical term. Figure 4 shows an example of
the query results for “metástasis” (Spanish spelling of metastasis) in which the patient
actually has metastasis and below the result where the patient does not. The system
returned a total of 6,835 results found in 7ms. In the latter query, the system returned
a total of 6,296 results found in 8ms. As indexation is done separately and before the
process of the actual search, the performance of the searching process is very good,



TIDA: A Spanish EHR Semantic Search Engine 241

Fig. 3. NLP process example for a given sentence

Fig. 4. Metastasis positive and negative query result

with response in the range of milliseconds. However, the analysis of the performance
of the system is left for future work.

5 Conclusions and Future Work

The increase of data generated and the adoption of IT in healthcare have motivated the
development of systems such as IBM Watson and frameworks like cTAKES (integrated
exclusively in an English speaking environment). The huge amount of Spanish speaking
people leads to the development of new solutions adapted to Spanish. Thus, in this paper
we have presented TIDA, an approach which focuses into the generation of a complete
EHR semantic search engine which brings an integrated solution to medical experts to
analyze and identify markers in a system that brings together text, images and structured
data analysis.

Results presented demonstrate that the adaptation of existing algorithms and tech-
nologies to the Spanish environment is currently working and that cognitive systems
can be built to work in the health domain. The proper treatment of Spanish texts to-
gether with the correct adaptation of ConText algorithm lead to the correct indexation
for better queries.

Future work leads to the process on integrating the newly trained models and the
Spanish adapted algorithms into the cTAKES framework as well as validating the whole
system’s performance is left to future work. Also, we are leaving for future work the
application of data mining techniques so the indexing component boosts medical related
terms and the search engine returns better results.
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Abstract. Traditional search engines are not efficient enough to extract
useful information from scientific text databases. Therefore, it is neces-
sary to develop advanced information retrieval software tools that allow
for further classification of the scientific texts. The aim of this work is
to present BioClass, a freely available graphic tool for biomedical text
classification. With BioClass an user can parameterize, train and test
different text classifiers to determine which technique performs better
according to the document corpus. The framework includes data balanc-
ing and attribute reduction techniques to prepare the input data and
improve the classification efficiency. Classification methods analyze doc-
uments by content and differentiate those that are best suited to the user
requeriments. BioClass also offers graphical interfaces to get conclusions
simply and easily.

Keywords: Biomedical text mining tool, Text classification, Bioinfor-
matics, Computer-based software development.

1 Introduction

In recent years, the area of Information Retrieval (IR) has increased its primary
goals of indexing, searching and categorizing documents of a collection. Today,
research in IR includes modeling, document classification and categorization,
system architecture, user interfaces, data visualization, filtering, languages, etc.

The constant growth of information services and available resources has de-
creased the effectiveness in obtaining relevant information for a specific research
interest. Without an efficient strategy for extracting relevant information for the
researcher, existing tools may become unusable.

In order to extract information from scientific texts stored in public data
sources and to determine if a collection is relevant to a specific topic, several
challenges must be met. First of all, documents must be transformed into an
intermediate representation before their content can be analyzed. The typical
representation of a document is a set of keywords, which can either be extracted
directly from the text of the document or specified manually by an expert. The
keyword relevance is different depending on the document. This effect is captured
by assigning numerical weights for the keyword in each document [1]. In this way
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the corpus becomes a matrix, referred to as a sparse matrix, in which rows are
the documents (instances) and columns are the keywords.

After corpus preprocessing, reasoning models are usually used to analyze and
classify documents. However, two problems may arise. First, the sparse matrix
is often very large and bulky. Second, the number of documents in the majority
class (non-relevant documents) is usually much higher than that of the minority
class (relevant documents) [2].

Using attribute reduction algorithms, the most relevant characteristics are se-
lected, producing a much more specific dataset containing fewer noisy attributes.
On the other hand, by applying balancing techniques it is possible to change the
number of documents per class in order to solve problems related to overfitting
[3,4].

Finally, once the results from the classification process are obtained, the re-
searcher needs graphical interfaces, which provide scenarios that allow simply
and easily make conclusions.

The aim of this work is to present BioClass, a new tool for biomedical text
classification, which includes balancing and attribute reduction techniques, clas-
sification algorithms and data visualization. The framework is based on a well-
defined workflow to guide the user through the classification process.

2 BioClass Architecture

As shown in Figure 1, BioClass is composed of six software modules.

Fig. 1. BioClass architecture module

The Load Corpus module is responsible for obtaining the preprocessed dataset
(sparse matrix) for the classification. It was designed as a highly scalable abstrac-
tion layer, which allows different data access connectors to be added. It currently
supports CSV and ARFF [5] file types.

The Filtering module carries out operations on datasets in order to improve
the classification processes. It is divided into two parts. The first is to filter
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instances or documents, which makes it possible to handle the number of docu-
ments that belong to each class (relevant or not relevant). In order to support
these operations, subsampling and oversampling algorithms are implemented.
The subsampling algorithm artificially decreases the number of samples that
belong to the majority class. The oversampling algorithm redistributes the num-
ber of samples that belong to the minority class, taking the majority class into
account [3,6].

The second part reduces the number of attributes of the corpus. This approach
is intended to decrease the dimensionality without losing expressive power. The
following parameters are implemented:

– Operation set applies union, intersect and minus operations between the test,
and trains matrices to increase the number of correlated attributes.

– Cfs subset eval evaluates the worth of an attribute subset by considering
the individual predictive ability of each feature along with the degree of
redundancy between them [7].

– Chi squared evaluates the worth of an attribute by computing the value of
the chi-squared statistic with respect to the class [8].

– Consistency subset eval determines the most consistent attribute subset with
respect to the original attribute set [9].

– Info gain attribute eval evaluates the worth of an attribute by measuring the
information gain with respect to the class [10].

– Gain ratio attribute eval evaluates the worth of an attribute by measuring
the gain ratio with respect to the class [10].

– One R attribute Eval uses a ruled-bases system to select the most relevant
attributes [11].

– Principal Components generates a new attribute subset merging attributes
with a greater independence of values [12].

The Models module supports different reasoning algorithm implementations
and provides methods for training and testing. In order to select the algorithms
implemented in BioClass, an exhaustive analysis using BioCreative [13], TREC
[14] and Semantic Mining in Biomedicine [15] conferences was performed. As
a result of the analysis, two Support Vector Machine types (Cost-SVM and
Nu-SVM) [16], Naive Bayes [17] and K-Nearest Neighbour classifiers [18] were
implemented.

The Train and test module allows a reasoning model to be chosen, parameter-
ized, trained with a specific dataset, and tested. It is an abstraction layer with
respect to the classification process through which the developer can implement
new reasoning models and integrate them with BioClass.

The Results module provides a graphical user interface to interact with Bio-
Class. It allows the user to select between reasoning models or filters for data pro-
cessing, and to edit or manage datasets and classifiers. Additionally it provides
an user-friendly interface to analyze the obtained results from a classification
process.

Finally, the Log module provides additional information about processes car-
ried out. It can be useful for solving problems that may arise during beta testing
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or start up. This module also provides an abstraction layer for persistence, and
offers different formats to store the data log.

Bioclass was developed with the Java version 6 programming language and
is based on the AIBench framework (www.aibench.org) [19]. It is distributed
under GNU LGPLv3 license. AIBench allows the research effort to be centered
on the algorithm development process, leaving the design and implementation
of input-output data interfaces in the background. Reasoning model APIs are
those implemented by Weka [5], except for the SVMs for which LibSVM [20] was
used.

3 BioClass User Interaction

The main BioClass interface is composed of a Menu bar, a Clipboard Panel, a
Viewer panel and a Log Panel (see Figure 2).

– Menu bar provides access to each operation available in BioClass, e.g., load
corpus or data, apply instance and attribute filters, or create and use rea-
soning models to perform the classification process.

– Clipboard panel contains those elements which have been generated by pre-
vious operations. These objects can be used as input data by new operations,
or can launch their associated views.

– Viewer panel shows the appropriate view attached to a specific Clipboard
object. Visualization is a very simple process to accomplish; the user needs
only select an object from the Clipboard and click on it.

– Log panel offers acknowledgement over a process or action trace.

Operations in BioClass are grouped by categories: Corpus, Classification and
Filtering. Available operations in the Corpus menu allow datasets to be loaded
onto the system and added to the Clipboard. The researcher can use the Classifi-
cation menu to create, train and test reasoning models in different ways. Finally,
Filtering menu contains instance algorithms to reduce data dimensionality or
reorganize instances.

In order to understand how BioClass works, we have developed a general
scenario to guide the user through the full classification process. Figure 3 shows
a cyclic process covering all classification tasks and the correspondence of each
task with the operations in BioClass. It was drawn as cyclic to highlight the fact
that obtained results can be used as feedback in a new classification process.

As shown in Figure 3, the Load Corpus task is directly connected to the Load
Corpus module, and enclosed in the Corpus category. The researcher can use it
to load their preprocessed datasets into BioClass.

Once the dataset has been loaded in BioClass, the researcher can select it in
the Clipboard and obtain some relevant information from its viewers. Figure 4
show information about the selected dataset grouped by attributes. Instance
and attribute tabs can obtain information about documents or attributes used
to filter or to delete them. Some relevant information is represented by statistical
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Fig. 2. BioClass main interface

Fig. 3. General classification process scenario

measures and plots in order to extract valuable conclusions. Additionally, mod-
ified data can be exported as a new dataset or reset. Plots can also be exported
as JPEG or GIF files.

The second task, Filters, refers to those algorithms that can increase the ac-
curacy of the datasets according to a specific classifier, or help to improve the
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Fig. 4. Sparse matrix viewer. It shows information about each attribute contained in
the dataset.

obtained results. The Filtering Menu is divided into two sub-menus: Instances
and Attributes (see Figure 2). The first one corresponds to those algorithms that
can redistribute the number of instances which belong to each class (subsampling
or oversampling). The second refers to algorithms that reduce data dimension-
ality, as mentioned above). In Figure 3 the task is encircled by a dotted line
because these algorithms are optional in the classification process.

In the next task, the researcher must create a new classifier. The Classification
Menu includes two Support Vector Machines (SVM) implementations, a Naive
Bayes classifier and a K Nearest Neighbour. BioClass implementations are highly
configurable because each classifier has its own specific parameters. Once the
classifier is created, it can be accessed through Clipboard and launch an edition
viewer in which the researcher can get its current parameter values or even
modify them.

Following the general scenario, the Train task focuses on the internal process
of training a selected classifier according to a specific dataset (modified or not),
and generating a new trained item. This operation can be accessed under the
Classification menu.

In the Test task, the researcher can test the trained classifier with either the
same or a different dataset. Test operation, located again in the Classification
Menu, needs a trained classifier and a loaded dataset as input data. This process
can take some time depending on the computer capabilities. Once it has been
concluded, it produces a result object which can be accessed by the corresponding
viewer.

Finally, in the Results task a result object must be selected in the Clipboard
in order to appear in the Results viewer (Figure 5). The interface is divided into
two sections, a prediction table and the summary. The prediction table shows
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Fig. 5. Results viewer interface of a classification process

Fig. 6. Result comparative viewer interface

both the real and the predicted values per each document. With the Toolbar it
is possible to filter, remove, reset or export current results.

The Summary section contains statistic results associated with the classifica-
tion process. Information about the following statistical measures is shown on
the left: total documents, total attributes, correctly classified instances, incor-
rectly classified instances, mean absolute error, root mean squared error, relative
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absolute error, and root relative squared error. On the right side, a configurable
plot can provide a helpful graphic. The user can select between a combination
of TP Rate, FP Rate, Precision, Recall or F-Measure measures. The plot can
then be exported as an image file.

BioClass also allows easily compare results of different classification processes
(see Figure 6).

4 Conclusion

This study presents a tool for biomedical text classification with which a re-
searcher can distinguish a document set related to a specific topic as relevant or
irrelevant. BioClass also supports algorithms in order to increase the efficiency
of the classification process, and provides a set of powerful interfaces to analyze,
filter and compare classification results. All actions performed in BioClass are
interconnected, which allows the classification process to be completely guided.

The BioClass design is based on the AIBench Model View Controller archi-
tecture and is divided into modules in order to facilitate future inclusions of
new algorithms and increase its scalability. As the magnitude of datasets can
be quite different, and computers may not have enough memory to allocate all
these data, a great deal of effort must be placed on developing algorithms that
can manage huge amounts of data and optimize memory costs.

BioClass is a good solution to evaluate the performance of different text classi-
fiers. Other similar solutions, like Weka [5] or Orange [21], do not offer guidelines
to classify texts. BioClass is based on a workflow having its modules and inter-
faces directly connected with it, so users do not need to know the order of steps
to be performed. In addition, BioClass supports several additional functional-
ities: (i) it is possible reuse any model which has been previously trained, (ii)
through a rich attribute perspective, users can compare, plot or filter attributes
and extract analysis and conclusions, (iii) filters do not modify the original cor-
pora, so users may study differences between them (iv) it allows to create a new
corpus with the classification results.

Finally, a full documentation, guidelines and example files about this project
can be accessed through code.google.com/p/bioclass and sing.ei.uvigo.

es/bioclass/.
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Abstract. As the number of published scientific papers grows everyday,
there is also an increasing necessity for automated named entity recog-
nition (NER) systems capable of identifying relevant entities mentioned
in a given text, such as chemical entities. Since high precision values
are crucial to deliver useful results, we developed a NER method, Iden-
tifying Chemical Entities (ICE), which was tuned for precision. Thus,
ICE achieved the second highest precision value in the BioCreative IV
CHEMDNER task, but with significant low recall values. However, this
paper shows how the use of simple lexical features was able to improve
the recall of ICE while maintaining high levels of precision. Using a se-
lection of the best features tested, ICE obtained a best recall of 27.2%
for a precision of 92.4%.

Keywords: Text mining, Conditional Random Fields, Named Entity
Recognition, Chemical Compounds, ChEBI.

1 Introduction

As the number of published scientific papers grows everyday, there is also an
increasing necessity for automated named entity recognition (NER) systems ca-
pable of identifying relevant entities mentioned in a given text. The BioCreative
challenge is a community effort to evaluate text mining and information extrac-
tion systems applied to the biological domain. One of the tasks proposed for the
fourth edition of this competition consisted in the detection of mentions of chemi-
cal compounds and drugs in MEDLINE titles and abstracts (CHEMDNER task)
[1]. The chemical entities to identify were those that can be linked to a chemical
structure. This task was divided in two subtasks: The first, Chemical Document
Indexing (CDI), expected an ordered list of unique chemical entities referenced
in given text. The second subtask, Chemical Entity Mention recognition (CEM),
expected the exact position of each chemical entity mentioned in the text. The
task organizers also provided a training corpus composed by 10,000 MEDLINE
abstracts that were annotated manually by domain experts. The specific rules
used by the annotators and the criteria used for choosing the MEDLINE entries
were defined by the organization and released with the corpus.
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To participate in BioCreative IV, we started by adapting our method [2] based
on Conditional Random Fields (CRF) classifiers trained with the CHEMDNER
corpus. Our system trained one classifier for each type of entity annotated in the
corpus. The final confidence score of each token classified as a chemical entity
by at least one classifier was calculated by averaging the three best classifier
scores. The identified entities were validated by resolving each chemical entity
recognized to the ChEBI ontology and by calculating the semantic similarity
between other ChEBI entities detected on the same text. The resolution and
similarity method enabled us to filter most false positives and achieve the second
highest precision value on both subtasks [3]. However, the set of features used
to train the classifiers was relatively small comparing with other CRF based
approaches that participated in BioCreative also, which use more general and
domain specific features [4, 5].

In this paper, we present a new version of our system (ICE) that achieved sig-
nificantly better results using more lexical features derived from the word tokens.
The rest of this paper is organized as follows: Section 2 presents an overview on
the BioCreative 2013 competition which we used to evaluate our system, Sec-
tion 3 (Methods) describes the approach we used for the competition and how
we improved it since then, Section 4 (Results) compares the effect of different
features on the precision and recall values using 3-fold cross-validation on the
CHEMDNER corpus, and finally on Section 5 we express our main conclusions.

2 BioCreative 2013 - CHEMDNER Task

2.1 CHEMDNER Corpus

The CHEMDNER corpus consists in 10,000 MEDLINE titles and abstracts and
was originally partitioned randomly in three sets: training, development and test.
The chosen articles were sampled from a list of articles published in 2013 by the
top 100 journals of a list of categories related to the chemistry field. These articles
were manually annotated according to the guidelines, by a team of curators with
background in chemistry. Each annotation consisted in the article identifier, type
of text (title or abstract), start and end indices, the text string and the type
of the CEM which could be one of the following: trivial, formula, systematic,
abbreviation, family and multiple. There was no limit for the number of words
that could refer to a CEM but due to the annotation format, the sequence of
words had to be continuous. There was a total of 59,004 annotations on the
training and development sets, which consisted in 7,000 documents.

2.2 CEM and CDI Subtasks

There were two types of predictions the participants could submit for the
CHEMDNER task: a ranked list of unique chemical entities described on each
document (CDI task) and the start and end indices of each chemical entity
mentioned on each document (CEM task). Each list should be ordered by how
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confident the system is that each prediction is a chemical entity. Using the CEM
predictions, it was possible to generate results for the CDI subtask, by excluding
multiple mentions of the same entity in a text.

A gold standard for both subtasks was included with the corpus, which could
be used to calculate precision and recall of the results, with the evaluation script
released by the organization. Each team was allowed to submit up to five different
runs for each subtask.

3 Methods

3.1 Submission to BioCreative 2013

Our method uses Conditional Random Fields (CRFs) for building probabilistic
models based on training datasets. We used the MALLET [6] implementation
of CRFs, adapted to also output the probability of the most probable sequence.
This probability was used as a confidence score for each prediction, making it
possible to filter predictions with low confidence.

To train models and classify new text, it is necessary to tokenize the text and
generate features from word tokens. Then, the corresponding label is added to
the feature list. This label could be "Not Chemical", "Single", "Start", "Middle"
or "End", to include chemical entities composed by more than one token. We
have used a specifically adapted word tokenizer for chemical text adapted from an
open source project [7]. Four features were being extracted from each word token
by our system: Stem, Prefix and suffix (size 3) and a boolean which indicates
if the token contains a number (Has number). We merged the training and
development sets of the CHEMDNER corpus into one training set and generated
one dataset for each type of CEM. With this method we expected to identify
more correct chemical entities since we were including the results of classifiers
focused on just one type of CEM. The confidence score used when more than
one of the classifiers identified the same CEM was the average of the three best
confidence scores. This system was then evaluated with 3-fold cross-validation.

With the terms identified as chemical entities, we employed an adaptation
of FiGO, a lexical similarity method [8], to perform the search for the most
likely ChEBI terms. Then, we were able to calculate the Gentleman’s simUI [9]
semantic similarity measure for each pair of entities identified in the text and
successfully mapped to the ChEBI ontology. We used the maximum semantic
similarity value for each entity as a feature for filtering and ranking. This value
has shown to be crucial to achieve high precision results [10].

Since each team could submit up to five runs for each subtask, we generated
three runs to achieve our best F-measure, precision and recall, based on the cross-
validation results we obtained on the training set. For the other two runs, we
filtered the predictions by semantic similarity only. The best results we obtained
were with the run we submitted for best precision (run 2), achieving the second
highest precision value in the competition. For this run, we excluded results
with the classifier confidence score and the semantic similarity measure lower
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than 0.8. We now focused on keeping the precision of our system at high values,
while improving the recall and F-measure.

3.2 New Features

After implementing thirteen new features, we studied the effect of adding one
new feature at a time, while always keeping the four original features constant.
These new features are based on orthographic and morphological properties of
the words used to represent the entity, inspired by other CRF-based chemical
NER systems [4, 5, 11–13]. We integrated the following features:
Prefix and Suffix sizes 1, 2 and 4: The first and last n characters of a word

token.
Greek symbol: Boolean that indicates if the token contains greek symbols.
Non-alphanumeric character: Boolean that indicates if the token contains

non-alphanumeric symbols.
Case pattern: "Lower" if all characters are lower case, "Upper" if all characters

are upper case, "Title" if only the first character is upper case and "Mixed"
if none of the others apply.

Word shape: Normalized form of the token by replacing every number with
’0’, every letter with ’A’ or ’a’ and every other character with ’x’.

Simple word shape: Simplified version of the word shape feature where con-
secutive symbols of the same kind are merged.

Periodic Table element: Boolean that indicates if the token matches a peri-
odic table symbols or name.

Amino acid: Boolean that indicates if the token matches a 3 letter code amino
acids.

For example, for the sentence fragment "Cells exposed to α-MeDA showed an
increase in intracellular glutathione (GSH) levels", the list of tokens obtained by
the tokenizer and some possible features are shown on Table 1.

After applying the same methods described on Section 3.1 for each new fea-
ture, we were able to compare the effect of each one on the results. Then, we
selected the features that achieved a higher precision, recall and F-measure, cre-
ating three sets of features for each metric and a fourth set with all the features
tested.

4 Results

4.1 BioCreative 2013

Using 3-fold cross-validation on the training and development sets, we obtained
the results presented in Table 2. The first three runs were aimed at achieving a
high F-measure, precision and recall, respectively. On runs 4 and 5 we filtered
only by semantic similarity. We used as reference the results of run 2 since
the precision value obtained with the test set was the second highest in the
CHEMDNER task. Our objective was to improve recall and F-measure values
with minimal effect on the precision.
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Table 1. Example of a sequence of some the new features, and the corresponding label,
derived from a sentence fragment (PMID 23194825)

Token Prefix 4 Suffix 4 Case pattern Word shape Label
Cells Cell ells titlecase Aaaaa Not Chemical

exposed expo osed lowercase aaaaaaa Not Chemical
to to to lowercase aa Not Chemical

α-MeDA α-Me MeDA mixed xxAaAA Chemical
showed show owed lowercase aaaaaa Not Chemical

an an an lowercase aa Not Chemical
increase incr ease lowercase aaaaaaaa Not Chemical

in in in lowercase aa Not Chemical
intracellular intr ular lowercase aaaaaaaaaaaaa Not Chemical
glutathione glut ione lowercase aaaaaaaaaaa Chemical

( ( ( - x Not Chemical
GSH GSH GSH uppercase AAA Chemical

) ) ) - x Not Chemical
levels leve vels lowercase aaaaaa Not Chemical

Table 2. Precision, Recall and F-measure estimates for each run submitted to BioCre-
ative 2013, obtained with cross-validation on the training and development dataset for
the CDI and CEM subtasks

CDI CEM
P R F1 P R F1

Run 1 84.8% 71.2% 77.4% 87.3% 70.2% 77.8%
Run 2 95.0% 6.5% 12.2% 95.0% 6.0% 11.1%
Run 3 52.1% 80.4% 63.3% 57.1% 76.6% 65.4%
Run 4 87.9% 22.7% 36.1% 89.7% 21.2% 34.3%
Run 5 87.9% 22.7% 36.1% 79.9% 22.6% 35.3%

4.2 New Features

The precision, recall and F-measure values obtained using our four original fea-
tures plus one new one are presented in Table 3 For each metric, we added a
shaded column which compares that value with the corresponding one on Table
2, for the run with best precision.

The features that returned the best recall and F-measure were the simple word
shape and prefix and suffix with size=2. Using prefix and suffix with size=1 and
the alphanumeric boolean decreased our precision the most, without improving
the other metrics as much as other features. The periodic table feature, which
was one of our two domain-specific features, achieved a recall value of 16.4%,
while maintaining the precision at 94%. Our other domain-specific feature, amino
acid, achieved our highest precision in this work. The general effect of using five
features instead of the original four was a decrease in precision by 0.8%-4.5%
and increase in recall and F-measure by 0.4%-19.5%.
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For each subtask, we performed another cross-validation run with the original
four features to use as baseline values. We created three feature sets composed
by the original features we used for BioCreative and the features that improved
precision, recall or F-measure on any subtask, compared to the baseline. The
three feature sets created were:
Best precision: Stem, Prefix/suffix 3, Has number, Prefix/suffix 4, Has greek

symbol, Has periodic table element, Has amino acid.
Best recall: Stem, Prefix/suffix 3, Has number, Prefix/suffix 1, Prefix/suffix 2,

Has greek symbol, Has periodic table element, Case pattern, Word shape,
Simple word shape.

Best F-measure: Stem, Prefix/suffix 3, Has number, Prefix/suffix 1, Prefix/
suffix 2, Has greek symbol, Has periodic table element, Has amino acid, Case
pattern, Word shape, Simple word shape.

The results obtained with these sets are presented in Table 4 Although there
was a decrease in precision in every case, the difference in recall and F-measure
values was always much higher. The feature set with best F-measure was able
to improve the recall by 21.0% while taking only 3.2% of the precision.

To determine the statistical significance of the improvement between the ex-
panded feature set and the original, we ran a bootstrap resampling simulation
similar to the BioCreative II gene mention task [14] and BioCreative CHEMD-
NER task evaluations. We picked 1000 PMIDs from the train and development
sets and computed the recall and F-measure for this subset of documents. Then
we repeated this process 10,000 times, and estimated the average recall and F-
measure, and respective standard deviation for each feature set. With the original
features, the average recall was 8.00% (SD=0.53%) and the average F-measure
was 14.74% (SD=0.90%) while using the expanded feature set, the average recall
was 27.20% (SD=0.92%) and the average F-measure was 42.02% (SD=1.13%).

Table 3. Precision, Recall and F-measure estimates for each new features used with
the original set, obtained with cross-validation on the training and development dataset
for the CDI subtask

CDI CEM
Feature set P ΔP R ΔR F1 ΔF1 P ΔP R ΔR F1 ΔF1

Prefix/suffix 1 91.0% -4.0% 14.0% +7.5% 24.3% +12.1% 92.4% -2.6% 13.4% +7.4% 23.4% +12.3%
Prefix/suffix 2 92.4% -2.6% 19.1% +12.6% 31.6% +19.4% 93.5% -1.5% 18.3% +12.3% 30.6% +19.5%
Prefix/suffix 4 93.3% -1.7% 6.9% +0.4% 12.9% +0.7% 94.2% -0.8% 6.6% +0.6% 12.2% +1.1%
Greek letter 93.4% -1.6% 12.0% +5.5% 21.2% +9.0% 94.2% -0.8% 11.8% +5.8% 20.9% +9.8%
Periodic table 94.0% -1.0% 16.3% +9.8% 27.8% +15.6% 94.7% -0.3% 16.4% +10.4% 28.0% +16.9%
Amino acid 95.0% 0.0% 9.0% +2.5% 16.4% +4.2% 95.1% +0.1% 8.7% +2.7% 16.0% +4.9%
Alphanumeric 90.4% -4.6% 5.3% -1.2% 10.0% -2.2% 92.0% -3.0% 4.4% -1.6% 8.4% -2.7%
Case pattern 93.0% -2.0% 15.7% +9.2% 26.9% +14.7% 93.5% -1.5% 14.9% +8.9% 25.6% +14.5%
Word shape 93.9% -1.1% 11.8% +5.3% 20.9% +8.7% 93.3% -1.7% 12.7% +6.7% 22.4% +11.3%
Simple word shape 92.2% -2.8% 17.1% +10.6% 28.9% +16.7% 92.4% -2.6% 16.9% +10.9% 28.7% +17.6%
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Table 4. Precision, Recall and F-measure estimates for each feature set used with the
original set, obtained with cross-validation on the training and development dataset
for the CDI and CEM subtasks

CDI CEM
Feature set P ΔP R ΔR F1 ΔF1 P ΔP R ΔR F1 ΔF1

Precision 93.7% -1.3% 15.4% +8.9% 26.5% +14.3% 94.1% -0.9% 15.0% +9.0% 25.9% +14.8%
Recall 91.5% -3.5% 24.7% +18.2% 38.9% +26.7% 92.0% -3.0% 23.9% +17.9% 37.9% +26.8%
F-measure 91.7% -3.3% 28.3% +21.8% 43.2% +31.0% 92.3% -2.7% 28.0% +22.0% 43.0% +31.9%
All features 91.5% -3.5% 24.5% +18.0% 38.7% +26.5% 93.0% -2.0% 24.2% +18.2% 38.4% +27.3%

5 Conclusion

Our participation in the CHEMDNER task of BioCreative 2013 achieved high
precision values for both subtasks, but at the expense of a low recall. This
manuscript shows how ICE improved its recall and F-measure maintaining the
same levels of precision, by using a more comprehensive feature set. The effect
of adding each new feature to ICE was evaluated by cross-validation on the
CHEMDNER corpus. We then evaluated feature sets composed by the features
that achieved the best precision, recall and F-measure, using the same method.

Individually, the features that were specific to chemical compounds achieved
the best balance between precision and recall. Adding only the prefixes and
suffixes with size 2, we were able to increase the recall and F-measure by 12.3%
and 19.5%, while decreasing the precision by 1.5%. Using a combination of the
features that achieved the best results individually, we were able to increase
the recall and F-measure by 21.2% and 31.0% respectively while decreasing the
precision by 2.6% (Table 4).

Considering the run that achieved the highest precision in the official BioCre-
ative results for the CDI task, our precision is 6.9% lower, but the recall and
F-measure are 10.9% and 13.9% higher, respectively. Considering the run with
best precision in the CEM task, our precision is 5.7% lower, but the recall and
F-measure are 9.3% and 11.8% higher. Our precision values would be the third
and sixth highest in the CDI and CEM subtasks, respectively. However, notice
that the results presented here were not obtained with CHEMDNER test set,
and for the competition, using the official test set, our results were higher than
the cross-validation estimates we obtained.

In the future we intend to use more domain-specific features, and filter pre-
dictions with a more powerful semantic similarity measure [15].
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Abstract. Content management systems and frameworks (CMS/F) play a key 
role in Web development. They support common Web operations and provide 
for a number of optional modules to implement customized functionalities. 
Given the increasing demand for text mining (TM) applications, it seems 
logical that CMS/F extend their offer of TM modules. In this regard, this work 
contributes to Drupal CMS/F with modules that support customized named 
entity recognition and enable the construction of domain-specific document 
search engines. Implementation relies on well-recognized Apache Information 
Retrieval and TM initiatives, namely Apache Lucene, Apache Solr and Apache 
Unstructured Information Management Architecture (UIMA). As proof of 
concept, we present here the development of a Drupal CMS/F that retrieves 
biomedical articles and performs automatic recognition of organism names to 
enable further organism-driven document screening. 

Keywords: Drupal, text mining, named entity recognition, Apache Lucene, 
Apache Solr, Apache UIMA. 

1 Introduction 

The number of generic Text Mining (TM) software tools available now is 
considerable [1, 2], and almost every computer language has some module or package 
dedicated to natural language processing [3]. Notably, Biomedical TM (BioTM), i.e. 
the area of TM dedicated to applications in the Biomedical domain, has grown 
considerably [4, 5].  

One of the main challenges in BioTM is achieving a good integration of TM tools 
with tools that are already part of the user workbench, in particular data curation 
pipelines [4, 6]. Many TM products (especially, commercial products) are built in a 
monolithic way and often, their interfaces are not disclosed and open standards are 
not fully supported [7]. Also, it is important to note that biomedical users have grown 
dependent of Web resources and tools, such as online data repositories, online and 
downloadable data analysis tools, and scientific literature catalogues [8]. Therefore, it 
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is desirable to integrate TM tools with these resources and tools, and it seems logical 
to equip Web development frameworks, such as Content Management Systems and 
Frameworks (CMS/F), with highly customizable TM modules. 

Drupal, which is one of the most common open source CMS/Fs (http://trends. 
builtwith.com/cms), already presents some contributions to Bioinformatics and TM: 
the GMOD Drupal Bioinformatic Server Framework [9], which aims to speed up the 
development of Drupal modules for bioinformatics applications; the OpenCalais 
project that integrates Drupal with the Thomson Reuters' Calais Web service (http:// 
www.opencalais.com), a service for annotating texts with URIs from the Linked Open 
Data cloud; and, RDF/RDFa support so to enable the use of this ontology language in 
Web knowledge exchange and facilitate the development of document-driven 
applications, and promote the availability of knowledge resources [10].  

The aim of this work was to extend further Drupal TM capabilities, notably to 
enable the incorporation of third-party specialized software and the development of 
customized applications. The proof of concept addressed Named Entity Recognition 
(NER), i.e. the identification of textual references to entities of interest, which is an 
essential step in automatic text processing pipelines [11, 12]. There are many open-
source and free NER tools available, covering a wide range of bio-entities and 
approaches. So, our efforts were focused on implementing a Drupal module that 
would support customised NER and, in particular, to equip Drupal with the necessary 
means to construct domain-specific document search engines. For this purpose, we 
relied on Apache Information Retrieval (IR) and TM initiatives, namely Apache 
Lucene, Apache Solr and Apache Unstructured Information Management 
Architecture (UIMA).  

The next sections describe the technologies used and their integration in the new 
Drupal model. The recognition of species names in scientific papers using the state-
of-the-art and open source Linnaeus tool [13] is presented as an example of 
application. 

2 Apache Software Foundation Information Retrieval and 
Extraction Initiatives 

Apache organization supports some of the most important open source projects for the 
Web [14]. The Web server recommended to run Drupal CMS/F is the Apache HTTP 
Server [15]. Now, we want to take advantage of Apache Lucene, Apache Solr and 
Apache UIMA to incorporate IR and TM capabilities in Drupal CMS/F. 

The Apache Lucene and Apache Solr are two distinct Java projects that have 
joined forces to provide a powerful, effective, and fully featured search tool. Solr is a 
standalone enterprise search server with a REST-like API [16] and Lucene is a high-
performance and scalable IR library [17]. Due to its scalability and performance, 
Lucene is one of the most popular, free IR libraries [17, 18]. Besides the inverted 
index for efficient document retrieval, Lucene provides search enhancing features, 
namely: a rich set of chainable text analysis components, such as tokenizers and 
language-specific stemmers; a query syntax with a parser and a variety of query types 
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that support from simple term lookup to fuzzy term matching; a scoring algorithm, 
with flexible means to affect the scoring; and utilities such as the highlighter, the 
query spell-checker, and "more like this" [16].  

Apache Solr can be seen as an enabling layer for Apache Lucene that extends its 
capabilities in order to support, among others: external configuration via XML; 
advanced full-text search capabilities, standard-based open interfaces (e.g. XML, 
JSON and HTTP); extensions to the Lucene Query Language; and, Apache UIMA 
integration for configurable metadata extraction (http://lucene.apache.org/solr/ 
features.html). 

Originally, the Apache UIMA started as an IBM Research project with the aim to 
deliver a powerful infrastructure to store, transport, and retrieve documents and 
annotation knowledge accumulated in NLP pipeline systems [19]. Currently, Apache 
UIMA supports further types of unstructured information besides text, like audio, 
video and images and is a de facto industry standard and software framework for 
content analysis [20]. Its main focus is ensuring interoperability between the 
processing components and thus, allowing a stable data transfer through the use of 
common data representations and interfaces. 

3 New Supporting Drupal NER Module 

We looked for a tight integration of the aforementioned Apache technologies in order 
to provide the basic means to deploy any NER task, namely those regarding basic 
natural language processing and text annotation (Fig.1). Using XML as common 
document interchange format, the new module allows the incorporation of third-party 
NER tools through pre-existent or newly developed Apache UIMA wrappers.  

 

Fig. 1. Interoperation of Apache technology and third-party NER tools in the Drupal NER 
module 

The proof of concept was the development of a Drupal CMS/F that retrieves 
scientific articles from the PubMed Central Open Access subset (PMC-OA) [21] and 
performs automatic recognition of organism mentions to enable further organism-
driven document screening. The next subsections detail the interoperation of the 
different technologies and the integration of the Linnaeus UIMA NER wrapper as 
means to deploy such CMS/F. 
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3.1 Document Retrieval and Indexing 

Documents are retrieved from the PMC-OA through the FTP service. An XSLT 
stylesheet is used to specify the set of rules that guide document format transformation. 
Notably, the XML Path (XPath) language is used to identify matching nodes and 
navigate through the elements and attributes in the PMC-OA XML documents.  

After that, the Apache Solr engine is able to execute the UIMA-based NER pipeline 
to identify textual references of interest (in this case, organism names) and produce a list 
of named entities. The textual references are included in the metadata of the documents, 
and the entities recognized are added to the Apache Lucene index as means to enable 
further organism-specific document retrieval by the Drupal application. 

3.2 Document Processing and Annotation 

Apache UIMA supports the creation of highly customized document processing 
pipelines [22]. At the beginning of any processing pipeline is the Collection Reader 
component (Fig. 2), which is responsible for document input and interaction. 
Whenever a document is processed by the pipeline, a new object-based data structure, 
named Common Analysis Structure (CAS), is created. UIMA associates a Type 
System (TS), like an object schema for the CAS, which defines the various types of 
objects that may be discovered in documents. The TS can be extended by the 
developer, permitting the creation of very rich type systems.  

 

Fig. 2. High-Level UIMA Component Architecture 

This CAS is processed throughout the pipeline and information can be added to the 
object by the Analysis Engine (AE) at different stages. The UIMA framework treats 
AEs as pluggable, compatible, discoverable, managed objects that analyze documents 
as needed. An AE consists of two components: Java classes, typically packaged as 
one or more JAR files, and AE descriptors, consisting of one or more XML files. The 
simplest type of AE is the primitive type, which contains a single annotator at its core 
(e.g. a tokenizer), but AEs can be combined together into an Aggregate Analysis 
Engine (AAE). The basic building block of any AE is the Annotator, which comprises 
the analysis algorithms responsible for the discovery of the desired types and the CAS 
update for upstream processing. 

At the end of the processing pipeline are the CAS Consumers, which receive the 
CAS objects, after they have been analyzed by the AE/AAE, and conduct the final 
CAS processing.  
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Abstract. Document annotation is an elementary task in the development of 
Text Mining applications, notably in defining the entities and relationships that 
are relevant to a given domain. Many annotation software tools have been im-
plemented. Some are particular to a Text Mining framework while others are 
typical stand-alone tools. Regardless, most development efforts were driven to 
basic functionality, i.e. performing the annotation, and to interface, making sure 
operation was intuitive and visually appellative. The deployment of large-scale 
annotation jamborees and projects showed the need for additional features re-
garding inter- and intra-annotation management. Therefore, this paper presents 
Marky, a new Web-based document annotation tool that integrates a highly cus-
tomisable annotation environment with a robust project management system. 
Novelty lays on the annotation tracking system, which supports per user and 
per round annotation change tracking and thus, enables automatic annotation 
correction and agreement analysis.  

Keywords: Text mining, document annotation, annotation guidelines, inter-
annotator agreement, Web application. 

1 Introduction 

Text Mining (TM) has a wide range of applications that require differentiated proc-
essing of documents of various natures [1]. Overall, the goal is to be able to recognise 
and contextualise information of relevance, notably named entities and relationships 
among them. Language knowledge plays a key role characterising meaningful ele-
ments in sentence composition, such as nouns and verbs. Domain implementation 
implies to be generally familiar with the written language and specifically aware of 
the terminology and “writing structure” employed in the context under analysis. For 
example, TM practitioners of written English are required to learn about the structure 
of scientific papers, and the specificities of the terminology used, in order to apply 
TM methods and algorithms to biomedical research documents. 
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Ontologies and controlled vocabularies are crucial in capturing the semantics of a 
domain, and machine learning models have proven successful in employing these 
resources to automatically recognise and extract information of interest. Currently, 
there are many commercial and free TM frameworks and software tools available. 
Apache Unstructured Information Management Architecture (UIMA) [2] and General 
Architecture for Text Engineering (GATE) [3] are two meaningful examples of open 
source initiatives. Apart from the natural language processors and machine learning 
recognisers, the most sophisticated components of TM tools are the document annota-
tor and the document viewer. Typically, user-system interaction relies on these com-
ponents and therefore, attractiveness, intuitiveness, ergonomics and flexibility are 
major development directives. UIMA’s U-Compare [4] and GATE’s Teamware [5], 
as others alike, are offered as an integrated framework option. Solutions not bound to 
TM frameworks also exist. For example, MyMiner [6], EGAS [7] and PubTator [8] 
offer free Web-based solutions, benefiting from feedback on user experience collected 
at jamborees and annotation evaluations. Arguably, the data staging area is the com-
ponent of the annotation life-cycle less developed so far. Namely, existing tools come 
short in features such as: monitoring intra-annotator and inter-annotator annotation 
patterns, assessing the suitability of annotation guidelines, and identifying unantici-
pated semantics, or other annotation issues, while still conducting annotation rounds. 
These features are equally important to large-scale annotation projects and smaller, 
more application-specific projects. Notably, they are quite important when the annota-
tors involved in the project present different levels of domain expertise and/or are not 
so familiar with the concept and implications of document annotation.  

This paper presents Marky, a freely accessible Web-based annotation tool that aims 
to provide for customised document annotation while supporting project management. 
Notably, the novelty lays on the annotation tracking system, which ensures that all 
actions occurring within the annotation project are recorded and may be reverted at 
any point. This ability is crucial to assess inter-annotator agreement and observe intra-
annotator patterns and thus, this tracking system is expected to improve the overall 
quality of project’s results.  

The next sections detail Marky design and its main functionalities. Attention is 
called to the following key activities: the creation of annotation projects, which in-
volves the definition of the entities of interest and the main guidelines of annotation; 
the deployment of annotation rounds, which includes intra-annotator and inter-
annotator statistics analysis; and the use of the annotation tracking system.  

2 Marky Web Application 

Marky is a Web-based multi-purpose document annotation application. The applica-
tion was developed using the CakePHP framework (http://cakephp.org/) [9], which 
follows the Model–View–Controller (MVC) software pattern. Crafting application 
tasks into separate models, views, and controllers has made Marky lightweight, main-
tainable and modular. Notably, the modular design separates back-end development 
(e.g. the inclusion of natural language tools) from front-end development (e.g.  
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documents and annotations visual representation), and allows developers to make 
changes in one part of the application without affecting the others. 

Marky reaches for state-of-the-art and free Web technologies to offer the best pos-
sible user experience and provide for efficient project management. The HTML5 
(http://www.w3.org/TR/html5/) and CSS3 (http://www.css3.info/) technologies sup-
port the design of intuitive interfaces whereas Ajax and JQuery (http://jquery.com/) 
technologies account for user-system interaction, notably document traversal and 
manipulation, event handling, animation, and efficient use of the network layer. Addi-
tionally, the Rangy library (http://code.google.com/p/rangy/) is used in common 
DOM range and selection tasks to abstract from the different browser implementa-
tions of these functionalities (namely, Internet Explorer versus DOM-compliant 
browsers). MySQL database engine supports data management. 

This section describes the annotation life-cycle and the core management and 
analysis functionalities currently provided by the application. 

2.1 Project Life-Cycle 

A project accounts for the following main components: documents or corpus, species 
or concepts of interest, annotations and users (administrator and annotators). The 
project administrator and the team of annotators have one shared goal: to carry out the 
work adequately to meet the project’s objectives.  

At initiation, the annotation goal of the project is established and the team is de-
fined. The documents to be annotated are automatically retrieved from an online 
source (e.g. PubMed Central) or uploaded by the administrator. The concepts of inter-
est, in particular the different types of concepts and their association, are identified 
manually (Fig. 1) and their semantics is formalised in a set of annotation guidelines.  
 

 

Fig. 1. Defining the types of concepts to be annotated in the project 
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Fig. 5. Reporting inter-annotator agreement 

Regarding annotation functionalities, Marky design has favoured the use of state-
of-the-art Web technologies as means to ensure wide user-system interaction and tool 
interoperability. Currently, Marky offers the same extent of manual operation of other 
tools. The ability to plug in named entity recognisers, or deploy the automatic recog-
nition of dictionary entries will be sought after in the near future.  
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Abstract. The massive production of data in the biomedical domain soon 
triggered a phenomenon known as information overload. The majority of these 
data are redundant without linked statements or associations, which hinders 
research methods. In this work, we describe an innovative and automated 
approach to integrate scientific results into small RDF-based data snippets 
called nanopublications. A nanopublication enhances attribution and ownership 
of specific data elements, representing the smallest unit of publishable 
information. It is particularly relevant for the scientific domain, where 
controlled publication, validation and ownership of data are essential. This 
proposal extends an existing semantic data integration framework by enabling 
the generation of nanopublications. Furthermore, we explore a streamlined 
integration and retrieval pipeline, empowered by current Semantic Web 
standards. 

Keywords: Nanopublications, COEUS, Semantic Web, Data Integration. 

1 Introduction 

Peer-reviewed publications remain the main means for exchanging biomedical 
research information. However, there are several ways, apart from publishing and 
sharing scientific articles, in which researchers can contribute to scientific 
community, for example, the submission or curation of biological databases [1]. In 
both cases, most part of the information is actually growing at high levels [2] and it is 
increasingly difficult to find scientific data that are linked or associated, including 
provenance details. For example, if one researcher decides to investigate if the gene 
APP has some specific association with Alzheimer’s disease, he may spent several 
days searching and analyzing the current scientific information available on the Web. 
This scenario will worsen if he wants to analyze multiple gene combinations in 
complex diseases, one of the most challenging domains of biomedical research. 

In addition, few initiatives specify how academic credit is established for 
biomedical data sharing. Traditionally, the evaluation measure of a researcher’s 
scientific career relies on his publication record in international peer-reviewed 
scientific journals. As stated above, there is a multitude of ways to contribute to the 
scientific community such as the submission and curation of databases entries and 
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records. In these specific cases, there is no successful way to attribute the credits of 
this work. 

In an effort to tackle these challenges and with the dawn of the Semantic Web, a 
new strategy arises to interconnect and share data – nanopublications. With this 
approach for relating atomic data with its authors, accessing and exchanging 
knowledge becomes a streamlined process. The idea is that nanopublications are 
suitable to represent relationships between research data and efficient exchange of 
knowledge [3]. With the nanopublications format, most of experimental data or 
negative studies can be published in a standard format, such as RDF triples, instead of 
archived as supplemental information in an arbitrary format or independent databases. 
Researchers also need to access supporting data to make progress with their 
investigation. Analyzing only data content is not enough to fulfill most research 
studies requirements, becoming essential to analyze all the associated metadata. For 
these reasons, publishing this type of information as nanopublications will benefit 
similar studies saving time and unnecessary costs. 

Additionally, even with the adoption of standards, some data sharing problems 
persist. The main reason for this is the lack of expertise by institutions or authors to 
transform local data into accepted data standards [4]. In this way, it is evident that 
researchers need an easy-setup mechanism that allows them to publish and share their 
scientific results through a reliable system. 

In this paper, we propose to follow this idea presenting an innovative architecture 
to integrate automatically several data studies into a reusable format - the 
nanopublication. With this system, we make the transition from several common data 
formats to the Semantic Web paradigm, “triplifying” the data and making it publicly 
available as nanopublications. The main goal is to exploit the nanopublication format 
to efficiently share the information produced by the research community, assigning 
the respective academic credit to its authors. The proposed approach is provided as an 
extension of the COEUS1 framework [5], a semantic data integration system. This 
framework includes advanced data integration and triplication tools, base ontologies, 
a web-oriented engine with interoperability features, such as REST (Representational 
State Transfer) services, a SPARQL (SPARQL Protocol and RDF Query Language) 
endpoint and LinkedData publication. Moreover, the resources can be integrated from 
heterogeneous data sources, including CSV and XML files or SQL and SPARQL 
query results, which will benefit our final solution. 

This document is organized in 4 sections. Section 2 introduces the nanopublications 
standard and some related projects. Section 3 describes the system architecture. Finally, 
Section 4 discusses ongoing work and future research perspectives.  

2 Background 

Nanopublications make it possible to report individualized knowledge assertions in a 
more efficient way. Due to the schema extensibility, it allows a useful aggregation 

                                                           
1 http://bioinformatics.ua.pt/coeus 
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alternative to manage disparate data. Next, supported by the actual model, we analyze 
some uses cases demonstrating nanopublications’ current potential.  

2.1 The Nanopublication Model 

The basic Semantic Web (SW) knowledge unit is built through the union of two 
concepts (subject and object) through a predicate, a triple statement, which formulates 
the assertion about something that can be uniquely identified. Nanopublications are 
also built on this SW strategy, allowing knowledge summarization to a set of 
thoroughly individualized list of assertions - the nanopublication [6]. It standardizes 
how one can attribute provenance, authorship, publication information and further 
relationships, always with the intention to stimulate information reuse. It is 
serializable through the interoperable RDF format, opening the door to new 
knowledge exchange possibilities and fostering their retrieval and use. Moreover, 
with universal nanopublications identifiers, each nanopublication can be cited and 
their impact tracked, encouraging compliance with open SW standards. Various 
efforts are under way to create guidelines and recommendations for the final schema 
[6]. Nowadays, the standard is being developed as an incremental process by the 
nanopublication community 2 . Figure 1 represents the basic model according to 
nanopublications schema3.  

 

Fig. 1. Basic nanopublication structure (left) with corresponding example (right) 

The unique nanopublication identifier is connected to Assertion, Provenance and 
Publication Information objects. Each of these contains a set of axioms representing 
the nanopublication metadata. The Assertion graph must contain, at least, one 
assertion comprised by one or more RDF triples. Supporting information about these 

                                                           
2 http://nanopub.org 
3 http://nanopub.org/nschema 
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assertions is included in the Provenance scope, where DOIs, URLs, timestamps or 
associated information can be described. Additional information, such as attribution, 
generated time, keywords or tags can be added too in the Publication Information 
graph to offer provenance information regarding the nanopublication itself. 

In a sense, nanopublications are a natural response to the exploding number and 
complexity behind scientific communications. In this way, it offers not only a great 
opportunity to improve and publish conventional papers’ research data, but also to 
explore experimental or negative data studies. Studies of this type are rarely 
published. Moreover, deploying data as nanopublications allows authors to receive 
the rightful credit for the shared content. 

2.2 Related Projects 

In 2008, the scientific journal Nature Genetics, was the first to introduce the concept 
of “microattribution” to enable an alternative reward system for scientific 
contributions [1]. Nevertheless, the first practical demonstration was only achieved in 
2011, with a series of interrelated locus-specific databases to store all published and 
unpublished genetic variation related to hemoglobinopathies and thalassemia [7]. At 
the same time, some approaches emerged to deposit scientific results as 
nanopublications due to recent SW initiatives empowerment. Some of them are 
outlined next.  

The Open PHACTS project 4  provides a nanopublications use case in their 
semantic knowledge infrastructure for public and commercial drug discovery research 
[8]. The nanopublications are used to store information as individual assertions from 
drug databases and from generated individuals through annotation tools. With the 
nanopublication format they promote data citation and provide credit to those 
producing important scientific assertions. 

The LOVD nanopublication tool [1] encourages the submission of human genomic 
variant data for scientific community sharing. This application enables first-
generation nanopublications from the Leiden Open-Access Variation Database5 [9]. 
From the local database, the system populates a triple store and aggregates all 
different triples into nanopublications. The content can also be retrieved in XML 
format. Another module has also been developed for this tool to specify allele 
frequency data [5]. In this case, the data is submitted by uploading a pre-formatted 
Excel spreadsheet template in order to extract the data to the system, creating a 
nanopublication per record. To attribute work recognition the system uses the 
ResearcherID6 user unique identity. 

The Prizms approach [4] enables the creation of nanopublication data by providing 
an automated RDF conversion tool. The input data can be in any format, including 
CSV, XML, JSON and others formats. Making use of an extension of a data 
management infrastructure (Comprehensive Knowledge Archive Network – CKAN) 
it can cite derived datasets using the nanopublication provenance standards. 

                                                           
4 http://openphacts.org/ 
5 http://lovd.nl 
6 http://researcherid.com 
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Essentially, it generates RDF data to describe the datasets as a “datapub”, a 
nanopublication model for describing datasets, according to the authors. A public 
demonstration with 330 melanoma datasets is publicly available7.  

Other approach is related with exposing experimental data in life sciences. Mina et 
al. make use of the nanopublication model to create scientific assertions from the 
workflow analysis of Huntington’s Disease data, making it machine-readable, 
interoperable, and citable [10]. Mainly, they present how the results of a specific case 
study can be represented as nanopublications and how this integration could facilitate 
the data search by means of SPARQL queries. Also, they include and connect the 
nanopublications provenance graph to Research Objects (RO) [11], an aggregation 
object that bundles experimental studies resources. This linkage allows a context 
description of the workflow process. In contrast to nanopublications, RO encapsulate 
elements for an entire investigation, as opposed to individual claims [12].   

The Nanobrowser portal8 is a different approach that lets users create interactive 
and manual statements through the nanopublication concept. The tool uses English 
sentences to represent informal and underspecified scientific claims [13]. These 
sentences follow a syntactic and semantic scheme that the authors call AIDA 
(Atomic, Independent, Declarative, Absolute), which provides a uniform and succinct 
representation of scientific assertions [14]. Essentially, authors and curators manually 
write AIDA sentences, and text mining approaches automatically extract the content 
to create nanopublications assertions.  

3 Nanopublishing Architecture 

The previous projects show how nanopublications can be used in real world scenarios. 
However, there are several issues and challenges that still have to be addressed. Most 
of the available solutions target a specific domain (e.g. Open PHACTS, LOVD, etc.), 
which limits the creation of nanopublications by researchers. Others miss the main 
functionality that is actually needed: an automated transition from several data 
formats to nanopublications. In this way, we believe that certain features must be 
employed for a nanopublication transition solution to be successfully implemented in 
practice, which are described next: 

1. The solution must accept common input data types (databases, delimited or 
structured files, etc.) and be capable of generating new nanopublications 
automatically, assigning the respective credit to its authors. 

2. The application content, i.e. all nanopublications, must be created with the goal to 
be publicly available, promoting data sharing. 

3. A search engine, supported by a SPARQL endpoint for instance, must be 
developed to provide a mechanism to query nanopublications. 

4. A query federation solution for users’ information exchange must be available, 
according to LinkedData principles [15]. 

5. The solution must be easy to setup by researchers. 

                                                           
7 http://data.melagrid.org 
8 http://nanobrowser.inn.ac 
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To tackle these requirements, we propose an extension to the COEUS’ architecture to 
allow easy integration from several data formats to the nanopublications ontology 
graph. In the next section, we describe the main changes in the core system 
architecture to enable nanopublishing. 

3.1 Integrating Nanopublications 

The COEUS framework offers a good starting point to develop an architecture to 
support generic data loading and integration. Its main handicap is the data 
transformation process that must match the internal model ontology. Changing this 
strategy, COEUS’ architecture will allow publishing universal scientific results 
automatically as nanopublications.  

The COEUS engine provides a variety of connectors (CSV, XML, JSON, SQL, 
SPARQL, RDF, and TTL) to aggregate data from different sources. However, the 
“triplification” process is made through an organized ontology model. In this model, 
the data relationships are in an “Entity-Concept-Item” structure (e.g. Protein-Uniprot-
P51587) to enable the integration of generic data into the Knowledge Base (KB). 
However, in the scenario addressed in this work, we know in advance the model of 
the data to be stored. Hence, we facilitate the user setup by completing automatically 
the nanopublications structure model. In this specific case, the user must only 
configure each “Resource” (data source properties) to integrate data as 
nanopublications. This introduces the first change to COEUS’ internal setup. 

The COEUS ontology translates the data elements into “Items” (coeus:Item), a 
basic representation of the produced data. As we are creating nanopublications, a 
specific data model, we associate a new predicate property: “Nanopublication” 
(np:Nanopublication). By adding this property to the internal ontology of the 
application, we split the core data transformation in 2 ways: the creation of COEUS 
concept data and the creation of nanopublication data. Attending to these 
modifications, the core application proceeds differently if the user wants to integrate 
data into COEUS’ original model or into COEUS’ nanopublication model. 

To publish data as nanopublications, we also change the triples generation process. 
Due to the nanopublications schema, each nanopublication produced includes at least 
one Assertion along with the Provenance and PublicationInfo field. The creation of 
each field is an automatic and incremental process. The mapping between the data 
source and each nanopublication field content remains a manual user interaction 
process. This procedure is conducted through a specific COEUS web interface, 
facilitating the user interaction.  

Figure 2 shows the new workflow diagram. The user starts by associating the data, 
creating one or more resources and their data endpoints (Figure 2, block 1). Linking 
the selected data to the nanopublications different fields will depend on the data type. 
This mapping process allows the engine to complete the nanopublication structure. 
Based on advanced Extract-Transform-and-Load (ETL) features, the engine 
generates, for each entry, a nanopublication record (Figure 2, block 2). Every 
nanopublication created is stored and made publicly accessible by several services 
(Figure 2, block 3). 
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Fig. 2. Nanopublishing workflow: from generic data to nanopublications 

To explore the data, COEUS has several interoperability features including REST 
services, a SPARQL endpoint and LinkedData interfaces. The creation of a 
nanopublication store forces this platform to adopt a new strategy to retrieve data. In 
this way, the system includes a RDF/XML exporting format option (represented in 
Figure 2 as “Nanopub RDF”), concordant with the nanopublication schema and 
accessible by a Uniform Resource Identifier (URI). We are also making collaborative 
efforts to maintain a compatibility interface with the nanopublication API, currently 
in development by the nanopublications community. 

4 Discussion and Conclusions 

The massive growth of scientific data generated year by year, including experimental 
data, begs for new strategies to grasp novel scientific outcomes. The nanopublication 
standard arises as a Semantic Web solution to this problem enabling researchers to 
synthesize and interconnect their results data. The appearance of this prominent 
solution, quickly triggered the provision of some tools. The majority are prototype 
solutions, each one targeting a specific domain. The approach described in this paper, 
intends to incentivize researches to publish and integrate their data as 
nanopublications in an easy way. Studies results can be generated in common formats 
to be submitted later to this framework. According to the workflow described, the 
user has the option to include the desired data into the engine, selecting and mapping 
the essential structured fields. Through the new design of ETL features on COEUS, 
we can integrate and deliver the data as nanopublications. This approach allows the 
reduction of redundancy and ambiguity of scientific statements contained in 
integrated studies. Also, it provides an attribution system with proper recognition to 
their authors, enabling appropriate data sharing mechanisms, according to LinkedData 
principles. With our expertise, we believe that such open source framework will 
benefit the research community and promote data sharing standards. We are also 
making efforts to offer an easy setup solution. By designing a new setup web interface 
we plan to make this framework more user-friendly and increase the researcher’s 
application range. In a near future, this work in progress will deliver, in a package, all 
tools needed to help researchers publish, store and retrieve all their outcomes as 
nanopublications. 
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Text Mining and Network Analysis
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Abstract. The cell cycle is one of the most important biological pro-
cesses, being studied intensely by experimental as well as bioinformatics
means. A considerable amount of literature provides relevant descriptions
of proteins involved in this complex process. These proteins are often
key to understand cellular alterations encountered in pathological condi-
tions such as abnormal cell growth. The authors explored the use of text
mining strategies to improve the retrieval of relevant articles and indi-
vidual sentences for this topic. Moreover information extraction and text
mining was used to detect and rank automatically Arabidopsis proteins
important for the cell cycle. The obtained results were evaluated using
independent data collections and compared to keyword-based strategies.
The obtained results indicate that the use of machine learning methods
can improve the sensitivity compared to term-co-occurrence, although
with considerable differences when using abstracts and full text articles
as input. At the level of document triage the recall ranges for abstracts
from around 16% for keyword indexing, 37% for a sentence SVM classifier
to 57% for SVM abstract classifier. In case of full text data, keyword and
cell cycle phrase indexing obtained a recall of 42% and 55% respectively
compared to 94% reached by a sentence classifier. In case of the cell cycle
protein detection, the cell cycle keyword-protein co-occurrence strategy
had a recall of 52% for abstracts and 70% for full text while a protein
mentioning sentence classifier obtained a recall of over 83% for abstracts
and 79% for full text. The generated cell cycle term co-occurrence statis-
tics and SVM confidence scores for each protein were explored to rank
proteins and filter a protein network in order to derive a topic specific
subnetwork. All the generated protein cell cycle scores together with a
global protein interaction and gene regulation network for Arabidopsis
are available at: http://zope.bioinfo.cnio.es/cellcyle addmaterial.

Keywords: text mining, natural language processing, cell cycle, ma-
chine learning, protein ranking.

1 Introduction

The cell cycle is characterised by a series of coordinated spatiotemporal events
that involve transcription regulation, synchronised control of dynamic subcellu-
lar location changes and interactions of gene products. To better understand the
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Biol. & Bioinform. (PACBB 2014), Advances in Intelligent Systems and Computing 294,
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cell cycle, model organisms are used, including the plant Arabidopsis thaliana.
This organism provides relevant insights to understand commonalities during
the cell cycle process of higher eukaryotes. It helps to determine connections be-
tween the cell cycle and plant growth, an issue of key importance for agricultural
biotechnology [1]. To generate a collection of plant cell cycle-modulated genes a
popular strategy is to examine periodically expressed genes during distinct cell
cycle phases [2]. Therefore, genome-wide temporal expression studies of cell divi-
sion were performed [3]. These studies only cover one level of association to the
cell cycle. Another source that provides information covering various different
types of associations between genes/proteins and the cell cycle is the literature.

Text mining methods have been used on a range of biological topics to improve
information access [4] from scientific publications. In addition to the recognition
of mentions of biologically relevant entities such as genes and proteins [5], the
extraction of relationships between entities has attracted considerable attention
[6]. Machine learning methods were applied not only to find entities and their in-
teractions but also to detect articles of relevance for a variety of biological topics
such as protein interactions [7], pharmacogenetics [8] or alternative transcripts
[9]. Currently one of the most popular statistical learning methods to classify
abstracts and sentences from the biomedical literature are Support Vector Ma-
chines (SVMs) [10,11]. Some general purpose classification systems of PubMed
abstracts have been implemented, such as MedlineRanker [12] or MScanner [13].
The results of text classification methods have been explored to rank also bio-
entities mentioned in documents [14,15] or to analyze list of genes [16,17].

Previous work did not sufficiently examine the combination of the detection
individual textual items (documents and sentences) with particular bio-entities
at the level of abstract and full text data. The authors examined the classi-
fication/ranking of textual evidences to facilitate a more targeted retrieval of
cell cycle related information for Arabidopsis. The presented work goes beyond
the use of abstracts, covering the retrieval of sentences and full text passages.
The used strategy returned a core set of cell cycle genes for the model organ-
ism A. thaliana described in publications. The ranking of bio-entity relations
(protein interactions and transcriptional gene regulation) using text mining was
attempted. We foresee that such results might be potentially useful in the anal-
ysis of interaction networks for the characterisation of cell cycle proteins. The
presented methodology could in principle be adapted to other organisms or top-
ics of interest.

2 Materials and Methods

Document Selection and Preprocessing. The cell cycle text mining sys-
tem integrated three main modules: (1) a cell cycle keyword recognition module,
(2) several cell cycle text classifiers and (3) the bio-entity recognition module.
Figure 1 provides a general overview of the cell cycle text mining system. The
collection of abstracts and full text articles relevant for A. thaliana was collected
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Fig. 1. Cell cycle classifier. This figure shows a simplified flowchart of the cell cycle
protein and literature text mining system. The lower part of the figure shows the protein
ranking by the abstract cell cycle classifier while on the right side example sentences
and abstracts returned by the classifier are shown.

by considering citations for this species from various databases1 together with
a hand-crafted Boolean PubMed query that covered the various aliases and rel-
evant journals for this species2. Abstracts and full text papers were tokenized
using an in-house sentence boundary recognition script. The resulting set of doc-
uments contained 11,636 full text articles and 16,536 abstracts.3

Gene/Protein Mention Recognition and Normalisation. On the litera-
ture collection we then performed bio-entity mention recognition4. The approach
was based on the construction and look-up of a specific gene/protein lexicon, fol-
lowed by a protein normalisation scoring/disambiguation step. The lexicon had
two entry types: a) a database-derived gene lexicon containing names that can be
linked to database records, and b) the NER-derived lexicon containing names
that cannot be normalised directly to any database record but corresponded

1 TAIR (Rhee et al. 2003), SwissProt (Boeckmann et al. 2003) and GOA (Camon et
al. 2004).

2 Query: ((thale AND cress) OR (arabidopsis) OR (thaliana) OR (thale-cress)
OR (mouse-ear AND cress) OR (mouse ear AND cress)) OR (a.thaliana) OR
(arabidopsis thaliana) OR (mouse-ear AND rock cress) OR (”Pilosella siliqu-
osa”) OR (”thale-cress”) OR (”The Arabidopsis book /American Society of Plant
Biologists”[Journal]).

3 Not all abstracts had an associated full text article and vice versa.
4 We refer to genes and proteins as bio-entities in this article.
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to Arabidopsis gene/protein names. The first type integrated A. thaliana gene
names and symbols from multiple resources. It covered all the Arabidopsis gene
names contained in TAIR and SwissProt5. The second type contained names
detected by a machine learning named entity recognition program (i.e. ABNER
[18]6) as well as names recognised through a rule based approach exploiting
morphological word cues (organism source gene prefixes and suffixes like At or
AT7) and name length characteristics for potential Arabidopsis gene symbols.
Lexicon expansion was carried out using manually crafted rules to account for
typographical name variations. Ambiguous names were removed using a spe-
cially compiled stop word list. The resulting gene lexicon had a total of 919,994
unique name entries, out of which 14,294 could be detected in abstracts and
27,497 were matched to full text articles. From the 6,214 UniProt A. thaliana
records, a total of 1,908 unique accession numbers could be linked to PubMed
abstract sentences (30.70%) while 4,732 could be connected to full text sentences
(76.15%). From the initial 10,287 TAIR gene identifiers (covered by the lexicon),
4,741 could be linked to abstract sentences (46.09%) while 7,163 (69.63%) were
associated to full text sentences.
Cell Cycle Term Detection. A simple strategy to retrieve documents for a
topic is by indexing mentions of relevant terms or keywords from a predefined
vocabulary. This article selection criterion is often used as a simple baseline for
more sophisticated retrieval and classification approaches. In addition of doc-
ument indexing, those mentions can be used to retrieve relevant entities by
considering co-occurrence. Therefore a list of 303 keywords related to the cell
cycle topic was selected from Gene Ontology (GO)8 and SwissProt keywords.
Child terms and synonyms of the GO cell cycle term were also included. This
original list was refined (highly ambiguous terms were deleted) and some addi-
tional terms were added. 4,430 term-sentence associations were recovered from
abstracts and 37,892 from full text articles using case insensitive look-up. 1,806
abstracts and 7,275 full text documents had at least a single term. From the
list of 303 keywords, 43 were mentioned in abstracts and 80 in full text. 978
co-occurrences with Arabidopsis proteins were found in abstracts and 11,199 in
full text.

The authors also extracted semi-automatically candidate cell cycle terms di-
rectly from the literature. Using a PubMed search, candidate abstracts related
to plant cell cycle were retrieved9. From those abstracts noun phrases, bigrams
and trigrams were obtained and ranked based on their raw frequencies. These
were extracted using the NLTK toolkit. Bigrams and trigrams were processed
using the Justeson-Katz filter. The ranked list was manually examined to select

5 TAIR: http://www.arabidopsis.org; SwissProt: http://www.uniprot.org
6 http://pages.cs.wisc.edu/~bsettles/abner
7 AT consists of the acronym for Arabidopsis thaliana. It is often used as an affix
attached to gene symbols.

8 http://www.geneontology.org
9 Search query used: mitotic[All Fields] OR ”mitosis”[MeSH Terms] AND
(”plants”[MeSH Terms] OR ”plants”[All Fields] OR ”plant”[All Fields]) AND
hasabstract[text] AND hasabstract[text].

http://www.arabidopsis.org
http://www.uniprot.org
http://pages.cs.wisc.edu/~bsettles/abner
http://www.geneontology.org
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phrases associated with cell cycle or mitosis. From the initial noun phrase list,
those cases that contained cell cycle terms either as substrings or sub-tokens were
incorporated as well. From the resulting list of phrases 3,479 could be mapped
to documents (1,319 in abstracts and 3129 in full text). A total of 4,430 men-
tions were detected in abstracts and 37,892 in will text. For this phrase list 5,917
co-occurrences with Arabidopsis proteins were found in abstracts and 59,288 in
full text.
Machine Learning Classifiers. To complement the term-indexing approach
we explored a supervised machine learning strategy based on SVMs. The SVM
packages scikit-learn [19] and SVMlight were used10 for this purpose. Two dis-
tinct classifiers were trained; one for classifying abstracts (and full text pas-
sages) and another more granular for individual sentences. As the cell cycle
topic is fairly general with a less uniform word usage selecting suitable training
instances was challenging. Initially we explored using literature citations from
GO annotations, but as they were rather noisy (many corresponding abstracts
did only indirectly refer to this topic), we finally selected the positive training
abstracts through a specific PubMed query11. From these hits, a random sam-
ple of 4,800 recent abstracts served as positive training collection. The negative
abstract training data was composed of 4,800 randomly selected PubMed ab-
stracts. Samples of 50 records from both sets were manually checked to make
sure that the training data was correct.

For the sentence classifier training data, we manually examined sentences men-
tioning within the corresponding abstracts both cell cycle terms and proteins. A
total of 5,840 cell cycle related sentences were selected as positive training set,
while 5,840 randomly selected sentences from the Arabidopsis abstracts consti-
tuted the negative training collection. We used in both cases a linear support
vector machine with the following parameter settings: whitespace tokenisation
pattern, stripped accents, minimum token frequency of 2, UTF-8 encoding, word
n-gram range of 1-4, lowercase tokens, parameter C of 0.05, L2 penalty and term
frequency-inverse document frequency term weighting. Overall the linear SVM
classifier was slightly better when compared to a Näıve Bayes multinomial or
Bernoulli classifier both at the abstract and sentence classification tasks (data
not shown). We also analysed the effect of masking protein mentions in the
training data sets. A total of 159,523 features were extracted from the abstract
and 24,970 from the sentence training sets. Using a 5-fold cross validation the
abstract classifier obtained a precision of 90.3 and a recall of 92.6 with a corre-
sponding F1-score of 91.5. In case of the sentence classifier the obtained precision
was of 90.2 with a recall of 97.5 (F1-score of 93.7).

10 scikit-learn: http://scikit-learn.org;
SVMlight: http://svmlight.joachims.org

11 Query: ”cell cycle”[MeSH Terms] AND (”plants”[MeSH Terms] OR ”plants”[All
Fields] OR ”plant”[All Fields])

http://scikit-learn.org
http://svmlight.joachims.org
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3 Discussion and Results

Carrying out an exhaustive manual validation of the entire collection of Ara-
bidopsis documents was not viable. Manual database annotations are commonly
used to evaluate bioinformatics predictions. We therefore validated our methods
using documents annotated as cell cycle relevant by the UniProt database for
Arabidopsis proteins12: 915 abstracts and 504 full text articles. Table 1 sum-
marises the results for the triage of cell cycle documents and for detecting cell
cycle genes/proteins. It is important to note that these documents are cell cycle
protein annotation significant and not just cell cycle related13.

Table 1. Evaluation of the cell cycle document triage (top) and protein detection
(lower)

Literature biocuration is particularly interested in high recall and reasonable
ranking of the text mining results, making sure that as many relevant instances
are captured as possible for further manual validation. From the results obtained
for the cell cycle document triage it is clear that the recall was higher when us-
ing full text data as compared to abstracts (associated with a larger number of
potential false positive hits). The recall of the cell cycle phrase co-occurrence

12 UniProt online version 20th March 2013.
13 Database annotations are generally incomplete, covering only a fraction of the infor-

mation contained in the literature, thus the evaluation metrics that depend on the
precision have to be taken with care.



Retrieval and Discovery of Cell Cycle Literature and Proteins 291

approach worked better for full text data when compared to the initial term
co-occurrence. Overall, the machine learning approach had a much higher recall
then term indexing, indicating that it is more appropriate for exhaustive litera-
ture curation. Under the used evaluation setting it seems that using full text data
can more than double the recall for document triage, but it remains unclear how
much time is de facto saved by human curators when using text mining results
for abstracts as opposed to full text. Providing a ranked list of relevant sentences
is key to find annotation relevant text passages for manual curation. The highest
recall for abstracts was obtained by the abstract classifier (57.27) followed by the
sentence classifier method (37.92). Although the provided precision scores have
to be taken with caution, it looks as if co-occurrence statistics between entities
and terms can be more reliable for retrieving protein annotations. To evaluate
the detection of cell-cycle proteins, all proteins annotated in the TAIR database
as cell cycle relevant were used as the Gold Standard set. A total of 174 of these
proteins had detected literature mentions (153 in abstracts and 169 in full text
sentences). The text mining results were compared to these proteins separately
for abstracts and full text. Table 1 (lower part) illustrates the protein results.
These were generally better than the document-based results. The use of cell
cycle phrase-protein co-occurrence had a greater boost in recall over the initial
cell cycle term list and could reach a recall comparable to the SVM classifier,
of over 80%. All three methods generated a list of additional potential cell cycle
related proteins that lack such annotations in the UniProt database.

One exploratory application of these results is the use of literature derived
protein scores to filter interaction networks. Such a network was assembled for
Arabidopsis derived from in multiple databases14 together with results from a
rule based interaction and gene regulation information extraction method [20].
We kept only interactions between proteins that where scored as cell cycle rele-
vant. Manual inspection of the resulting interaction network showed that highly
connected nodes in this network corresponded to the key players of various cen-
tral cell cycle events. Some issues that still need further examination include, a
more thorough analysis of precision related issues, the use of a combined system
integrating the various techniques presented here and the transfer of generated
scored to homologue proteins in other plant genomes.
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