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Foreword

The 16th International Conference on Human–Computer Interaction, HCI
International 2014, was held in Heraklion, Crete, Greece, during June 22–27,
2014, incorporating 14 conferences/thematic areas:

Thematic areas:

• Human–Computer Interaction
• Human Interface and the Management of Information

Affiliated conferences:

• 11th International Conference on Engineering Psychology and Cognitive
Ergonomics

• 8th International Conference on Universal Access in Human–Computer
Interaction

• 6th International Conference on Virtual, Augmented and Mixed Reality
• 6th International Conference on Cross-Cultural Design
• 6th International Conference on Social Computing and Social Media
• 8th International Conference on Augmented Cognition
• 5th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

• Third International Conference on Design, User Experience and Usability
• Second International Conference on Distributed, Ambient and Pervasive
Interactions

• Second International Conference on Human Aspects of Information Security,
Privacy and Trust

• First International Conference on HCI in Business
• First International Conference on Learning and Collaboration Technologies

A total of 4,766 individuals from academia, research institutes, industry, and
governmental agencies from 78 countries submitted contributions, and 1,476 pa-
pers and 225 posters were included in the proceedings. These papers address
the latest research and development efforts and highlight the human aspects of
design and use of computing systems. The papers thoroughly cover the entire
field of human–computer interaction, addressing major advances in knowledge
and effective use of computers in a variety of application areas.

This volume, edited by Constantine Stephanidis and Margherita Anton, con-
tains papers focusing on the thematic area of Universal Access in Human-
Computer Interaction, addressing the following major topics:

• Design for aging
• Health and rehabilitation applications
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• Accessible smart and assistive environments
• Assistive robots
• Mobility, navigation, and safety

The remaining volumes of the HCI International 2014 proceedings are:

• Volume 1, LNCS 8510, Human–Computer Interaction: HCI Theories,
Methods and Tools (Part I), edited by Masaaki Kurosu

• Volume 2, LNCS 8511, Human–Computer Interaction: Advanced Interaction
Modalities and Techniques (Part II), edited by Masaaki Kurosu

• Volume 3, LNCS 8512, Human–Computer Interaction: Applications and Ser-
vices (Part III), edited by Masaaki Kurosu

• Volume 4, LNCS 8513, Universal Access in Human–Computer Interaction:
Design and Development Methods for Universal Access (Part I), edited by
Constantine Stephanidis and Margherita Antona

• Volume 5, LNCS 8514, Universal Access in Human–Computer Interaction:
Universal Access to Information and Knowledge (Part II), edited by
Constantine Stephanidis and Margherita Antona

• Volume 7, LNCS 8516, Universal Access in Human–Computer Interaction:
Design for All and Accessibility Practice (Part IV), edited by Constantine
Stephanidis and Margherita Antona

• Volume 8, LNCS 8517, Design, User Experience, and Usability: Theories,
Methods and Tools for Designing the User Experience (Part I), edited by
Aaron Marcus

• Volume 9, LNCS 8518, Design, User Experience, and Usability: User Expe-
rience Design for Diverse Interaction Platforms and Environments (Part II),
edited by Aaron Marcus

• Volume 10, LNCS 8519, Design, User Experience, and Usability: User Expe-
rience Design for Everyday Life Applications and Services (Part III), edited
by Aaron Marcus

• Volume 11, LNCS 8520, Design, User Experience, and Usability: User
Experience Design Practice (Part IV), edited by Aaron Marcus

• Volume 12, LNCS 8521, Human Interface and the Management of Informa-
tion: Information and Knowledge Design and Evaluation (Part I), edited by
Sakae Yamamoto

• Volume 13, LNCS 8522, Human Interface and the Management of Infor-
mation: Information and Knowledge in Applications and Services (Part II),
edited by Sakae Yamamoto

• Volume 14, LNCS 8523, Learning and Collaboration Technologies: Designing
and Developing Novel Learning Experiences (Part I), edited by Panayiotis
Zaphiris and Andri Ioannou

• Volume 15, LNCS 8524, Learning and Collaboration Technologies:
Technology-rich Environments for Learning and Collaboration (Part II),
edited by Panayiotis Zaphiris and Andri Ioannou

• Volume 16, LNCS 8525, Virtual, Augmented and Mixed Reality: Designing
and Developing Virtual and Augmented Environments (Part I), edited by
Randall Shumaker and Stephanie Lackey
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• Volume 17, LNCS 8526, Virtual, Augmented and Mixed Reality: Applica-
tions of Virtual and Augmented Reality (Part II), edited by Randall
Shumaker and Stephanie Lackey

• Volume 18, LNCS 8527, HCI in Business, edited by Fiona Fui-Hoon Nah
• Volume 19, LNCS 8528, Cross-Cultural Design, edited by P.L. Patrick Rau
• Volume 20, LNCS 8529, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management, edited by Vincent G. Duffy

• Volume 21, LNCS 8530, Distributed, Ambient, and Pervasive Interactions,
edited by Norbert Streitz and Panos Markopoulos

• Volume 22, LNCS 8531, Social Computing and Social Media, edited by
Gabriele Meiselwitz

• Volume 23, LNAI 8532, Engineering Psychology and Cognitive Ergonomics,
edited by Don Harris

• Volume 24, LNCS 8533, Human Aspects of Information Security, Privacy
and Trust, edited by Theo Tryfonas and Ioannis Askoxylakis

• Volume 25, LNAI 8534, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

• Volume 26, CCIS 434, HCI International 2014 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 27, CCIS 435, HCI International 2014 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2014 Conference.

This conference could not have been possible without the continuous support
and advice of the founding chair and conference scientific advisor, Prof. Gavriel
Salvendy, as well as the dedicated work and outstanding efforts of the commu-
nications chair and editor of HCI International News, Dr. Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2014 Conference the members of the Human–
Computer Interaction Laboratory of ICS-FORTH, and in particular
George Paparoulis, Maria Pitsoulaki, Maria Bouhli, and George Kapnas.

April 2014 Constantine Stephanidis
General Chair, HCI International 2014
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Lićınia Fernandes



XXIV Table of Contents – Part III

Technical Progress in Housing Environment and Its Influence on
Performing Household Chores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 549

Przemyslaw Nowakowski

Shadow Cooking: Situated Guidance for a Fluid Cooking Experience . . . 558
Ayaka Sato, Keita Watanabe, and Jun Rekimoto

Smart Houses in Cloud4all: From Simulation to Reality . . . . . . . . . . . . . . . 567
Boyan Sheytanov, Christophe Strobbe, and Silvia de los Rı́os

Building a Recognition Process of Cooking Actions for Smart Kitchen
System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 575

Fong-Gong Wu and Tsung-Han Tsai

Understanding Requirements for Textile Input Devices Individually
Tailored Interfaces within Home Environments . . . . . . . . . . . . . . . . . . . . . . . 587

Martina Ziefle, Philipp Brauner, Felix Heidrich,
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MobileQuiz: A Serious Game for Enhancing the

Physical and Cognitive Abilities of Older Adults

Thomas Birn, Clemens Holzmann, and Walter Stech

Universitiy of Applied Sciences Upper Austria
Department of Mobile Computing

Softwarepark 11, 4232 Hagenberg, Austria
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Abstract. The ageing process involves physical and cognitive challenges.
It is a known fact that (outdoor) physical activity can help to counter
these issues and improve the quality of life. One way to motivate older
adults doing exercises are serious games. They embody the concept of
game-based learning and exercising, and they are designed to solve a
problem along with providing and engaging training experience. Based
on recent research, we have developed a concept of an outdoor serious
game, which has been designed to keep older adults mobile and enhance
their cognitive abilities at the same time. We have developed a prototype
and evaluated it in a user study with elderly participants. The results
show a high acceptance by the test participants, indicating that this kind
of game is interesting for the target group. The usability of the prototype
has also been evaluated and shows good average scores.

Keywords: Serious games, accessible games, design for aging.

1 Introduction

The great increase of the old population and the increasing social costs are
urgent issues society should address with proper plans [1]. By 2060, the US
population of adults over 65 is expected to increase from 43 to 92 million [2].
This increase has direct and severe implications for society and individuals as
well. It is therefore in the society’s best interest to find solutions that will keep
people healthy and mobile at low cost. With age come certain changes to the
human body resulting in various difficulties and challenges. These can be either
of physical nature (affecting hearing, vision and motor skills) or of mental nature
(including difficulties in perception, attention and memory) [3]. It is a known
fact that next to purely mental training, frequent physical activity can help to
counter not only the physical challenges, but also positively influences the mental
apparatus [4]. Investigations showed, that especially outdoor physical activity
has potential to improve the mental health [5, 6]. Based on recent research, we
conclude that regular, combined physical and mental training has the potential
to improve the quality of life of older adults.

An important success factor in getting elderly to perform exercises on a reg-
ular basis is their motivation. This motivation can be increased by the help of
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serious games, which offer concepts for motivating their players. They embody
game-based learning and exercising, and they are designed to solve a problem
along with providing and engaging training experience [7]. In contrast to games
for pure entertainment, the focus of serious games lies on the training aspect.
A higher motivation can be achieved by using a set of well known gratifica-
tion and motivation techniques, like for example a scoring system [8] or the
implementation of a social component, as suggested by Planic et al. [8] and
Brox et al. [9].

The goal of the presented work was to develop a location-based, serious game
for elderly people, which combines physical and mental training in a way that
keeps them motivated to play on a regular basis. From a technical viewpoint,
the ideal computing platform for this purpose are state-of-the-art smartphones,
which are equipped with a sophisticated set of sensors and considerable pro-
cessing power. In particular, features such as included GPS, digital compass and
inertial sensors as well as a big screens make them attractive for mobile location-
based games. Moreover, a representative survey targeting the elderly of five EU
countries has concluded that the age-divide for mobile phone usage is narrowing
faster than for regular computer use [10]. However, although more and more
older adults are familiar with smartphones, existing interface designs may not
be suitable for the majority of them [11]. This requires a special consideration
of universal access in the design phase of mobile applications for the elderly.

In this paper, we propose a serious game called MobileQuiz that combines the
above mentioned aspects: The physical and mental training in a game context
that is both accessible and usable for older adults, and which will motivate
them to play. In the following section we will present the related concepts. We
will then proceed with a detailed description of our game concept, the technical
approach and a prototypical implementation for Android phones. Afterwards,
we will present a first evaluation of the prototype which has been carried out
with 8 participants.

2 Related Work

Recent research showed a huge number of game concepts designed to foster the
physical strength of its players. Kyung-Sik et al. [12] studied a game design
in which the player is prompted to control an avatar with a foot board and
hand-held controllers. The study “Exergames for Elderly” investigated the use
of the Nintendo Wii Fit1 platform to enhance physical fitness [9]. Burke et al.
investigated a game, in which the player has to catch oranges with a physical
basket [13]. Games, that are played with mobile devices for enhancing the phys-
ical strength are e.g. “Penguin Toss” and “Bowling” as developed by Sunwoo et
al. [14]. In contrast to our concept however, these games are not optimized for
older adults and their key purpose is limited to physical training.

A serious game for enhancing the mental fitness is “ElderGames”, a memory-
like game played on a table [15]. Another example is the serious game described

1 http://wiifit.com/

http://wiifit.com/
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in [16], which should stimulate the cognitive abilities of Altzheimer’s patients by
letting them resemble daily life activities in a game. These games are designed for
older adults with the aim to improve their cognitive abilities, physical training
aspect are not included though.

Besides stationary games as mentioned above, recent work investigated
location-based games that are played outdoors and on mobile devices. In the
mobile fitness game “SmartRabbit” for example, the goal is to run a certain dis-
tance in the shortest time possible [17]. Another example is the “Business Con-
sultant” game [18], which guides the player through a set of nearby locations,
who has to conduct virtual interviews at each target location. The difference of
such games to our concept lies in the lack of optimization for older adults.

As summarized in Table 1, the majority of these works make use of one single
training aspect or focus on the technical game development, but they lack an
optimization for older adults. Because little has been done to address the issue of
digital game design for older adults with the focus on physical exertion together
with mental training [3], our approach combines those two concepts with a focus
on user experience for older adults and the motivation aspect.

Table 1. A summary of the training and game aspects of the related concepts

[9] [12] [13] [14] [15] [16] [17] [18]

Designed for seniors ⊗ ⊗
Physical training ⊗ ⊗ ⊗ ⊗ ⊗ ⊗
Mental training ⊗ ⊗ ⊗
Mobile device ⊗ ⊗ ⊗

3 MobileQuiz Concept and Characteristics

MobileQuiz is a serious game where the player has to conduct an outdoor chal-
lenge based on the principles of geocaching. The goal is to find and reach pre-
defined locations based on spatial cues. Once a location has been reached, the
player has to answer questions in order to get points and unlock the information
about how to reach the next location. The game design aims to (i) be elder
friendly, (ii) enhance the player’s physical mobility, (iii) strengthen the player’s
mental ability and (iv) orientation, while (v) motivating him or her to play the
game again. In order to achieve those aims, the concept includes different com-
ponents that cover the respective areas as shown in Table 2 and explained in the
following concept description.

The key aspect of the game is the wayfinding (WF) the users have to perform
while playing the game. It combines the physical workout when walking from
destination to destination with mental training when looking for the right way
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Table 2. The overall aims are mapped to the concept components: Wayfinding (WF),
Map (MA), Quiz (QZ), User Interface (UI) and Personalization (PE)

WF MA QZ UI PE

(i) Senior friendly ⊗
(ii) Physical fitness ⊗
(iii) Mental fitness ⊗ ⊗
(iv) Orientation training ⊗ ⊗
(v) Motivation ⊗ ⊗

to go. The wayfinding forces the players to orientate themselves. A map (MA)
visualization and directions also add up to the orientation training aspect. The
gaming component of the concept - the quiz - will train the mental fitness of
the players while giving additional motivation to them when receiving points
for right answers (QZ). A specifically adapted user interface makes sure that
the game suits the needs of older adults when it comes to the interface design.
The game can be personalized (PE) in terms of two game modes. This ensures
additional motivation as the game has a wider application.

The game is entirely played outdoors. At the beginning of each game, the
player can choose between two different game modes. Both will provide different
settings and advantages as described in Section 3.1. However, the basic game
principles stay the same. After the selection of a mode, the current game setting
includes a set of at least two different locations the player has to visit successively
by foot. An analog compass, together with the distance to the next location (see
Figure 1a), is shown at the display of the mobile device and helps the player to
reach the destination. If the player is not able to find the location, a navigation
function is included, which shows the shortest path to the destination on a map
and gives turn-by-turn directions if desired. How locations are added to the game
will be explained in more detail in the following sections.

The access to the game questions is triggered by the GPS module of the mo-
bile device whenever the next destination has been reached. At this point, the
player has to answer questions that are either related to the location or to the re-
gion surrounding that location. A screenshot with an example question is shown
in Figure 1b. The player gets points once a destination has been reached and
when answering a question correctly. Once all the questions for the location are
answered, the compass that shows the direction to the next location is unlocked
and shown on the display. This cycle repeats until all locations have been visited.
At the end of the game, a summary of the finished game is shown to the player.
Since all game runs are stored on the device, the player can revise the played
games at any time including a map of the actual path the player travelled and
the list of questions that have been answered. The correct and chosen answers
are highlighted in different colors.
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3.1 Game Modes

The proposed game has two modes, an automatic and a manual one:

– Automatic Mode: The automatic mode uses nearby points of interest to
generate a game run. The player has the option to specify the minimum and
maximum number of locations to be added to the game, which allows for an
approximate estimation of the game duration.

– Manual Mode: In this mode, the player is able to use custom locations
in the game. A search function provides a category-based search of nearby
points of interest. After a successful search, certain points of interest can be
added as new location to the game. Previously found and selected locations
can always be re-selected for future game runs.

Providing a manual in addition to an automatic game modes is mainly for two
reasons. First, the game can be better personalized to the needs of the player
by supporting custom locations. Second, it provides the opportunity to alter
the game in a way that allows for a better integration into everyday life, which
in turn adds to the motivation aspect. This combination of modes allows for
different usage scenarios, ranging from the integration of the game with simple
daily routines to the exploration of unknown cities.

Each mode will guide the player back to the starting location when the last
location of a game has been reached. This allows the user to get back to the
starting point, which is assumed to be a well known location. Otherwise, the
player may find himself in an unfamiliar area once the game has been finishes.

(a) Game screen (b) Question screen (c) Map screen

Fig. 1. The game screen (a) shows the direction and distance to the next destination.
After the destination is reached, the player receives points and has to answer a question
(b). A map screen (c) provides guidance to the next destination when the “navigate”
button is pressed.
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3.2 User Interface Design

The user interface of the game has been designed according to several guidelines
for graphical building user interfaces for older adults [5, 8, 11]. It has been kept
simple while showing task-relevant information only. The use of big fonts and a
high contrast color scheme additionally adds to the accessibility for older adults.
The basic layout of the game stays the same for all views. In order to be more
consistent throughout the service, the layout of all screens includes buttons with
a positive-negative-semantic. The left (“negative”) button will always undo the
last action or exit the current state. The right (“positive”) button will trigger the
most reasonable action (for example: saving a location, starting a game, etc.); it
is disabled if no action is available. The design is depicted in Figure 1.

4 Technical Approach

A fully functional prototype implementation of the service has been built follow-
ing the described concept. One major challenge was to retrieve nearby locations
as well as questions that are related to these locations. Our approach to gener-
ate a quiz route includes three main steps that are shown in Figure 2. At first,
the searching and processing of nearby points of interest is needed. As we are
not aware of any existing toolkits or public APIs for generating location-based
questions, this is a key aspect of the technical implementation we had to face.
The third step is the combination of generated locations and questions to a
reasonable quiz route.

���������	
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��������	
����
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����	
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���������
�����
�

Fig. 2. Generating a quiz route includes three steps

4.1 Requesting Nearby Locations

The first step of requesting nearby locations is only necessary if the player chooses
the automatic mode, since the manual mode already includes self-defined loca-
tions. Once the player hits the “Start Game” button, the device will conduct
a search for nearby locations. For the prototype implementation, the surround-
ing search diameter has been limited to 800 meters, which has shown to be a
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reasonable distance in initial tests. In order to get publicly available points of
interest, we used the Overpass API of the OpenStreetMap2 (OSM) project. The
API request can be parameterized with the following metrics:

– The center of the search that will be conducted,
– the diameter of the search area, and
– the types of points of interest.

The result is a list of nearby points of interest fitting the parameters. The types
of the requested points of interest were limited to a subset of most reasonable
types. Instead of including arbitrary location types like toilets, we focused on
noteworthy places like common sights, places of worship and parks, but also
supermarkets, restaurants and banks.

4.2 Requesting Quiz Questions

The automatic generation of location-based quiz questions is a complex task
and would require huge efforts to implement. For the prototype implementation,
the quiz questions were therefore provided manually via a web interface on the
application server. A question can be defined by setting the following parameters:

– The coordinates of its center,
– a radius defining the validity of the question,
– the question itself,
– and a set of answer possibilities where the correct one is marked.

The specified radius defines a diameter around the center of the question,
defining its area of validity. This allows for a generic and flexible way to create
questions as they can be set to be valid for a relatively small area (for example a
building or a park) or for wide areas (like country regions or even whole districts).
It is important to note, that this approach could be improved by adding the
option to use polygons for defining areas. This would allow for a more detailed
level of definition.

4.3 Generating a Quiz Route

Generating a quiz route on the mobile device includes the previously mentioned
fetching of locations and retrieving of quiz questions from the application server.
The locations and questions are then merged to a game route. The process
consists of the following steps:

1. Fetching of surrounding points of interest from OSM data for the automatic
mode or fetching all surrounding custom locations in manual mode.

2. Calculating the diameter that is formed by all fetched nearby locations.
3. This diameter and the user’s location are sent to the application server in

order to request suitable questions. The server returns all questions whose
diameters overlap with that of the nearby locations.

2 http://www.openstreetmap.org

http://www.openstreetmap.org
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4. The fetched points of interest and questions are then merged on the mobile
device by assigning each question the closest point of interest (if it has not
been assigned to another question yet). This is done under the assumption
that spatial proximity is a good indicator for the relation between a certain
question and a geographic location.

5. The last step in the process uses methods of heuristic optimization to cal-
culate the “best” route that includes all selected locations. We define the
best route as a connection between all points of interest so that no cycles
and no double visits of sub-paths occur. For the route generation, just points
of interest which have been assigned to a question are considered. For the
prototype implementation, we solved this travelling salesman problem with
the techniques of simulated annealing, what provides good results in a rea-
sonable time for our prototype implementation. Because of already stated
reasons, the starting location is added to the game as the fixed destination
before the calculation begins.

Once the game route has been generated, the player can navigate to the first
location.

5 Evaluation

The prototype has been evaluated with user tests. The main purpose was to as-
sess the usability and acceptance of the concept in an initial study. The questions
of interest are whether such a game is accepted by the target group or not, and
if the provided concept is sufficiently usable. An assessment of specific physical
and mental improvements has not been made. The evaluation of this would need
long-term studies in an controlled environment. Therefore, the focus was on

1. the assessment of the usability of the concept and the user interface,
2. the observation how intuitive the prototype was to use for the participants,
3. the identification of potential design flaws, and
4. the assessment if this kind of game will be accepted by the target group.

5.1 Methodology and Setup

The tests were performed by eight participants, 3 male and 5 female, between the
age of 60 and 71 (M=65.8, SD=3.9). The small sample size should be sufficient
to gain insights into the most common usability problems [19] and to get an
estimate about the user satisfaction. Four of the participants are using a feature
phone regularly for making telephone calls. Two of the participants had already
used a smart phone before, the rest had not have used either a smart phone or a
feature phone before. The participants had to perform tasks using the prototype,
which included one actual game run and some tasks to configure the game as
well as reviewing played games. Overall, there were four different assignments:
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1. Start an automatic game and play it to the end.
2. Add a place to a manual game.
3. View the location properties of an already defined location.
4. Review the previously played game and look at your answers to the questions.

For the test run, we created a set of questions in the surrounding areas of the
test participants via the web interface. The questions were related to the area and
some nearby points of interest. During the execution of the tasks, we gathered
the times it took to complete them as well as data from observations by the study
instructor. We also advised the participants to think aloud during the tests. The
sequence of the tasks had to be performed three times in order to assess the
learning curve of the game. After finishing all scenarios, the participants were
asked to fill out the System Usability Scale (SUS) [21] questionnaire to assess
the overall system usability.

5.2 Timing Results

All participants were able to finish all tasks. The first task included the navi-
gation from one location to another in different settings. To compensate for the
resulting differences in task times, only the duration for starting the application
and for configuring and starting the game has been taken into account for task
one. Figure 3a shows how much time it took the participants in average to per-
form the task sequence for each run. The lowest time for the first run was 213
seconds for the slowest participant and 196 seconds for the fastest with a mean
of 216.13 (SD=15.71) seconds. The second run was faster with the slowest time
of 168 seconds, the fastest time of 154 seconds and a mean of 159.63 seconds
(SD=4.98). In the third run, the slowest time was 161 seconds, the fastest time
was 141 seconds and the mean time was 151.38 seconds (SD=6.99).

1 2 3
Mean 216,13 159,63 151,38
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Fig. 3. The mean task times (a) show an improvement of 30% for the third run com-
pared to the first run. The SUS scores per participants (b) show an overall good
usability.
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5.3 User Feedback

After finishing all test scenarios, the participants were asked to give feedback
and some ideas of potential design flaws and potential for improvement. Some
participants mentioned the usefulness of an additional audio feedback when ap-
proaching a destination. This way, the visual focus would not lie on the display
of the mobile device all the time. During the execution of task two, some par-
ticipants had a hard time when picking a point of interest from the map. They
claimed that the zoom level is too low. In general, the participants had troubles
when interacting with the map. When asked for their opinion about the tasks,
some participants stressed that they would prefer a simpler user interface for
task two, the adding of a new location to the manual game. The remaining tasks
were perceived as positive and usable by the participants. When asked if the
participants had fun playing the game, all but one of them totally agreed. All
but one participants would also recommend the game to friends. Additionally,
the participants were asked to fill out the SUS questionnaire; the aggregated
result shows an overall SUS score of 75 (SD=7.55) on a scale from 1 to 100.
Figure 3b shows the SUS score per participant with the lowest value of 63 and
a highest value of 85.

5.4 Discussion

The results of the eight individual test runs can be seen as outcome of an ini-
tial study and are not significant due to the small sample size. They allow,
however, the drawing of conclusions concerning the user satisfaction of the eval-
uated game and the overall experience of such kind of games. The gathered
quantitative data show a clear learning curve with a mean improvement of 30%
(min=23.3%,max=34.1%) for the third trial compared to the first run (see Fig.
3a). This indicates that the participants, which had little to non experience with
smart phones, are able to learn the used procedures in the game when playing
regularly. The mean SUS score of 75 shows the general good usability of the
system. Some participants had troubles with the map interaction. We observed
that the participants could not handle the necessary multi touch gestures very
well. We also did not not provide any alternative means of interacting with the
map like for example buttons for zooming. Additionally, the zoom level has been
perceived as too low. The study revealed the need of two major improvements of
the system: (a) the auditory feedback of game states and (b) the improvement
of the map in terms of interaction and zoom levels. The user feedback clearly
shows that the game has been widely accepted by the test participants. This
indicates that this type of game can be fun to play and would motivate older
adults to do exercising.

6 Conclusion and Future Work

The introduced concept combines physical exertion and cognitive training to one
outdoor game. The design of the concept defines different components in order to
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reach the concept aims. A prototype has been implemented following a profound
technical approach and evaluated in a user study. The main purpose of the study
was to show how this kind of games will be accepted by the target group and if
the presented concept implementation is usable. We showed that the majority
of the test participants are satisfied with the usefulness of the concept and the
provided usability. The participants had fun playing the game and the majority
would recommend it to friends. We see potential for future investigation in the
visualization and interaction of maps in mobile, location-based serious games,
as well as in the automatic generation of context based quiz questions. Another
future development could be the introduction of a social component to share
game results in order to motivate the player further, as suggested by Planic et
al. [8] and Brox et al. [9].
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Abstract. This study examines how adults pay attention to cognitive and affec-
tive illustrations on a cancer-related webpage and explores age-related differ-
ences in the attention to these cognitive and affective webpages. Results of an 
eye-tracking experiment (n = 20) showed that adults spent more time attending 
to the illustrations on the cognitive webpage than the illustrations on the affec-
tive webpage. Furthermore, older adults spent about 65% less time fixating the 
webpages than younger adults. Whereas older adults had less attention for illu-
strations on the cognitive webpage then younger adults, they spent equal time 
viewing the illustrations on the affective webpage as younger adults.  

Keywords: eye tracking, aging, attention, fixation duration, cancer-related  
information, cognitive and affective illustrations, e-health. 

1 Introduction 

The Internet offers a viable source for disseminating cancer information and is increa-
singly used by cancer patients. Many hospitals also refer their patients to information 
on the Web, such as patient portals and hospital websites. Hence, a lot of cancer-
related information is presented online and sometimes even exclusively online [1]. 
Even though older adults use the Internet progressively more [2], including for health 
information [3], this does not necessarily mean that they understand online cancer 
information. The ability to seek, find, and understand cancer information from elec-
tronic sources is markedly lower among older adults [4]. This might be a result of, 
among other things, declines in older adults’ basic abilities, such as cognitive (e.g., 
decreased working memory) and sensory (e.g., decreased visual acuity) modalities [5]. 
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To make online cancer information more understandable for older adults, illustra-
tions can be added with the aim to expand cognitive capacity. Older adults often have 
a smaller total cognitive capacity than younger adults and would therefore benefit 
more from having online information presented in multiple formats, such as text and 
illustrations [6]. However, we currently lack knowledge on how older adults use illu-
strations on cancer-related websites and whether different types of illustrations are 
differently used. We distinguish between cognitive illustrations (i.e., images that 
complement text and help people to understand it) and affective illustrations (i.e., 
images that mainly aim to evoke positive feelings and to generate positive emotions). 
Whereas cognitive illustrations are expected to increase understanding and recall of 
information through expanding people’s cognitive capacity, affective illustrations 
might increase these outcomes in a different way. According to the socioemotional 
selectivity theory, older adults have more emotion-related goals and use these goals to 
encode and memorize information [7]. As a result, older adults are expected to spend 
more time to affective illustrations and consequently recall this information better. 
This is called the positivity effect and might explain a greater attentional focus of 
older adults on affective information [8]. 

Previous empirical research has shown both positive effects (e.g., increased  
website satisfaction and recall of information) of adding cognitive and affective illu-
strations to text information [9], [10] as well as no or mixed effects of adding such 
illustrations (e.g., increased recall of information but only for younger adults) [11], 
[12]. More insight into how older adults use cognitive and affective illustrations can 
help to understand these differences. Using eye-tracking data, we therefore aim to (a) 
examine how adults pay attention to cognitive and affective cancer-related webpages 
and (b) explore possible age-related differences in attention to cognitive and affective 
webpages.   

2 Method 

2.1 Stimulus Material 

We created two English versions of a cancer-related webpage that modeled the web-
site of the Netherlands Cancer Institute (NKI). The Dutch version of the webpage was 
used in previous studies [11], [12]. This specific webpage contained information on 
Radio Frequency Ablation (RFA) treatment, which is a minimally invasive treatment 
to treat metastases in the lung. The content of the text information was kept constant 
across the two versions of the webpage. The only difference between the webpages 
was the figures: In one version, two cognitive illustrations were included on the web-
page and in the other version, two affective illustrations were included on the web-
page. Illustrations were extensively pre-tested in two previous studies in order to 
choose the most appropriate cognitive and affective illustrations [11], [12]. The web-
pages used in this study are presented in Figures 1 and 2 respectively. 
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Fig. 1. The webpage containing RFA information and cognitive illustrations  

 

Fig. 2. The webpage containing RFA information and affective illustrations  
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2.2 Participants and Procedure  

Participants were residents of the metropolitan Washington, DC area. Ten younger 
adults (aged 23-33, M = 26.50, SD = 2.88) and ten older adults (aged 51-70,  
M = 58.80, SD = 6.55) participated in the study. Participants completed a screener 
questionnaire prior to participation. We were therefore able to create two equal expe-
rimental conditions that included both younger and older adults. The two experimen-
tal conditions did not significantly differ with regard to the participants’ age, F(1, 18) 
= 0.00, p = .990, η² = .00, education level, χ² = 1.11, p = .774, gender, χ² = 0.20,  
p = .655, and Internet use, F(1, 18) = 0.26, p = .616, η² = .01. 

Eligible participants were invited to the usability lab where the study took place. 
Each participant sat individually behind a 21.5 inch monitor that had a Tobii X2-60 
eye tracker attached to it (see Figure 3). Each session started with the moderator read-
ing instructions about the study followed by the eye-tracker calibration. Instructions 
made clear that participants could look at the webpage as long as they preferred and 
that no navigation or search task was needed because the webpage was a snapshot of a 
webpage. Calibration involved the participant looking at five predefined points on the 
screen. After calibration, participants were exposed to one version of the webpage. 
Upon completion of the study, participants received 15 USD for their participation. 

 

Fig. 3. Participant viewing one version of the webpage in the usability lab 

2.3 Data Analysis  

Eye-tracking data were prepared and exported to SPSS using Tobii Studio software. 
Heat maps were generated using the same software to visualize results. Areas of In-
terest (AOIs) were defined to assess the time (duration in seconds) that participants 
fixated the text and illustrations. We conducted Analyses of Variance (ANOVAs) to 
measure differences in fixation duration between cognitive and affective illustrations, 
to explore differences between the younger and older age group, and to examine age-
related differences within the two experimental conditions. 
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3 Results 

3.1 Attention to the Webpage 

The eye-tracking data were analyzed to determine how much time participants fixated 
the cognitive webpage and the affective webpage, overall. Participants spent on aver-
age 63.65 seconds viewing the full webpage (SD = 41.85). We examined the illustra-
tions AOI for the cognitive webpage and the affective webpage and found that across 
all participants, there were significant differences in fixation duration between the 
cognitive and affective illustrations, F(1, 16) = 23.46, p < .001, η² = .59, such that 
people spent more time on the cognitive illustrations (M = 12.12, SD = 9.24) than the 
affective illustrations (M = 1.25, SD = 1.38). No differences were found in fixation 
duration for the text when comparing the cognitive webpage and the affective web-
page, F(1, 16) = 0.04, p = .838, η² = .00. 

3.2 Age-Related Differences in Attention to the Webpage 

Next we examined age-related differences in attention to the webpage and found that 
older adults spent significantly less time fixating the webpages compared to younger 
adults, F(1, 16) = 22.09, p < .001, η² = .58. Whereas younger adults spent on average 
93.83 seconds viewing the webpages (SD = 36.47), older adults only spent 33.47 
seconds on average viewing the webpages (SD = 18.55), indicating that older adults 
spent almost 65% less time viewing the webpages than younger adults (Table 1).  

Table 1. Fixation duration (in seconds) stratified by condition and age group (n = 20)  

  Fixation duration 
on the webpage 

Fixation duration 
on the text 

Fixation duration on 
the illustrations 

 n M SD  M SD  M SD 

Cognitive illustrations 10 70.72 46.67  57.24 36.06  12.12 9.24 
Younger adults 5 107.49 30.78  87.85 26.45  18.26 8.84 
Older adults 5 33.96 19.13  26.63 14.75  5.98 b* 4.46 

Affective illustrations 10 56.57 38.75  54.70 38.42  1.25 c*** 1.38 
Younger adults 5 80.17 39.72  77.34 40.50  2.06 d*** 1.57 
Older adults 5 32.97 20.20  32.07 20.02  0.44 0.41 

Total 20 63.65 41.85  55.97 37.25  6.69 8.51 
Younger adults 10 93.83 36.47  82.59 32.72  10.16 10.42 
Older adults 10 33.47a*** 18.55  29.35a*** 16.82  3.21a** 4.18 

Note. The higher the fixation duration the more attention was paid to (elements of) the web-
page. M = Mean; SD = Standard Deviation. 
aMean differs significantly compared to younger adults. bMean differs significantly compared 
to younger adults in the cognitive illustrations condition. cMean differs significantly compared 
to the cognitive illustrations condition. dMean differs significantly from younger adults in the 
cognitive illustrations condition. * p < .05. ** p < .01. *** p < .001. 
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Fig. 6. The interaction effect between type of webpage and age on fixation duration to the illu-
strations on the cognitive and affective webpage  

 

       
Fig. 7. Mean fixation duration for viewing the cognitive and affective webpages stratified by 
age group  
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4 Conclusion and Discussion 

In this eye-tracking study, we examined how adults attend to cognitive and affective 
cancer-related webpages and how younger and older adults differ in their attention to  
such webpages. We found that overall, participants attended more to the illustrations  
on the cognitive webpage than on the affective webpage, and attention to the text 
information was equivalent across both types of webpages. When exploring age-
related differences, we found that older adults spent 65% less time viewing the web-
pages than younger adults did. As a consequence, older adults also spent less time 
reading the text information than younger adults. With regard to the illustrations on 
the cognitive and affective webpages, we found that older adults fixated the illustra-
tions on the cognitive webpage considerably less than younger adults. However, older 
adults spent an equal amount of time on the illustrations on the affective webpage 
compared to younger adults. 

We had not expected that older adults would spend significantly less time viewing 
the webpage than younger adults. This is in contrast with other eye-tracking research 
in which older adults spent more time viewing webpages when they were instructed to 
complete a specific navigation task [13, 14]. An explanation could be that the task of 
this particular study was to view a snapshot of the webpage as long as the participant 
preferred rather than completing a navigation task. In our study, Internet experience 
might have played a less important role but might be a predictor of navigation task 
completion time [14], [15]. This low attention score among the older age group 
should however be considered as a related study revealed that attention to the text 
information increased recall of information, particularly in older adults [12]. Recall of 
information is a prerequisite for important health outcomes, such as adequate disease 
management [16] and adherence to medical regimes [17]. Future research should 
therefore focus on finding effective ways to motivate older adults to pay attention to 
cancer-related websites in order to optimize their recall of online cancer-related in-
formation. 

Younger adults spent more time on the illustrations on the cognitive webpage than 
older adults whereas attention to the illustrations on the affective webpage was equal 
across younger and older adults. This is in line with the socioemotional selectivity 
theory stating that younger adults hold more knowledge acquisition goals which shift 
toward more emotional goals as they age [7]. This difference in motivational goals is 
reflected in the results and might explain the attention differences for the illustrations 
on the cognitive and affective webpage in younger and older adults. 

This study provided new insights into the differences in younger and older adults’ 
attention to cognitive and affective illustrations on cancer-related websites. Moreover, 
our results provide practical evidence for the socioemotional selectivity theory. How-
ever, as the age of the older adults in this sample started at 51 years old, we might 
have underestimated the attention to emotional information (i.e., the affective web-
page in older age) since attention to emotional material increases even more after the 
age of 70 [7]. Nevertheless, this study shows that websites may need to be designed 
differently when older adults are the primary user group. 
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Abstract. The prolonging life expectancy and, as a result of it, the growing 
number of people of elderly age means that more attention should be devoted to 
the design of ergonomic equipment which includes the needs of this group of 
customers. Elderly people often suffer due to poorly designed technical facili-
ties, which discourages them from using equipment to improve the quality of 
their lives. The article summarizes the identified needs of elderly people in rela-
tion to control devices along with the general guidelines for the ergonomic  
design and design approaches for people with disabilities including: universal 
design, inclusive design, design-for-all, barrier-free design, and accessible de-
sign. Among the most important limitations of elderly people are included: re-
duced psychomotor and sensory efficiency and range of motion, decreased 
strength, and a decreased ability to remember. In this way a checklist is com-
prised of criteria such as anthropometric compatibility, ease of use and han-
dling, transparency and visibility, tolerance for error, sensory substitution, and 
palpability and feelings. The list of identified criteria is evaluated by users re-
sulting in a quantification of individual requirements. Based on interviews with 
users, an identification and classification is also made of the basic groups of 
control devices used by the elderly. As a result of these measures checklists are 
obtained to evaluate each group of the control devices, which examine the typi-
cal and commonly used devices in the Polish market. Some selected devices 
have also been subjected to an evaluation during arranged performance situa-
tions involving elderly persons. The information obtained during this is  
discussed within the article. 

Keywords: ergonomic design, heuristic methods, design, ergonomics, devices 
for the elderly. 

1 Introduction 

Thanks to advances in medicine and improvement of the quality of life, its average 
length is constantly growing, now reaching in the EU an average level of 76.7 years 
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for men and 82.6 for women. This is not the final value as it is estimated that the av-
erage life time will be extended for the next 5-9 years in the first half of the twenty-
first century, and the age limit achieved by women in the future may reach values 
between 120 and 130 years [12]. This gas an impact, among other demographic 
changes, on the effect called aging. A clear effect of this trend is discernible in the 
Population median age index, which in 2011 amounted to 41.3 years in 27 EU coun-
tries, and over the next 40 years it is likely to reach the level of 48 [14].This means 
that there is a need for addressing the needs of elderly people in the designed prod-
ucts, services, architectural environment, and even workplaces in a better way. The 
products will not only have to meet the safety requirements in the currently unders-
tood criteria [15], but also take into account the cumulative aspects of user groups, 
which are the elderly, that are susceptible to certain factors. [7]. The ergonomic de-
sign also allows for achievement of such product parameters, which make it resistant 
to the occurrence of some abnormalities in the manufacturing process itself, which 
obtains a minimal loss of quality, with the planned cost of production [31].Thus, er-
gonomic approach allows to keep a balanced development in all areas of human func-
tioning. [22] Hence, it appears that there is no alternative to ergonomic design in the 
context of an aging society. We need to be better prepared for a number of socio-
economic changes because the current pension solutions cease to be effective, and the 
period of professional activity will increase significantly [6]. 

One of the important issues in the design for the elderly is the difficulty in defining 
the characteristics of the general population and an indication of their actual needs. 
This is due to the large variation of the design characteristics of the elderly, their low 
representation among decision-makers and the difficulty in obtaining data regarding 
their needs. This last factor arises from the fact that an aging period is a natural time 
when all kinds of activities are associated with an increasing effort and in a way it 
gives permission to exclude these users from certain groups of solutions (attempts to 
sanction the right age to drive a vehicle, etc.). Leaving aside the moral issues of such 
considerations into the safety of a group of users at the expense of an exemption of 
others, it should be noted that there are a number of solutions where the lack of adap-
tation to the needs of elderly users is not justified by any rational reason. Enabling 
elderly people to use modern technical equipment will ensure the maintenance of 
health and safety [30] and also will allow to create a proactive environment [20]. 
What is more, a suitable and ergonomic design of equipment for the elderly will be 
connected with obtaining high efficiency of the anthro-technical system [8], as well as 
with facilitating the implementation of useful social functions for a long time [21]. An 
example of a group of objects which low or high ergonomic quality may significantly 
affect the quality of life of elderly people are portable control devices. Appropriate 
adjustment of these devices to the psychomotor needs of the elderly will be crucial in 
their independence or self-sufficiency. 

The purpose of this article is to present pilot studies undertaken by their authors to 
identify the ergonomic features of portable control devices for example, remote con-
trols, and to build a model of ergonomic quality of these devices for later verification. 
Due to the chosen target study, the notion of the precision regarding control motion 
while using the device was not included. The only function that was taken into  
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account was only the precision of the selection and activation of individual control 
segments. 

2 Ergonomic Features of Portable Control Devices 

Ergonomic design criteria for the control devices can be found in the Directive on 
machinery [11], which states that they should meet the following requirements: to be 
clearly visible and identifiable, ought to use pictograms where appropriate, positioned 
in such a way as to be safely operated without hesitation or loss of time and without 
ambiguity, designed in such a way that the movement of the control device is consis-
tent with its effect, positioned in such a way that their operation cannot cause addi-
tional risk, designed or protected in such a way that the desired effect, where a hazard 
is involved, can only be achieved by a deliberate action, made in such a way as to 
withstand foreseeable forces; particular attention must be paid to emergency stop 
devices liable to be subjected to considerable forces. Under ergonomics the norm 
gives that under intended conditions of use, the discomfort, fatigue, physical and psy-
chological stress faced by the operator must be reduced to the minimum possible, 
taking into account some ergonomic principles for example: allowing for the varia-
bility of the operator's physical dimensions, strength and stamina.  

Among the identified ergonomic criteria principles one should also indicate the op-
timum layout of control devices due to their importance, frequency, order of use, and 
the grouping of functionally related equipment [28]. It is significant however how the  
information will be entered [18], what is the length of steering movements affecting 
their accuracy as described by Fitt’s law [13, 16], non-visual support [29]. Devices 
ergonomics also should be considered in terms of compatibility, and hence the possi-
bility to use multiple devices in the same way [25]. 

Ergonomics of portable control devices is not as simple as it might seem to be and 
the sole rules citation that are formulated by various authors is only a resulting frag-
ment of a problem. It should be noted that the functional quality of the equipment is 
influenced by the quality of the realized interaction in the perceptual-motor process 
[9].The quality of implementing the  interaction can also be described from the in-
tangible assets point of view, and as a result it may be subject to requirements such as 
usability, learnability, flexibility, customizability, observability and robustness  
[32, 36].The design principles developed for people with disabilities are also not 
without significance [5]. 

To sum up, it can be observed that there is a large variety of sources and levels of 
ergonomic requirements in regard with portable control devices. It should be also 
noted that most of these will result in the range of functionality of the implemented 
remote control devices. 

3 Senior Needs in Portable Control Devices Design  

Studies indicate that the needs of the elderly are mainly due to perceptual deficits and 
the weakening of psychomotor function [38, 39]. This relationship reflects the needs 
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of those who use portable control devices, which has been proven by the studies on 
Latin American community. Design suggestions from older adults included making 
the numbers and buttons larger and installing auto-shut off timers on remote control 
devices [34].  

Elderly people certainly feel more discomfort associated with the need to perform 
forced and repetitive movements which only aggravate part of the musculoskeletal 
system. Slight movements performed during control operations cause the movements 
of the muscles in the shoulder, upper arm, forearm and index finger to be activated. 
Research that was made on touch screens showed that after longer periods, a signifi-
cant arm fatigue occurs, what is ergonomically critical especially for older users 
[1].This means that the mapping of manipulative abilities requires a model of dys-
function [4] which appears at the specified user with age. 

Another important factor in the process of designing portable control devices while 
taking into account the needs of elderly people is required strength, accuracy and 
speed of movement. These are the factors which affect the size of the required para-
meters initiating various device functions. The variation in this field results from dif-
ferent functionality of the elderly, as well as relations between the grip, the direction 
of a force and the speed of implementing steering motion [35].The authors suggest 
that grip strength decreases with age, but at least in the initial period of an old age 
rather slightly [24] greater declines are observed after the age of 70 years [41, 42]. A 
slip force is another analyzed parameter, which indicates the strength that is used in 
order to prevent an item from slipping from the hand. This force is only slightly 
greater than the weight of the item and in the case of the elderly it is higher than in 
younger people. It translates to less coordination when lifting [27], as well as the re-
duced level of sweating, which affects greatly the coefficient of friction. [10]. In turn, 
analogically, in the case of equipment initiated by voice, an input parameter will be an 
adequate strength and a clarity of voice. This type of signal modality is of the utmost 
importance for people with significant psychomotor dysfunction. However, due to the 
specificity of an issue as well as a significant level of error diagnosis [37] it was not 
included in the present model of ergonomic quality. 

With age, the ability to perform multiple functions simultaneously (divisibility), 
the ability to remember and distinguish is declining. This usually results in reduced 
demand for the number of used features. [23] Thus it may be desirable to reduce un-
necessary or rarely used features by hiding or inactivating them. Besides, too many 
functions made it difficult to distinguish the desired function from others [26]. 

4 Method Description  

The procedure of the findings consisted in collecting the identified in literature needs 
of the elderly in the field of portable control devices. The needs were assigned design 
criteria using QFD method. This step allowed the determination of the final list of 
requirements. The research group was 6 people (3 women and 3 men) aged 65 to 84 
years. The study uses the approach of ethnography design [40] which process was 
recorded using a video camera. Test procedure consisted in assessing the validity of 
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the previously identified features of the portable control devices through the test per-
son, who then was shown 3 universal remote controls (these can be programmed to 
control different devices), two of which are laid down as devices for seniors. By using 
these devices a subject’s task was to perform 3 sequences of action: 

• following the steps of battery replacement (removing previously inserted battery 
and inserting the new batteries), 

• programming remote controls on the basis of the information contained in the us-
er’s manual instructions, (in view of the methodological difficulties of separating 
the issue of control from the characteristics of the manual instruction, the evalua-
tion of this step occurred in a total way, the instructions have been translated, and 
then presented in a unified form), 

• making an identical control sequence by using each of the remote controls.  

During the process of carrying out the tasks, the tested person was not forced to keep 
a certain pace to perform the activities. There was not also any interference in the way 
the activities were performed even if it was wrong. After doing the above activities, 
the tested person assessed the workload when using NASA TLX devices [17], and 
then evaluated the fulfillment of the requirements that have been previously accepted 
for validity. NASA TLX scale was chosen due to the factors described in the literature 
such as it is more acceptable to participants [19] and it is more sensitive to mental 
workload differences than the second widely used method - SWAT [33]. In order to 
assess the validity as well as to check whether it complies with all the requirements, a 
3-point scale was used, due to the fact that the tests that have been previously carried 
out with much smaller precision, caused confusion and the subjects chose  values 
from the beginning, middle and end of the scale. 

All the persons prior to study, filled in a questionnaire regarding their health. None 
of them showed an impaired hand function to a considerable or moderate degree, and 
the previously mentioned health problems, according to the respondents, did not  
affect the possibility to use the equipment. 

5 Results 

The features of ergonomic portable control devices, which representative can be a 
universal TV remote control, that are presented to evaluate older remote controls are: 

1. grabability - proper shaping of the user's hand,  
2. buttons availability - the ability to select key accurately, 
3. ease to recognize the application of a key - distinguishability, size of the keys and 

their signs, 
4. recognition of the device from other devices – the faciliation of device search,  
5. visibility of the function regardless of the lighting conditions - backlighting, 
6. resistance to the user’s errors and the possibility to correct them, 
7. safe use and technical maintenance of equipment, 
8. appropriate weight of the device and its balancing,  
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9. ease of use - intuitive controlling - predictability - compliance with practice 
10. the logic of a device - coherence,  
11. easy cleaning of all surfaces,  
12. ease of use – battery replacement, 
13. mechanical resistance of a device, 
14. durability of the printed symbols and text, 
15. feedback – confirmation of the control element activation,  
16. reduced squeeze strength of the device with your hand (appropriate level of force 

to the coefficient of friction), 
17. reducing the forces necessary to activate the button of the device,  
18. alternative service in the event of the inability to use the default hand,  
19. stability to place the device on the surface when running the function by selecting 

keys on the resting remote control, 
20. stability of buttons that are in contact with a finger,  
21. ability to use the device in conditions limiting the precision of the movement such 

as wearing gloves. 

The presented criteria constitute only some that were considered during the selec-
tion of ergonomic features of portable control devices. Their full listing would exceed 
the permissible volume of the article. 

Prior to the experiment, according to respondents, the most important requirements 
for the comfort of use  were the requirements of the following numbers: 3, 4, 5, 7, 10, 
13, 14, 15 This means that the greatest significance were such features as: function 
recognition, keys visibility, logic, and durability. 

This article did not present an assessment of compliance with the requirements for 
individual remote controls, because they proved to be correlated with actual users’ 
sensations only to a small extent  - the criterion was very well or well evaluated : ease 
of use – replacement of the battery, whereby it was observed that these individuals 
had considerable difficulty in performing this activity. It was also observed in some 
cases that the test persons were inclined to show appreciation for the rated products 
by arguing that they do so in order  for the manufacturer to be more satisfied, or  
because they find themselves guilty of the result in performing a particular activity. 

In verbal assessment, not confirmed by results of assessments, the least appreciated 
device was the one with LCD touch panel. Despite backlight, the lack of palpable 
keys was assessed by all respondents negatively. The ambiguity of buttons was also 
considered as something negative in most cases, which appeared in one of the remote 
controls as a result of the button marked with a 0/10. This button was confused with 
pressing 0 (zero) and hampered its search. The applied backlighting did not compen-
sate for a small color contrast, particularly in the case of periodic operation of the 
backlight that was manually actuated. The application of NASA TLX tool allowed to 
state a greater implementation of the Temporal Demand and Frustration level, espe-
cially when performing maintenance activities - battery replacement and program-
ming the device. Clearly, the tool showed a very large scale of differences between 
the noticeable components of the load among respondents. The problem among res-
pondents when testing was a poor distinguishability of the analyzed components such 
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as: Performance and Effort. It has been eventually decided that  before continuing the 
use of this device for the evaluation of workload for the elderly it should be thorough-
ly verified in terms of applicability. 

An important limitation during the process of studies was a number of compared 
devices - the tested subjects got quickly bored with  repetitive tasks. Thus, in the fu-
ture the usability of devices for the elderly need to also take into account this aspect. 
A general methodological note is that despite the lack of time constraints of tasks, the 
subjects felt intense stress and pressure caused by "The influence of the observer". 
They commented several times that the observation while performing tasks exerts a 
strong level of stress, which was also reflected in the results of the NASA TLX. The 
effectiveness of the work is dependent on many degradator (environmental hazards) 
of which stress plays a very significant role [2]. 

6 Conclusion  

The conducted study had a pilot character and aimed to validate the research tools, 
hence the obtained results are only an estimate. Without a doubt, the identified criteria 
have important influence on shaping the ergonomic quality of control portable devic-
es. The implementation of ethnographic design approach was very successful [3]. It 
revealed  discrepancies between verbal assessment of the user and the real way of task 
implementation. 

It should be noted that the devices  that were specially adapted for the elderly did 
not fulfill part of its function – they were supplied with an unreadable and intricate 
manual, without drawings. The decrease in the number of function keys that was de-
sired by older people in simple control tasks produced a significant impediment to 
nonstandard actions that needed to be performed using a combination of a few but-
tons. At the same time, it revealed the conflict between ergonomic quality of use, 
technical support, the programming and the exchange of power source. 
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Abstract. While smartphones and tablets increasingly offer the possibility to 
act as healthcare devices, older adults, who may benefit from these new tech-
nologies, might be left behind due to technological illiteracy and lack of proper 
instructions. This study documents an experiment to evaluate and compare dif-
ferent instructional methods to teach older adults to perform a task on a smart-
phone. Although we did find that older adults were able to learn, no significant 
differences between instructional methods were found, and retention period is 
not known. The qualitative analysis suggests some influence of the users’ initial 
perception of task difficulty over task performance. 

Keywords: Older adults, learning, smartphone, instructional materials. 

1 Introduction 

Information and Communication Technology (ICT) is becoming increasingly preva-
lent, namely within healthcare [1]. Disruptive services allow people to monitor their 
health at home and at their own pace [2]. Specifically, smartphones are being widely 
used as health monitoring devices. However, a number of older adults may be left out 
of these new possibilities due to technological illiteracy or inefficient instructions. 

Guidelines on how to design for older adults may be found in the literature; how-
ever, there is a lack of studies focusing on whether or not older adults are able to learn 
certain aspects of interaction with ICT and what techniques may be used to enhance 
the learning process. Previous studies have examined older adults’ preferences and 
needs for learning to use technology [3] and mobile devices [4], or have explored 
novel interfaces to improve learnability [5]. Other studies have assessed the efficiency 
of different instructional materials on older adults’ ability to learn to use technological 
devices. Mykityshyn et al. focused on a blood glucose meter [2], Rogers et al. on 
Automatic Teller Machines [6], and Struve and Wandke on ticket vending machines 
[7], but to our knowledge, there are no studies focusing on smartphone applications. 
The goal of this study was two-fold: 1) understand how older adults learn to use 
touchscreen enabled interfaces and 2) assess the effectiveness of 2 different learning 
methods and compare their perceived ease of use by older adults. Ultimately, the re-
sults of this study aim to inform the design of solutions that support older adults in the 
process of learning novel interactions. 
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2 Methods 

The study was structured in two complementary phases that took place approximately 
two months apart. In the first phase we explored the effectiveness of an instructional 
video as a learning method with a control group; in the second phase we introduced 
an interactive tutorial. The protocol for each condition included two sessions that took 
place at different points in time – between 8 and 14 days apart (M = 11.45 days) – in 
order to understand short-term and long-term effects of the different learning methods 
(retention). Sessions took around five to thirty minutes and were video recorded. 

Participants of the first phase were randomly assigned to either the instructional 
video or the control group; participants of the second phase were directly assigned to 
the tutorial condition. A demographic questionnaire was administered at the begin-
ning of the experiment to gather information regarding participants’ technological and 
educational background. In the first session participants were introduced to the smart-
phone and were taught the basics of the touchscreen interaction in order to provide a 
common ground among participants. The application and tasks were then described to 
all participants and additional instructions were given according to participants’ as-
signed conditions. During the test participants did not have access to the instructional 
material. Before the beginning of each test participants were asked to rate their confi-
dence; after the test they were asked to rate the task ease of use [8]. After the first test, 
participants in the two learning conditions were also asked two questions regarding 
the learning material. 

The test consisted of two tasks: Task 1 required participants to turn off an alarm, 
and Task 2 involved participants adding a new alarm. Participants were required to 
complete two trials per session. 

2.1 Materials 

All tests were conducted with an HTC Titan with a 4.7’ screen, running Windows 
Phone 7.5, and configured with the “dark” theme. The application used in the experi-
ment consisted of the alarm clock that comes by default with the Windows Phone 7 
(WP7). This application was chosen because 1) older adults are most likely familiar 
with a traditional alarm clock; 2) since it takes advantage of previous knowledge and 
experience of older adults with traditional alarm clocks, it was easier to devise and 
explain tasks to participants; 3) the task addresses a potential need of older adults, so 
they are more likely to be motivated and engaged; 4) it is not overly complex; and 5) 
it comes by default with WP7. 

2.2 Instructional Materials  

Instructional Video. The video used in the experiment guided participants step-by-
step through the tasks. The video portrayed a person using the device form the user’s 
point of view and was shown to participants through the device, given that on a realis-
tic scenario the video would likely be used to assist older adults within the applica-
tion. The video was also accompanied by the narration of the steps being performed. 
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Seniors’ educational background varied greatly, ranging from no complete primary 
education to a doctoral degree. Nevertheless, the majority of participants only finished 
primary school or less (n = 21, 64%), seven participants (21%) went to middle school, 
and five (15%) achieved some sort of higher education. On average participants com-
pleted 6.56 years of education (SD = 3.82). 

Most participants did not own a computer, nor had experience with computers or 
related technology. Only five participants owned a computer, and one participant was 
used to use one at work (this senior retired recently and did not use a computer since 
then). In contrast with computer usage, the majority of participants owned a mobile 
phone (90.9%, n = 30); only three participants did not own one, and in the tutorial 
group all participants owned a mobile phone. Of those participants who own a mobile 
phone, 70% use it every day. Although most participants stated that they use their 
phone on a daily basis, the usage that they give to the device is rather limited. From 
the feedback gathered, a large number of seniors would only use the phone to receive 
calls from their family. Frequently, the phone was a gift from their children or grand-
children. Older adults would recurrently comment that they did not know how to send 
or reply to messages or how to perform other more complicated tasks, and that they 
needed to ask their sons, granddaughters or nieces for help. 

Of all thirty-three participants in the study only one owned a touchscreen device – 
this mobile device was not what it is ordinarily defined as a smartphone, but rather a 
feature phone with a resistive touch screen. However, sixteen participants (48%) had 
previous contact with smartphones through usability tests. While 71% (n = 5) of se-
niors had taken part in previous usability tests with smartphones, three of them had 
participated in those tests more than a year ago.  

Table 1. Participant categorization 

 Control (n = 13) Video (n = 13) Tutorial (n = 7) 

Age (years) 73.23 (6.78) 75.92 (4.48) 75.57 (10.08) 

Gender 8 F, 5 M 9 F, 4 M 6 F, 1 M 

Education (years) 7.08 (4.03) 5.23 (4.51) 6.57 (3.82) 

Computer 23% 7% 29% 

Mobile phone 84% 92% 100% 

Familiarity w/ 
smartphones 

46% 38% 71% 

Retention (days) 12.55 (1.58) 12.00 (1.67) 8.86 (1.07) 

3 Results 

3.1 Instructional Materials 

In the end of the first session participants in the learning conditions were asked to 
evaluate on an 8-point scale how clear the instructional material was, and how easy it 
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was to learn to use the application. Participants in the video condition attributed an 
average rate of 4.15 to the first question and 4.23 to the second one. Participants in the 
tutorial condition attributed an average rate of 5.20 to the first question, and an aver-
age rate of 5.00 to the second one. When compared to the instructional video, these 
results may suggest that the tutorial has better acceptance among older adults, but 
with only five data points in the tutorial condition, a confident conclusion cannot be 
offered. 

Nevertheless, when we consider that test subjects in general, but older adults in 
particular, tend to praise the material that they are being presented [10] and blame 
themselves for the difficulties experienced [11],the results obtained are rather low and 
seem to indicate that participants had real trouble understanding the instructional ma-
terial. In sum, it seems that in both cases the overall learning experience was not as 
positive as desired. 

3.2 Confidence Ratings 

Confidence ratings were collected on an 8-point scale before each trial. The average 
scores for each trial are presented in Fig. 2. Participants in the learning condition be-
gan the experiment less confident than those in the control group. There was also an 
overall increase in participants’ confidence ratings between trials within the same 
session, with the exception of participants in learning conditions in the first session. 
After the retention interval there were no substantial differences between groups in 
terms of participants’ confidence ratings. Moreover, in the learning conditions, the 
decline in confidence after the first trial of the session was not observed. 
 

 
Fig. 2. Confidence ratings 

3.3 Ease of Use Ratings 

After each trial participants were asked to rate on an 8-point scale how easy they con-
sidered the tasks they had performed. The average scores for each trial are presented 
in Fig. 3. In the first session the average rates of participants in the video condition 
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were lower than the other two conditions, but similar to the control group in the 
second session. There was also a consistent increase on participants’ ratings between 
trials, though stronger in the first session. 
 

 
Fig. 3. Ease of use ratings 

3.4 Performance 

To evaluate participants’ performance between groups we measured the completion 
rate, the completion time, and the number of errors. A task was considered completed 
with success when all subtasks were completed. No specific order was enforced, and 
subtasks were not required to be completed in a single run. The time for Task 1 was 
counted from the moment the phone was handed to participants, or as soon as partici-
pants finished reading the instructions (for those who chose to read the task instruc-
tions again), until the instant they turned off the alarm. The completion time for Task 
2 was considered from the moment participants completed Task 1, or as soon as they 
finished rereading the instructions, until the moment they saved the alarm. Only par-
ticipants who completed the task were considered in the completion time analysis. 

 T1  T2  T3  T4  

 TC T TC T TC T TC T 

 Task 1: Turn off the alarm 

Control 92% 00:19 92% 00:06 73% 00:11 91% 00:04 

Video 100% 00:05 85% 00:05 100% 00:08 100% 00:06 

Tutorial 100% 00:03 100% 00:02 86% 00:05 100% 00:05 

 Task 2: Add a new alarm 

Control 58% 02:09 58% 01:16 64% 02:29 73% 01:21 

Video 69% 01:39 62% 01:34 82% 01:45 91% 01:15 
Tutorial 86% 04:51 86% 02:27 71% 02:40 71% 01:29 

T1-T4: Trials; TC: Task completion; T: Task completion time (mm:ss). 
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3.5 Task 1: Turn Off the Alarm 

In the first trial participants in the learning conditions were more successful and faster 
than participants in the control group. Differences between conditions are less expres-
sive after the first trial, which seems to indicate a threshold below which is not possi-
ble to complete the task faster. 

 

 
Fig. 4. Task completion time (geometric mean) 

3.6 Task 2: Add a New Alarm 

Compared to the results from Task 1, participants in the tutorial condition were slow-
er than participants in the other conditions. On the other hand, these participants 
achieved a higher success rate. There were also considerable improvements between 
trials within the same session. 

 

 
Fig. 5. Task completion time (geometric mean) 
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3.7 Gestures 

To understand the influence of each condition in the teaching of new gestures, we 
looked into how seniors interacted with the time picker, since that was the only con-
trol that could be manipulated by tapping or swiping. This analysis took into account 
data from the first trial and included participants who had been excluded from the 
main analysis because they had not completed all sessions. As a result, the analysis 
included 12 participants from the control group, 13 from the video condition, and 9 
from the tutorial. In the case of the tutorial condition, we excluded participants who 
were not able to swipe during the training stage, for the reason that they would not be 
able to transfer a gesture they did not have an opportunity to learn. 
 

  
Fig. 6. Types of gestures performed by participants according to condition (left) and familiarity 
with smartphones (right) 

The results suggest a positive effect of both learning conditions in coaching older 
adults the swipe gesture. That is, participants in the learning conditions were more 
likely to swipe while using the time picker. When we take into account familiarity 
with smartphones, the results also suggest a relation between familiarity with smart-
phone and swipe incidence. 

4 Discussion 

In this study we aimed to assess the effectiveness of an instructional video in teaching 
older adults to use a smartphone interface. We were not able to find consistent and 
significant differences between conditions in terms of seniors’ learning, but we ob-
served some differences worth analyzing. Furthermore, while this study pertains to a 
different domain and the methods are somehow distinct, these results are not consis-
tent with findings from previous studies that found a positive effect of an instructional 
video [2] and a hands-on experience [6] in teaching older adults to use an interface. 

We observed some noteworthy differences between conditions in some metrics. 
The first distinction that ought to be made is in the length and complexity of tasks. 
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The first task in the experiment was rather simple and only required participants to tap 
a simple button, so the burden on seniors’ memory was minimal. Participants only 
had to recall where to tap and both learning conditions were effective in teaching 
older adults how to turn off the alarm: older adults were faster and more efficient. 
While most participants were able to turn off the alarm, seniors in the learning condi-
tions were faster, and to our understanding, more certain of their actions. This does 
not mean that seniors in the learning conditions had a deep understanding of workings 
of the system or that they were fully aware of their actions, but indicates nonetheless 
that they were able to replicate what they had experienced moments before. While it 
is just a part of the learning process, mimicking some procedure can be a valuable 
step towards learning how a system works. 

The second task was considerably more complex and it involved older adults per-
forming several actions. Unlike the first task, the positive effect of the learning me-
thods on participants’ performance is practically nonexistent. In fact, participants in 
the tutorial condition were slower in the first session. Whereas in Task 1 seniors only 
had to recall a single action, in Task 2 they had to go through a sequence of screens 
with multiple actions. Given its complexity and length, completing Task 2 required 
participants to possess some grasp of computer interface idioms or to memorize the 
entire succession of steps. Knowing that seniors in the experiment had a very limited 
experience with computer interfaces, and that working memory capabilities are 
known to decline with age [12], can help to explain the ineffective role of both learn-
ing conditions in the second task. 

Regardless of participants’ actual performance, both learning methods seem to 
have induced a negative effect on seniors’ perception. Participants in the learning 
conditions began the experiment less confident than seniors in the control group who 
only had a vague idea of the tasks. In short, knowing in advance the content of the 
experiment did not help making seniors more at ease; in fact, it might have done the 
opposite. Moreover, by the second trial participants’ confidence had declined or 
stayed the same, an effect that was not observed in the control group or in the second 
session. Regarding the video, the origin for the conflict between participants’ perfor-
mance and perception pertains perhaps to the reference point that the video had 
created, that is, participants who watched the video possibly evaluated their perfor-
mance against what they saw in the video. Thus, to be able to complete the task with 
success one ought to replicate the video. Given that tasks in the video were completed 
in an optimal manner, attaining an equivalent level of success was not unchallenging. 
The results from the assessment of the tasks’ ease of use seem to pertain to the same 
underlying issue. That is, older adults in the video condition seem to have been condi-
tioned by the video, and because they were not able to complete the task with the 
same level of accuracy/dexterity as the person in the instructional video, they assumed 
the task as being more difficult than what it really was. An implication of this finding 
is that a video that appears to be complicated might lead older adults to assume that 
they are not very capable, and thus reject the application. 

In order to assess older adults’ acquired knowledge, participants were retested after 
a retention interval of approximately 12 days, a period during which participants did 
not have access to the application or smartphone. Despite some improvements in  
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certain metrics, our results do not indicate consistent differences between sessions, 
which may suggest that the retention interval was enough to dissipate most of what 
older adults had learned in the first session.  Only the results from Task 1, from par-
ticipants in the control group, seem to show some retention between sessions. These 
participants were notably faster in the second session, which, given the ease of the 
task, may indicate that some learning occurred. 

4.1 Gestures 

With regard to the influence of learning condition in the type of gestures performed 
while interacting with the time picker, our results seem to suggest a relation between 
conditions and gesture performed: elders in both learning conditions were more likely 
to address the time picker with a swipe than participants in the control group. The 
swipe is arguably a less natural gesture than a tap, thus less likely to be inferred with 
ease.  Even if brief, seniors in the learning conditions had a previous contact with the 
swipe, so they would only have to recall what they saw or did; whereas seniors in the 
control group would have to infer on their own how to manipulate the time picker. 
The result may be nevertheless cofounded to some extent with participants’ previous 
experiences, since there was also a relation between the type of gesture performed and 
familiarity with smartphones, i.e. seniors who had used a smartphone before were 
more prone to swipe. Moreover, a closer analysis of participants in the control group 
who were able to swipe reveals that these seniors were the only ones in the control 
group who had experience with computers, and one even owned a touch device. 
These results support the idea that without prior knowledge, to infer a rather simple 
gesture such as swipe from the interface alone is not as natural as it may seem. 

Although our results may suggest that both learning conditions attained some level 
of success in teaching older adults to swipe, it is not clear the extent to which seniors 
grasped the concept behind swiping – e.g. we cannot assert that seniors realized that a 
swipe is typically used to disclose hidden information. What we can at least hypothes-
ize is that older adults in the learning conditions were able to develop an association 
between the swipe gesture and the action of changing the hour. For instance, one par-
ticipant would start moving his hand over the screen, emulating the swipe, when 
asked to change the hour, even though he was on a screen that did not have any scrol-
lable element; he just knew that in order to change the hour he had to do that gesture. 
While seniors were able to learn how to swipe with some level of success, further 
tests are needed in order to understand how well that concept was interiorized. 

4.2 Limitations 

A main limitation of this study lies on the sample, both in terms of size and in terms 
of older adults’ representativeness. Thirty-three seniors distributed across three condi-
tions took part in the study, which is a relatively small sample in particular when one 
considers the high variance in cognitive abilities and experience of participants.  
 



44 J. Ribeiro and A. Correia de Barros 

 

The problem caused by the small sample is even more expressive in the tutorial con-
dition, since we were only able to collect data from seven participants. Samples were 
also not entirely unbiased given that the study was divided in two phases and seniors 
in the second phase were assigned directly to that condition. 

Older adults in this study also had a low educational background, and no expe-
rience, or almost no experience with computers and related technology. While older 
adults in this study may characterize a large portion of Portuguese seniors, they might 
not be representative of the overall senior population. By contrast with similar studies, 
the educational background of older adults in this study was considerably low. For 
instance, older adults in Mykityshyn’s study [2] had on average 14 years of education, 
in contrast with approximately 7 years of seniors in this study. Given the small sam-
ple, an inhomogeneous group of seniors, and a not very representative sample, it is 
difficult to generalize the results with confidence. 

5 Conclusion 

In this paper we explored how effective two learning conditions – video and tutorial –
were in teaching older adults to interact with a touch interface. We also looked at the 
long-term and short-term effects of the learning conditions for which we collected 
two data points. Despite noteworthy results in some metrics, we were not able to find 
significant differences between conditions, neither were we able to find consistent 
improvement across sessions. The problem may lie in the small and inhomogeneous 
sample; therefore further tests with better controlled samples may lead to more con-
clusive results. Further tests should also consider simpler and discrete tasks, in order 
to focus on the qualities of learning methods, and to not overload seniors’ short-term 
memory. 

Nevertheless, older adults in the study were able to learn. We found consistent im-
provements between trials within the same session, and older adults who had had 
previous contact with smartphones through usability testing achieved better results in 
their first session. The question is what the best strategies to instigate learning are, 
and for how long are older adults able to retain what they learn. Previous work 
showed that an interval of 24 hours does not produce a significant decline in perfor-
mance [6]; whereas this present study and others [2] found a meaningful decline in 
performance after a longer period without access to the test material. Future work 
should also attempt to determine when a sudden decline in performance occurs in 
order to identify when the learning process has to be reinforced. 
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Abstract. People facing threats of mobility loss have their self-confidence 
shaken and tend to reduce their physical activity. As is well-known, the de-
creased physical activity, particularly for the elderly, is one of the factors that 
contribute to accelerating the deterioration of their health with consequent loss 
of autonomy and quality of life. Today, GPS-based technologies available on 
mobile devices offer many solutions to help guide users around much of the 
world. However, there are several known factors that act as barriers to the use 
of these technologies, such as user unfamiliarity with these devices, the com-
plexity of geographical information and the difficulty of typing the origin and 
destination locations. In this paper we propose a solution for mobile devices 
that seeks to promote user confidence in daily mobility, especially among the 
elderly. We present the main system functionalities and the interface design. 

Keywords: Active aging, Mobile applications, daily mobility. 

1 Introduction 

It is an accepted fact that populations are aging in developed societies [1]. The de-
crease in mortality along with improvements in the quality of healthcare and better 
living and working conditions have led to greater longevity than in the past. A strate-
gy which addresses population ageing should be organised in order to help create a 
cohesive and inclusive intergenerational society [2]. 

Information Communications Technology (ICT) is considered an important tool in 
helping to create this cohesive and inclusive society [3]. ICT can make key contribu-
tions to the independent living of the elderly, particularly in reducing expenses for 
health and care services, providing individual solutions and meeting individual needs, 
improving living standards and creating new business opportunities [4]. 

Usually the receptivity of the elderly to new technology is low, but in cases where its 
use entails obvious and relevant benefits to their lifestyle, they are very receptive [5]. 
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Within ICT, the adoption of mobile devices (tablets and smartphones) has seen 
huge growth, given their features, such as communication ability, internet and phone, 
intuitive touch interaction, big and high resolution displays, light weight, high resolu-
tion cameras, sensors (GPS, compass, among others) and advanced computation abil-
ity. These features make them appropriate for assisting the elderly in their daily  
activities and afford a promising tool for improving their quality of life (QoL). Imacu-
lada Plaza at [3] presents a comparison of seven quality of life components identified 
by older people and the expectations and needs of the aged in relation to mobile  
applications found in the literature: 

Table 1. Comparison of quality of life components identified by older people and expectations 
and needs of the aged in relation to mobile applications found in the literature. Source: [3].  

QoL component Needs of older person 

Family and other relationships/contact with 
others 

Maintain social contact / communication 
device 

Emotional well-being Feeling safe and secure 
Religion/spirituality   
Independence/ Mobility / Autonomy Freedom of movement/ Memory and daily 

life activity aids/ Enjoyment/ Self-
actualization  

Social/ Leisure activities Memory and daily life activity aids/ Enjoy-
ment/ Self-actualization 

Finances / standard of living  
Own health/health of other(s) Healthier independent life 

 
People facing threats of mobility loss, such as that related to the diagnosis of Parkin-
son’s disease or the arrival of its first symptoms, have their self-confidence shaken 
and tend to reduce their physical activity (PA) in order to avoid hazardous situations. 
At such moments people start wondering: "... what if I become disoriented, how can I 
find my way back home?" or "... if I get lost, will my loved ones be able to find me?" 

Physical activity is a well-known factor in healthy ageing and the lack of it has 
long been associated with chronic disease [6]. The decrease in PA in people, particu-
larly the elderly, is one of the factors that contribute to an accelerating deterioration in 
their health, with consequent loss of autonomy and quality of life. Moderately fre-
quent intense activity has significant cardiovascular and mental health benefits, and 
protects against osteoporosis, obesity and related disorders. Promoting physical activ-
ity in adults is a public health priority [7].  

Today the technologies provided by personal mobile devices offer many solutions 
to help guide users, based on the Global Positioning System (GPS). These solutions 
can support and guide users over practically the whole planet, showing them the best 
route between two selected points. 

However, there are several factors known to act as barriers to the use of these tech-
nologies, such as the fact that many people, and especially the elderly, are still not 
familiar with the use of these devices; geographical information as it is usually  
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presented in these applications - maps and abstract schemas - is complex and often 
requires the introduction of names of origin and destination locations. 

In this paper we propose an application for mobile devices that seeks to promote 
people’s confidence in daily mobility. This solution focuses on that section of the 
population which is aged, gets about on foot or by public, lives alone, and may have 
one or more carers (among family, neighbours or professionals). We seek to help 
elderly people on the QoL of emotional well-being and fulfil their needs to feel safe 
and to enjoy healthier more independent lives. 

In order to do so, we are designing and implementing an App prototype, on mobile 
devices named Compass&Magnifier (C&M). At this first stage, the requirements are 
based on brainstorming, on interviews with elder care professionals, on known eld-
erly- related limitations and on other relevant work. 

This paper is organized as follows: Section 2 refers to related work and Section 3 
explains the methodology adopted for the development of our App. Section 4 depicts 
the main C&M system functionalities and the interface design. Finally, Section 5 
summarises the paper and presents a synopsis of future work. 

2 Related Work  

Two main GPS technology-based strategies were identified for reassuring the aged in 
their everyday routines: to increase their sense of safety through easy/swift contact 
with their loved ones or carers; and to provide them with relevant information about 
their routine(s). 

2.1 Increase Old People’s Sense of Security through Easy and Rapid Contact 
with Their Loved Ones or Carers 

There are several solutions based on GPS technology that aim to increase older adults' 
autonomy by increasing their sense of security when outdoors, and which also ease 
carers' concerns by reassuring them that they will be alerted if their loved ones be-
come disorientated and need help.  

Some of these solutions focus on senior citizens suffering from dementia, Alz-
heimer's disease or other memory-related problems. They register and monitor the 
elderly’s everyday routes, trigger alerts to carers if they are wandering off or lost, or 
notify carers if they are safe inside or around the home, or if they are making sched-
uled visits to the doctor. 

Within these solutions, the dedicated systems, such as special GPS bracelets, GPS 
necklaces (e.g. see [8]) or shoes (e.g. see [9]), are professional solutions and incur 
associated costs – usually users buy the device and sign up to a service on a paid 
monthly basis. However, these systems can cause stigmas to the users because they 
are specific to these problems. Such dedicated solutions are beyond the scope of this 
paper. 

There are other solutions based on Apps that run in mobile devices. They 
overcome the stigma inconvenience because the mobile devices do not specifically 
concern themselves with these problems; they can even be considered fashionable. 
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Moreover the Apps are usually cheap and the mobile device Apps permit the user to 
benefit from many other forms of support. The smartphone prices are still high, but 
every day sees their prices falling and their power and sensors improving. If the user 
doesn’t have one yet, probably he/she will obtain one soon. 

There follows a description of a branch of Apps related to reassuring the elderly in 
their daily comings and goings. 

The Apps focus on older adults and people in the initial stages of dementia, such as 
Alzheimer's patients, e.g AlzNav [10] and Tweri: The Alzheimer Locator [11] enables 
us to pre-define a safe geographical limitation zone and generate an alert to the user 
and to the carers, if the person passes beyond the defined limits.  

These Apps also implement other functionalities, such as: SOS buttons, buttons 
that when pressed make a direct call to one predefined carer; and System failures, e.g. 
“out of battery”, “loss of GPS signal” or “loss of GSM signal”, which inform carers 
about user device status.  

AlzNav App also generates a simplified walking navigator that is always able to 
point the user in the right direction in order to get back home. Other Apps promote the 
user’s sense of security based on simplicity, e.g. One Touch SOS App [12]. The App 
implements SOS buttons that send the user a pre-defined contact address.  

Since elderly people tend to have sight difficulties, Apps such as The Big Lancher 
[13] equip smartphone interfaces with large buttons and texts, thus enhancing user 
usability and consequently their sense of security. The Big Lancher also includes an 
SOS Button functionality. 

The authors of Protege [14] developed an App for enhancing communications 
between the old adult and their carer. This App has a very good interface adapted for 
the elderly, and implements a substantial set of functionalities, of which we highlight: 
the SOS Button, which alerts in the event of a fall, or of no activity or a low battery; 
and carer inquiry messages, e.g. “how are you?” or “where are you?”. 

2.2 Providing the Elderly with Relevant Information about Their Routine 

One way of reassuring a senior citizen is to inform him/her about his/her routine pro-
gress, e.g. “everything is ok!” or “you are late”. Daily Commute [15] is an App that 
aims to make a prediction in relation to the user’s daily travel and help him/her arrive 
on time. The App compiles user travel data over time to predict commute time each 
morning. Despite it not being an App specifically adapted for the elderly, the func-
tionality enabling it to forecast “leave time” and “arrival time” can be very reassuring. 

Real-time geographical information is another very important way of reassuring 
the aged. It can be re-assuring for an elderly person to be able to review a route in 
order to remember it or to see his/her progress in real time. Maps Apps, such as the 
widely known Google maps [16], are web-based services that provide detailed infor-
mation about geographical regions and sites around the world. They usually provide 
visual road maps and satellite views. In some towns and cities, Google Maps offers 
“street views” comprising photographs taken from vehicles (3D views). This kind of 
App usually has too many functionalities or choices available at the same time, which 
may serve as a drawback to elderly users. 
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3 Methodology 

As a methodology for design and development, we choose the user-centered design 
(UCD), since it tries to optimize the product around how the users can, want or need 
to use it. UCD was introduced by Norman and Darper [17], and became a recognized 
methodology among researchers in Human-Computer Interaction (HCI). It is charac-
terized as a multi-stage problem solving process that requires designers to analyse and 
foresee how users are likely to use a product and test the validity of their assumptions 
with regard to user behaviour in real world tests with actual users. 

There are several tools in the analysis of UCD, but those primarily used are per-
sona, scenarios, and use cases. The persona is a fictional and life-like character that 
represents archetypal users [18-19]. It is described following field research, and since 
it is almost impossible to apply all user characteristics, there may often be several 
personas.  

Scenarios is a fictional story about the “about the persona´s daily life” or a se-
quence of events with the persona as the main character. There can be best case sce-
narios, average case scenarios, or worst case scenarios, where, according to the main 
character’s experience, either everything works out for the best, or he has an ordinary 
day in which nothing exciting or depressing occurs, or everything around him or her 
goes wrong. Scenarios can help us discuss potential designs with other designers and 
potential users [20]. 

The use case captures a contract between the stakeholders of a system and de-
scribes the system’s behavior. It collects together different scenarios (different se-
quences of behaviour) [21]. 

3.1 Requirements 

Following our research, we made an enquiry dedicated to people of 50 or more years 
old, concerning people’s interest in using some devices in their everyday life, and into 
their frequency of use. This enquiry included questions regarding their self-
evaluation, about their autonomy in terms of everyday tasks, and also about their 
comparative confidence and sense of wellbeing, in relation to others of the same age.  

Up to the time of publication of this paper, we had 57 respondents, 39 of whom 
were aged between 50 and 60. For the upper ages we only had 18 responses. Never-
theless, these results showed that the few older people above the age of 60 use mobile 
devices only rarely, and those that do use them only use basic functionalities. The 
authors Ferreira et al [14] reported as a fact that they could not ask senior citizens 
what they expect from an Android mobile application / device due to their relative 
level of ignorance regarding the full possibilities of this technology. 

So at this first stage, we decided to design a prototype, based on an initial set of re-
quirements that could be considered to meet with better acceptance and greater suc-
cess among the targeted persons. These requirements were based on brainstorming, 
interviews with eldercare professionals, research on elderly- related limitations and on 
similar mobile Apps.  
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We identified three main groups of requirements, which are listed and detailed  
below: 

1. General aspects to consider: The App should focus on a few relevant tasks, closely 
related to daily routine, and use simple or well-known metaphors; 

2. Considering the interface and layout design, it should provide selective user-
friendly contents – directly connected to the task. The layout must be consistent 
throughout the menu’s sequence and redundant on essential information or com-
mands. It is also important to guarantee clear and familiar information, using cul-
tural or acquired stereotypes in terms of tasks and colours, as well as to provide 
flexible interaction and error tolerant design, e.g. taking into consideration hand 
tremors and reduced sight. Finally, it is essential to assure feedback control (audi-
ble or tactile forms) and allow user preferences – such as volume control, type size, 
or voice commands. 

3. The visual interface would benefit from the choice of an accessible typography, 
with large and clear font, presented in white or yellow, on a dark blue or black 
screen; and it is important to avoid overlapping the text with background patterns 
or images. 

With “Dewsbury” [22], we agree that “One of the most complex and time-
consuming elements of designing for people is actually the requirements process. In 
order for the final design to be accessible to and actually used by the Target group it is 
critical that this group is fully engaged in the design process”. 

The next step (beyond the scope of this paper) will be the evaluation of the proto-
type and a participatory redesigning with a group of older people, following UCD 
methodology. 

3.2 Personas and Use Cases 

Based on the uniqueness of our social and geographical territory (inland northern 
Portugal) and on our previous experience and research, we decided to focus on people 
living in a rural environment, in receipt of poor services and for the most part living a 
long way from main services and care providers.  

Most of the elderly population targeted have poor literacy skills and have lived in 
that region almost the whole of their lives. They remained in their village while their 
younger relatives moved to the big cities. 

Presented with these problems, we decided to evolve this interface, taking into ac-
count two different types of cases and problems, and two persona: Elderly people 
who remain in their own homes in a small village, facing problems of isolation and 
difficulties of covering distances; People that move to another area which is unknown 
to them – facing fears of uncertainty about their new environment. 
To represent those two types, we created Maria (persona 1) and Leandro (persona 2). 
Their descriptions are as follows: 

Persona 1: Mary, retired marketer. 
Maria’s goal: Maintain her routines and feel secure. 
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Maria is an 83-year-old widow who has always lived in her small rural village in 
northern Portugal. Despite not having had the opportunity to go to school, she learned 
to read, write and to do some maths. 

Although retired, Mary continues to manage her small village shop (grocer’s) and 
walks daily between home and work. During the walk she usually takes the 
opportunity to chat with her neighbours. 

She raised three children, who live close to her. The youngest daughter lives with 
her two grandchildren several metres from her home and visits her daily, providing 
her with the necessary support. Her oldest son lives a little further away, but even so, 
Mary goes to have lunch with him every Saturday. Whenever the weather permits, she 
goes on foot. The middle child lives outside the village, so in this case Mary uses the 
phone to keep in touch. 

Every weekend she attends mass, on Saturday or Sunday, depending on which day 
is the more convenient.  

Usually she sleeps between 22:00 and 06:00, and for relaxation her favourite 
companion is the television. 

As the years have gone by, she has had more difficulty in following her routines – 
she suffers from hypertension and varicose veins. She has been taking more and more 
breaks and having longer rests. 

Mary cooks her own food and brings her groceries home daily. In the main she 
uses her gas stove and microwave oven. Despite having recently acquired a mobile 
phone and a washing machine, she finds it difficult to use them without assistance. 
She has never used a computer. 

Use Case 

─ Maria’s new smartphone has a C&M Application. Her son installed it in order that 
she could be confident in maintaining her daily mobility. 

─ Even when she feels tired on her way to the shop, she is confident that if she falls 
or lingers longer than usual, one of her children will be alerted and will probably 
contact her or will even come to help her.  

─ On the other hand, she can also find the nearest safe place, in case she decides to 
choose a different route. That is why she uses the C&M - she uses the magnifier 
icon on the main screen and selects her neighbour, based on house and face picture 
– she hates to dial and write names to contact! In dangerous situations she can al-
ways call for help using the main screen S.O.S shortcut. 

─ Once she is very near, she decides to ring and announce her arrival for a small 
chat… and rest! 

Persona 2: Leandro Silva, ex-farmer. 
Leandro’s goal: Walk about in the city that he doesn’t know, and feel safe there. 

Leandro is 78 years old, and because his wife recently died, he was left alone and 
went to live with his son Joel in the city. He used to work as a farmer, having studied 
only up to the end of the 4th year of schooling.  

This is the first time he has left his home town. Although Joel has enrolled him in 
the day care facility, he likes to walk around, to look at the magazines at the kiosk and 
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to rest in a public garden in his locality. Once in a while there are some football 
games on the café’s TV and he likes to go there and watch them. He would like to 
have a small pet – to keep him company during the day and to accompany him around 
the city. But Joel worries about his solitary wanderings tries to discourage him from 
doing so. 

He performs his daily toilet on his own and manages to prepare tea or a simple 
meal – ever since Joel showed him how to use the main kitchenware. 

In the evening he turns on the TV while waiting for the rest of the family to arrive 
home. Together they chat a little and eventually play some cards. 

Use Case 

─ Every day, before going out, Leandro makes sure he doesn’t forget his mobile 
phone. It has an app with a compass and a magnifier that reassure him about his 
way home… 

─ When he decides do walk around the corner he looks at the compass and con-firms 
that he is going in the right direction for the pharmacy – where he went two weeks 
ago to buy his medicine. 

─ He is sure about the way home, but in any case, he knows that if something hap-
pened his son or the institution to which he usually goes in the afternoon would be 
contacted. 

4 Compass and Magnifier 

In order to define C&M App, we describe the functional system specification and 
interface design. 

4.1 Functional System Specification 

In Fig. 1 a C&M Unified Modelling Language (UML) Use Case is presented, in 
which we highlight the carer and elderly actors’ functionalities. 

Carer. The carer is the person responsible for setting up the application. Access to 
this part of the system requires authentication in order to avoid accidental or unau-
thorized data changes. The management is composed of two different sets of func-
tionalities.  

On the one hand, the functionality “Manage System” allows the editing or valida-
tion of the safety area, automatically estimated by the system based on historic users’ 
routes and mobility variables such as time, locations, distances and user speed. These 
variables are automatically collected by the system, which produces a commutation 
profile in order to monitor users’ behaviour during daily mobility. The Carer can ac-
cess the commutation profile and validate or rectify it in order to properly adapt the 
system’s monitoring to user needs. In addition, the system management includes the 
configuration of contacts that should receive the system’s warnings in case of an ab-
normal situation such as falls or long delays. 
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Carer

Manage System

Login

Manage Elderly Data

<<include>>

<<include>>

Validate safety area
proposed by system

Define SOS Contacts

Edit or validate 
safety area

Manage contact list

<<extend>>

<<extend>>

<<extend>>

Define SOS contacts

<<extend>>

<<extend>>

Call / Send SMS

Select magnifier

Select contact

Select compass

Select SP

Select home

 The Elderly person

Ask for SOS

Validate

<<extend>>

<<extend>><<extend>> <<Extend>>

 

Fig. 1. C&M UML Use Case diagram 

On the other hand, the functionality “Manage Elderly Data” concentrates the atten-
tion of the Carer on the elderly user. The definition of safety areas is one of its  
subtasks concerning the user’s movement through exterior environments. If the user 
enters a zone outside the safe area, an SOS event is generated. The Carer can also 
manage the user contact list. 

The Elderly Person. The elderly person is the central character in the system. On 
his/her needs everything hinges. He/she can select a safety point (SP) as destination 
from the available SP list on magnifier mode. Then he/she might follow the orienta-
tion provided by the compass mode, which indicates the path from the user location to 
the selected destination.  

At any location, if the user selects the magnifier mode, the system sorts the SP ac-
cording to distance in order to inform him/her about the current location and the near-
est SPs. If the system detects that the user has strayed from the safety area, or that 
he/she has fallen or is not adhering to his/her scheduled or common routines, it will 
trigger an SOS event and suggest to the user an “Ask for SOS” action. If the user 
ignores the action and remains outside the safe zone, the system will send a message 
to the pre-selected contacts. Otherwise the user can cancel or confirm the action.  

The “Ask for SOS” action can also be triggered by the user if he/she becomes 
frightened. In this case, the system automatically selects home as SP destination. 

Finally, the user can contact any relatives on the contact list by voice or SMS. 

4.2 Interface Design 

The main design concepts of this App are the two common physical tools used daily 
to assist people in doing some tasks: the magnifier is used to help see and read infor-
mation, and the compass is used to find the way.  

The App aims to summarise and show most relevant information at a certain mo-
ment, in a single and permanent circle that doesn’t change when the screen is being 
turned round, Fig. 2. The user does not need to search for the information as it is  
always in the same place. 
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a) Portrait mode b) Lanscape mode 

Fig. 2. C&M layouts modes 

The main screen can be presented as a magnifier view or as a compass view, Fig. 3. 

 

  
a)Magnifier view b)Compass view c) Out of safe zone 

Compass view 

Fig. 3. C&M views 

When the user stops, the App screen shows the magnifier view, Fig. 3 a), which al-
lows the user to select a certain target. When the user is moving, the App screen 
shows the compass view, Fig. 3 b), which gives directions to the selected target. If no 
target is selected, the user’s home will be the system’s default. For both views, the 
same circle occupies the centre of the screen. Alternatively appears the “handle” of 
the Magnifier or the “pointer” of the Compass.  
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The user can switch between views, tapping the corresponding object icon, the 
compass or the magnifier, see Fig. 3, a), b) and c) upper left icon. 

An arrow at the right hand side locates the position of each menu that accompanies 
a list of points of interest (also named as Safe Points), available targets.  

These places are identified by their name, by the photograph of the main façade of 
the building / location, and if available, by a photograph of the main person connected 
to that building/location. 

Although we intend to allow some other combinations or styles, this first prototype 
of the interface is presented in dark blue, with quite a large font size in white. This is 
considered a good compromise between contrast and readability. 

5 Final Considerations and Future Work 

ICT can make key contributions to the independent living of the elderly. In this paper 
we present a prototype of an application for mobile devices, such as androids or 
smartphones, called Compass and Magnifier. It seeks to promote people’s confidence 
in maintaining daily mobility, realizing the importance of those daily activities for 
active ageing.  

Considering the UCD methodology we have developed an initial prototype based 
on previous and related work. We have described it in this paper as well as the main 
system functionalities and some of the interface design criteria. 

We are aware of the fact that this work is still in its early stages. However, the  
solution we have encountered already satisfies some of the main requirements  
identified. It is based on strong metaphors and allows us to progress with consistent 
interfaces and menus, among other important statements. 

In the next stage we will evaluate this prototype and redesign some of its features, 
with the participation of an elderly target group. Some requirements relating to the 
carer’s point of view will also be developed. In the end we will have designed an 
application that helps to achieve our main goal: contributing to the elderly’s health 
and wellbeing based on the potential of ICT and mobile devices. 
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Abstract. As people age, they experience a decline in a wide variety of their 
abilities such as vision, hearing, mobility and so on. Mobile technologies could 
be used to improve their quality of life in a wide set of situations such as securi-
ty, autonomy or personal communication.  One of the main threats in the use of 
mobile devices by our elders is the accessibility barriers that exist on the devic-
es and mobile applications. Unfortunately, addressing these issues is even hard-
er in new devices like smartphones or tablets where there is not a proper set of 
guidelines focusing on this domain. Based on our own set of accessibility 
guidelines, an accessibility evaluation of two mobile applications with elderly 
involvement has been carried out in this work. The outcomes support the suita-
bility of the set of accessibility guidelines proposed as a method to evaluate; on 
the other hand the data collected from the study with users provide interesting 
findings about the perception of the older users when they interacting with  
mobile applications. 

Keywords: Accessibility, Older people, Android, Mobile Interfaces, evaluation. 

1 Introduction 

According to the European Commission [3] in early 2012, 17,8 % of the European 
population had 65 years old or over, and the 4,9 % had 80 years old or over.  That is, 
almost a quarter of the European Population could be considered as older population. 
This number will grow up exponentially in the years to come.  

Maybe older people don’t use the mobile devices in the same way that other 
younger users but, in fact, what older users expect from mobile communications is not 
very different from what generic users expect; mainly, personal communication and 
services to improve their safety and quality of life [4]. 

Nevertheless, this trend will change in a few years from now, when the middle-age 
population becomes the new elderly population. We’ve all grown up using personal 
computers, mobile devices, and in general, any device that makes our lives easier.  

In fact, now our elders use mobile devices to keep the contact with their families or 
use simple applications that help them in their daily basis. More and more, mobile 
devices and new technologies are used to improve the quality of life of older people 
by using for example Medical Assistance applications, smart houses, and so on.  
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Sadly, this improvement of the quality of life of our elders is not possible for eve-
ryone. In fact, there are a substantial number of people that is being excluded because 
they are affected with one, or more than one, disabilities.  

Address accessibility issues are not a simple task but is even harder in the mobile 
context where the devices and technologies evolves faster than the accessibility prob-
lems are addressed.  

In this paper, we proposed a checklist in order to improve the accessibility of mo-
bile interfaces. This checklist mobile accessibility guidelines is an improved version 
of one developed previously. This checklist is being used to conduct expert evalua-
tions. In order to demonstrate the suitability of this resource and conduct a more com-
plete accessibility evaluation following a User Centered Design (UCD) approach [2], 
this paper includes the elderly users’ participation in an evaluation of mobile Apps. 

Section 2 shows the background and related work in this topic. Section 3 details 
the experimental design for the evaluation by older users of the Mobile applications. 
The analysis and the results of the study are discussed in Section 4. Finally, Section 5 
exposes the conclusions and the future work of this research.  

2 Background 

As we said above, mobile devices and technologies are evolving so fast. This conti-
nuous evolution implies new challenges to be tackled. Accessibility issues have been, 
and will be, one of these challenges.  

The Web Accessibility Initiative (WAI) from the World Wide Web Consortium 
(W3C) is working on adapt the Web Content Accessibility Guidelines (WCAG) and 
the User Agent Accessibility Guidelines in the mobile context [5]. 

Many authors have studied the accessibility and usability issues and propose many 
guidelines or a set of best practices that could be applied to the mobile context too [6], 
[7], [8]. 

Mobile operating system providers such as Google, Microsoft or Apple provide 
some guidance to develop accessible application for their operating systems [9], [10]. 

During years, mobile devices have not been designed with older people in mind 
and are often difficult for them to use and excluding them from the technologies. Sev-
eral studies demonstrated that a mobile device or application, if carefully designed, 
can be used effectively by older people [11],[12]. 

Nowadays, we have better devices with better screens and powerful technologies 
that are most appropriated to be used by older people. Nevertheless, apps are not 
normally created with older users in mind.   

Most of the studies developed to investigate mobile applications for older people 
share the same starting point: the important premise that “elderly people want to stay 
and live in their homes as independently and as long as possible” [13].  

This is not a trivial issue, because older people are not a homogenous group of us-
ers, so design apps for older people is a hard task. In the literature, we can found sev-
eral guidelines (mostly focused on web applications not in mobile apps) that try to 
address the design issues for older people [14] [15] [16].  
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3 Previous Work 

The previous work [1] provided a set of guidelines to keep in mind in order to achieve 
accessibility in mobile interfaces for older people. This set is provided in a list of 
checkpoints or checklist. This checklist is the result of a review study of the literature, 
accessibility standards and best practices that are being performed in this knowledge 
area, by using of this check-list of accessibility aimed at elderly people, a survey of 
three mobile native Apps on Android platform was carried out by accessibility expert. 

3.1 Checklist Mobile Accessibility Guidelines for Older People 

A set of criteria collected from different sources and focused mainly on older people 
was provided.  This set of criteria has been improved, some of them has been erased; 
because some of them are good criteria to address accessibility issues, but they are not 
good enough to solve or to improve the accessibility for older people and they were 
replaced by another ones.  

The different sources were accessibility standards and guidelines established by the 
W3C [5], from the literature [6], [7], [8] and finally from the accessibility best prac-
tices recommended by Apple and Google in their application developers guides  
[9], [10].  

The result has been a checklist mobile accessibility for older people. This checklist 
is provided through barriers common to mobile device. The table 1 shows this check-
list; a code and brief description of each checkpoint (barrier common) is described. 

Table 1. Checklist proposed to address accessibility issues for older people 

Code Description of accessibility barrier 
W3CP001 Information conveyed using color (for example, “required material is 

shown in red”) with no redundancy. 

W3CP002 Non-text objects (images, sound, video) without text alternative 

W3CU001 Long words, long and complex sentences, jargon 

W3CU002 Content spawning new windows without warning user. 

W3CU003 Blinking, moving, scrolling or auto-updating content 

WDG-TD Unsuitable Target Design (larger targets, clear confirmation of target 
capture, etc.) 

WDG-UG Use of unsuitable Graphics or not accessible (Graphics should be relevant, 
images with alt tag, etc.) 

WDG-BWF Unsuitable design features for browser windows (Avoid scroll bars, only 
one open window) 
 

WDG-CLD Not accessible content and unsuitable layout Design (Language should be 
simple and clear, highlight important information, etc.)  
 

WDG-UCD Unsuitable design according to cognitive barriers (Provide ample time to 
read information, support recognition rather than recall) 
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Table 1. (continued) 
 

Code Description of accessibility barrier 
WDG-UCB Unsuitable Use of Color and Background (Colors should be used conserva-

tively, background not in pure white or change rapidly in brightness 
between screens, insufficient contrast, etc.) 

Android001 No provide redundant information for information only auditory (Make sure 
that audio prompts are always accompanied by another visual prompt or 
notification, to assist users who are deaf or hard of hearing) 

Android 002 Forms difficult to understand. Interface controls have properly labels and 
these labels are understandable and descriptive 

GB001 Opaque Objects. The page contains components (eg. a Flash object) that is 
totally opaque to screen readers 

GB002 Too many links. A large number of links requires that users perform a leng-
thy and exerting activity when listening to all of them.  

3.2 Accessibility Audit/Expert Evaluation  

We performed the evaluation of three different apps [1]: Big Launcher [17], Fontrillo 
[18] and Mobile Accessibility for Android (MAA) [19]. These Apps have as aim to 
modify the default interface for another more accessible one.  

An expert on mobile accessibility was carried out an evaluation. He tested each 
checkpoint of Table 1 for each App. The results of study indicated Big Launcher is 
the most accessible for older people of the three applications. 

In order to conduct a more complete accessibility evaluation following a User Cen-
tered Design (UCD) approach with the elderly users’ participation, a user tests are 
presented in this paper. 

4 Experimental Design 

We performed a study with the participation of older users. This study is composed of 
three different stages. First of all, older users had to perform some easy and day by 
day tasks with two applications. Second, we performed an interview to each user 
guided by a set of question that will be shown later on this paper. Finally, a user sur-
vey was carried out and the results are presented.  

4.1 Object of Study 

We focus this study on perform an accessibility evaluation of two different applica-
tions from the Google Play Store with real older users and taking into account the 
Checklist Mobile accessibility guidelines for older people (see Table 1).  

The evaluation was performed with 8 participants (two men and six women) with 
ages between 65 and 82.  
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None of them have a severe disability but they have some visual, understanding or 
ability issues. The table 2 shows the characteristics of users. 

Table 2. Users information 

 U1 U2 U3 U4 U5 U6 U7 U8 

Age 65 69 82 72 68 71 68 70 

Device LG opti-
mus L5 II 

Samsung 
Galaxy S 

Galaxy S4 Huawei 
Ascend 
W2 

Huawei 
Y300 

Samsung 
Galaxy 
Ace 

BQ Aqua-
ris 5 

Samsung 
Galaxy S 

Disability Glasses N/A Manual 
Dexterity, 
Glasses 

Glasses Glasses Glasses N/A Glasses 

Gender Woman Woman Woman Woman Woman Man Man Woman 

Studies Primary Primary Secondary Primary Primary Primary Primary Primary 

Smartphone 
used for 

Calls, text Calls, 
Texts 

Calls Calls, 
Text, 
Pictures 

Calls, 
Text, 
Pictures 

Calls Calls, 
Text, 
Pictures 

Calls 

Problems 
using a 
Smartphone 

Iconogra-
phy,  
Small 
Fonts, 
Under-
stand the 
apps 

Under-
stand the 
apps 

Mobility. 
She uses a 
pointer 
device. 

Iconogra-
phy,  
Small 
Fonts 

Iconogra-
phy,  
Small 
Fonts 

Iconogra-
phy,  
Small 
Fonts 

Under-
stand the 
apps 

Under-
stand the 
apps and 
small 
fonts 

Time using a 
smartphone 

Over 2 
years 

Between 
1-2 years 

2 years Less than 
1 year 

Between 2 
and 3 
years 

Less than 
1 yeas 

Between 
2- 3 years 

Between 
1-2 years 

4.4 Procedure 

We perform two different sessions with the participants. During the first one, perform 
a simple and brief explanation of our research. In the second session we teach them 
how to install the applications and demand them to perform some simple tasks with 
both applications. Finally, for each user we perform a structured interview with the 
use of a questionnaire based on the Checklist Mobile accessibility guidelines for older 
people (see Table 1). 

We define a list of day-to-day tasks and a high-skilled task that the users should try 
to carry out with both applications. We didn’t give them any support while they were 
carrying out these tasks.  

The simple tasks included the following:  

• Make a call 
• Looking for a contact 
• To add a contact 
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• Text a contact 
• Review the calls list 
• Take a picture 
• Look for the picture you just take 
• Search for whatsapp application and use it.  

The high-skilled task consist on configure the emergency call number. 
Each user has his/her own device and the accessibility tools, provided by the An-

droid Operating System (TalkBack and the Explore by Touch) features were disabled 
(because they haven’t got any severe visual disability). 

4.5 Questionnaires 

Once our users had performed the task commented on Section 4.4, we had an struc-
tured interview with each one. We conduct these interviews through a questionnaire 
(see Table 3) that has been designed based on the checklist (see Table 1). So besides 
that we carried out the evaluation of users, we have been able to validate the suitabili-
ty of the proposed checklist comparing data resulting from the analysis of experts 
with users.  

The questionnaire is composed by three different types of questions which allowed 
us to collect different data (qualitative and quantitative):  

• Personal Questions: These questions allow us to collect data for statistical purposes 
(age, experience, etc.)   

• Question based on each criteria of the checklist: These questions will be the core of 
our research and are based on the criteria established. Users must grade their an-
swers between 1 to 5; where 1 mean totally disagree and 5 totally agree.  

• Qualitative Questions: These questions are useful to obtain users opinion because 
answers are opened answers and users can explain their answers.  

The complete collection of questions is shown on table 3.  

Table 3. Questionnaire used in evaluation with elder users 

Personal questions 
Age 
Mobile Device 
Disability/Disabilities 
Gender 
Educational Level 
Do you use your smartphone mainly for …? (calls, internet, messages, …)  
Do you have any problem when you use your smartphone? ( small fonts, under-
standing, …)  
How long have you been using a smartphone? 
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Table 3. (continued)  

Questions based on the criteria (graded between 1 and 5) 
The Application language is understandable  (W3CU001) 
Popups makes me hard the use of the application (W3CU002) 
Blink and scrolling makes hard to interact with the application (W3CU003) 
Iconographies and links are larger enough to interact with them (WDG-TD) 
Iconography is understandable (WDG-UG) 
Popups or alert messages makes hard to use the application (WGG-BWF) 
Application provides ample time to read the information important information 
appears highlighted (WDG-CLD) 
Background colors and icons colors are appropriate  (WDG-UCD) 
Interface buttons and controls have appropriate text captions (Android 001) 
Audio prompts are always accompanied by another visual prompt (Android002) 
There are so many links or buttons that make me hard to understand and to use the 
application (GB002) 

Qualitative questions 
Which application do you prefer? 
What is the main strength of the application you choose? 
What is the main weakness of the application you choose? 
What is the main strength of the application you didn’t choose? 
What is the main weakness of the application you didn’t choose? 

4.6 Evaluation Method 

Statistical and qualitative data have been produced by user answers.  These data have 
been used to provide the analysis and the discussion of the results. By the way, for 
each criterion, except for those related to the use of screen readers and high visual 
disabilities, we had a different question that could be graded from 1 to 5, the final 
result for each criterion/question will be the average between them.  

In next section we provide the scores for each criterion and the analysis of the  
results.  

5 Analysis and Results 

Regarding to the user answers to questions based on the checklist. Table 4 shows the 
average and standard deviation between each answer. Both applications got similar 
scores. The standard deviations are small with a few exceptions; this data indicates 
that most of the users have close answers. 

Most of the criteria have obtained high scores, with the exceptions of the answers 
concerning to the checkpoints W3CU002 and WDG-BWF. It is due to open new win-
dows (Popups) without notice to users, multiple windows open or scrolls that hinder 
the use of interfaces in the two app. The answers concerning to the checkpoint GB002 
get low scores, it is because users have the perception that the interfaces have too 
many links with the consequent effort involved access to many links for older people. 
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Table 4. Averages and the standard deviations of the user answers 

Criteria BigLauncher Fontrillo 
Average St. dev. Average St. dev. 

W3CU001 4,38 0,74 4,00 0,76 
W3CU002 1,38 0,52 1,13 0,35 
W3CU003 3,38 0,74 3,88 0,64 
WDG-TD 4,25 0,71 4,50 0,53 
WDG-UG 4,25 0,71 3,13 1,25 
WDG-BWF 1,50 0,53 1,75 0,71 
WDG-CLD 4,00 0,76 2,63 0,52 
WDG-UCD 4,50 0,53 4,13 0,83 
WDG-UCB 4,50 0,53 4,63 0,52 
Android001 4,25 0,71 4,00 0,76 
Android 002 4,63 0,52 4,38 0,52 
GB002 2,50 0,53 2,38 0,74 

 
The most valuated criteria were those that improve the interaction with the applica-

tion like WDG-TD or WDG-UG for example; and those that improve the cognitive 
design like WDG-UCB or Android 002.  

The results of the open questions indicate that the users remarked that BigLauncher 
app is so easy to use; they all committed the simple task and many of them even the 
high-level skilled task. Regarding Fontrillo app, most of them remarked that this ap-
plication is more complete than BigLauncher but that it is a little harder to use and to 
understand. They all completed the easy tasks (but using a little bit of time that with 
BigLauncher). High-skilled task was only accomplished by two of them. Fontrillo has 
a minimum advantage over BigLauncher, but users prefer BigLauncher because, ac-
cording to them, it was easier to use. In the other hand, users said that Fontrillo has 
more functionalities which they like as the alphabetical keyboard for text. 

Users agree that both applications are accessible and useful for they needs but, as 
we said before, according to the qualitative answers most of them prefer BigLauncher 
because its interface is easier to use. This is because the BigLauncher interface is very 
visual, includes big icons with metaphors that users understand well. In this way, 
Fontrillo is not as visual. Also Fontrillo has transitions from left to right to move from 
one interface to another which users do not understand. Users understand better and 
are more comfortable with BigLauncher that includes only a main interface, and they 
do not need to navigate. Only two users (U5 y U7) chose Fontrillo and they were 
those that had been using smartphones since long time ago. 

As a curiosity, the user (U5) said his favorite application was BigLauncher, how-
ever she changed his mind, and finally she decided that the best application was Fon-
trillo because it included a flashlight, and this functionality it is essential for her. 

With regard to app versions evaluated in previous work, the new version of Fontril-
lo under study improves considerably the weaknesses that it had.  New version ac-
complish with most of the criteria established. BigLauncher doesn’t add new  
functionalities that could be useful for older people. Finally, in order to analyze the 
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suitability of the checklist developed by the authors, the results of user reviews coin-
cide with the evaluation carried out in previous work by the expert, this similarity of 
results indicates that the Checklist itself could be a valid tool to evaluate the accessi-
bility of mobile applications for the elderly  

6 Conclusions and Future Work 

In this paper we continued with the research started in 2013 that tried to collect a set 
of accessibility criteria or best practices that could be applied to mobile interfaces for 
older users.  We reviewed the set of criteria and improved it by adding new criteria 
and deleting those ones that don’t fit well with our target audience.  

In addition, and to test the suitability of our checklist, we performed an evaluation 
of two android applications, Big Launcher and Fontrillo, with eight users with ages 
between 65 and 82 years old. We designed a set of easy tasks that they had to perform 
and a set of questions that they had to answer after they have been using both  
applications.  

According to the results, both applications get similar results, and users concluded 
that both applications would fit well for they needs; most of them, preferred Big 
Launcher because, according to their answers, is easy to use.  

As main weaknesses, in this evaluation none of the users had any kind of severe 
disability, so criteria focused on address concrete accessibility issues such vision, 
hearing, and so on couldn’t be correctly evaluated (they don’t use any kind of acces-
sibility tool such as Talkback). 

We want to perform more studies over our checklist, next steps could be to make it 
extensible to iOS or Windows Phone applications and to extend this checklist to new 
features such as those that are task-oriented like call or info search or those that are 
context-dependent like videophone or desktop application.  
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Abstract. Previous studies about tactile interaction by older adults show some 
important design considerations that should be applied in order to create more 
usable and accessible applications. The related results have been applied during 
the development of a serious game destined to support a social activity with 
older adults using touchscreen devices. An exploratory study investigates the 
use of touchscreen mobile devices by 17 older adults and 5 children. The results 
of an empirical observation allow a description of the participants’ appreciation 
of touchscreen devices, a typology of common errors, the gesture strategies of 
tactile interaction and design proposals to support interaction. 

Keywords: Serious game, interaction techniques, touchscreen, older adults,  
interaction error, participative user-centered method. 

1 Introduction 

Older adults’ attitudes towards new technologies can interfere the way they perceive 
and interact with technologies. The subjective evaluation of handiness, control and 
ease of use of technologies can prevent from anxiety, misgivings and reluctance [1]. 
Touchscreen devices are perceived as ready-to-use and manipulate thanks to the mo-
bility of the devices and direct interaction on the display screen [2]. Besides, the  
popularization of touchscreen mobile devices and their perceived usefulness are  
impacting their acceptance and older adults’ motivations.  

Digital games have entertainment and therapeutic values for older users [3]. They 
could be used to learn interaction techniques, prevent from technological exclusion 
and support social activities. 

In order to evaluate the use of social and ludic activities to facilitate the discover-
ing of touchscreen devices, we designed a serious game. The system “Puzzle Touch” 
is consisted of tactile puzzle games. The pieces of the puzzle representing parts of an 
image should be re-arranged by tactile interaction. The images used for the puzzle 
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games represented views of the city where the participants live in, extracted from old 
pictures, postcards, maps and engravings provided by the city hall archives. 

Age-related changes on functional skills and little experience with technologies are 
pointed out as factors affecting usability issues of digital games [3]. Besides, older 
users special needs and difficulties have to be taken into account when designing or 
developing applications destined to their use. Several studies evaluated interaction 
techniques and interfaces for older adults and they provide important information to 
conceive more accessible and usable interactive systems. 

This paper describes how the results of previous experiments were applied during 
the design of the social game “Puzzle Touch”. 

This game was installed on 7 handheld touchscreen devices with different screen 
sizes (3.5 to 10 inches) and allowing pen or finger interaction. 17 older adults (58 to 
85 years old) participated of this exploratory study. 5 children (9 years old) were in-
vited to join one group of participants in order to create inter-generational activity.  
The activity took place in a public place where the participants were used to take 
computer lessons.  

The next section 2 presents some related work. Then, the conception phase 
presents how the related studies results have been included on the development of this 
system, on section 3. Our exploratory study is presented on section 4. Section 5 
presents the results of this study, including participant’s appreciation, a typology of 
common errors and an analysis of gesture strategies. Finally, section 6 presents a con-
clusion and some perspectives for future work. 

2 Related Work 

Several studies evaluated interaction techniques for older adults using touchscreen 
devices and provided guidelines and recommendations for conceiving more accessible 
and usable systems and applications [4–11]. Literature review about tactile interaction 
of older users shows that several parameters should be taken into account during  
the design phases of an application [12]. Some reviews focus on one specific situa-
tions of use, as recommendations for mobile phones [13] or the use of handheld  
computers [14]. 

Older adults are a heterogeneous populations due to the individual age related 
changes and the evolution of their characteristics [15, 16]. Several studies suggest 
participatory activities to conceive devices and systems, including future users during 
the development phases to get their point of view and feedback [14, 17]. However it is 
not easy to include older users on research studies [17]. One of the reasons is trans-
port or displacement to the university or laboratory. Besides, controlled activities can 
be used for specific studies but they are sometimes very different than ecological and 
realistic situations of use. Some authors proposed group studies or working in pairs 
during the experiments in order to help users feel comfortable and observe the possi-
bilities of partnership and support [18–20]. 

Older users could really benefit from some advantages of touchscreen and hand-
held portable devices. In addition to health care and medical assistance applications 
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[2, 21], games and ludic activities can be helpful to maintain social activities and 
networks [3, 22], providing cognitive stimulation and also initiating new users to 
technologies. 

The next section describes how the results of previous studies about interaction 
techniques for older adults using touchscreen have been applied for conceiving a sys-
tem destined to support a social activity with older users. Then, an exploratory study 
is conducted on a familiar place where participants were used to take computer  
lessons. 

3 Conception of a System to Support a Social Activity with 
Older Users Using Touchscreen Mobile Devices 

The objective of this system is to help older adults discovering touchscreen handheld 
devices and learning tactile interaction techniques. The serious game “Puzzle Touch” 
should also support a social activity, facilitating the acceptance and affecting user’s 
attitudes towards new technologies. The observation of the interactions should pro-
vide information about the users’ difficulties and strategies. 

The system should be suitable to the different screen sizes of handheld devices. 
The chosen orientation mode is portrait so right handed and left handed users could 
use the same gestures. This configuration has also been successfully used in two pre-
vious studies [7, 22], by consequent targets will be initially placed at the bottom of the 
screen.  

The system should support pen and finger interaction. This first version is single-
touch: only one piece should be moved at the time. 

Some studies about the gestures of interaction of older users indicate a preference 
for long gestures instead of taps [1, 8, 23, 24]. This system simulate drag and drop on 
the touch screen: the user touches to select a piece and slips his finger or pen through 
the screen to move the target (drag). When the user releases the touch, the target stops 
moving (drop). 

Most studies about better target sizes concern only tap interaction. Tapping for se-
lecting targets on vertical monitors (17 inches screen), authors recommend 16 mm 
targets width and 3 to 6 mm spacing for older users without motor impairment [4]. As 
the available handheld devices have smaller screen sizes, the system “Puzzle Touch” 
uses smaller targets sizes. One study concerning tap gestures on a small screen (4.3 
inches) compares 5, 8 and 12 mm width targets for 9 targets placed on a 3x3 grid. 
Target spacing compared is 1 and 3 mm between targets. Authors describe better 
results when touch selection is followed by audio or audio tactile feedback and bigger 
target sizes [5]. Another study used 6 mm width targets on small screens size (3.7 
inches) during digit input tasks. Results show better performances when the touch is 
followed by a magnifying visual feedback [9].  

For this system, target sizes vary according to the number of puzzle pieces and the 
screen sizes. The system presents different numbers of targets: 9 large, 12 medium or 
16 small pieces according to the game options. As the puzzle pieces are placed ran-
domly in the bottom of the screen, it is not be possible to generate enough spacing 
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between targets and targets can overlay. Our proposal is to add a visual feedback (the 
touched target is placed on the top of the others) and a thick black border (1 mm) 
replacing the space between targets (Fig. 1). Target sizes according to the number of 
puzzle pieces and the screen sizes are detailed on the Table 1. 

Table 1. Target sizes according to the screen sizes of two different devices, Galaxy Note II 
(WXGA 1280x720 Super AMOLED) and Galaxy Note 10.1 (WXGA 1280x800 LCD) 

Number of targets Target sizes on 5 inch screen Target sizes on 10 inch screen 

9 25x16 mm 46x35 mm 

12 19x19 mm 19x16 mm 

16 35x35 mm 35x27 mm 

 
The interactive system uses old images of the city (postcards, old pictures and en-

graving reproductions kindly provided by the city hall archive) as well as pictures of 
historical places. Puzzle games were generated from the selected images, cut on with 
9, 12 or 16 rectangular pieces. Images had different colors (grayscale, soft colors or 
colored photography) and represented different subjects (landscapes, portraits, statues, 
objects, maps). A watermark is displayed on the background of the grid (30% opacity) 
(Fig. 2). The task consists of placing the targets on the grid (Fig. 3). 

The system should be functional on different operational systems. HTML5, Java-
script, JQuery and Php have been chosen as they support all the necessary interaction. 

The Table 2 below synthetize the parameters that have been taken into account 
during the design phase.  

Table 2. Characteristics and design choices for the system  

Characteristics  Design choices 

Task Target selection, displacement and positioning on the grid 

Gesture of interaction Move (drag and drop) 

Target size Large, medium and small 

Target color Grayscale and color 

Target number 9, 12 or 16 

Target position Bottom of the screen 

Spacing between targets Replaced by thick borders (1mm) 

Feedback Visual feedback  

4 Exploratory Study 

4.1 Methodology 

The study was consisted of two sessions with two groups of users. It took place in a 
public place where the participants were used to take computer lessons. Each section 
last about 90 minutes: 
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• 30 minutes: 1) presentation and explanation about the main principles of the game, 
2) exchange about the touchscreen devices and 3) interview about participant’s 
previous experiences with puzzle, video games and use of information and com-
munication technologies.  

• 60 minutes: free playing, individually or in small groups (2 or 3). Participants were 
allowed to choose and try the different devices and input techniques. After each 
game, an electronic questionnaire asked user appreciation. 

Data were collected through empirical observation and questionnaires. The interactive 
system recorded tactile interaction data on the touchscreen. The experimenter  
observed the activity, took notes and helped the participants to use the devices.  
 

  
 

Fig. 1. One piece of 
the puzzle and the 
black border 

Fig. 2. Screenshot of the puzzle 
game at the beginning. The targets 
are randomly placed at the bottom 
and the grid with a watermark is 
displayed at the top. 

Fig. 3. Screenshot showing a 
state of the game 

4.2 Apparatus 

The system described on section 3 were installed in 7 handheld touchscreen devices 
with different screen sizes and allowing finger or pen interaction: 3 iPads with 9.7 
inches screen, 1 Galaxy Note with a 10 inches, 1 Galaxy Note II with a 5 inches 
screen and a pen, 1 Samsung S3 with a 4.7 inches screen and 1 IPhone with a 3.5 
screen. 

Table 3. Characteristics according to the situation of use and user's choice 

Characteristics Used devices and situation of use 

Situation of use Inside a room, with tables and chairs, artificial lights and windows. Wi-Fi 

connection available. Monitors and instructors available to help if needed. 

Device position Handheld or fixed (over a table) 

Screen sizes 3.5 to 10 inches, resolution 149 to 306 ppi 

Screen orientation Portrait mode (locked) 

Input technique Single-touch, with finger or pen 
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4.3 Subjects 

The first group was composed of 6 older users, 2 men (58 and 76 years old) and 4 
women (66, 67, 75 and 85 years old). The second group was composed of 11 older 
adults, 4 men (74 to 83 years old) and 7 women (70 to 87 years old) and 5 children, 2 
girls and 3 boys (all 9 years old). Two women didn’t want to tell their ages, but they 
had more than 65 years old and they were retired. 

According to previous studies about older user’s interaction with computers and 
touchscreen, the age-related changes on cognitive[9], motor [25] and visual skills [22] 
affect user’s performances. The conditions of this study didn’t allow measuring the 
user’s skills. Nevertheless some effects related to manual dexterity have been ob-
served and reported.  

Three women had some difficulty to use the devices. One of them wore a splint on 
the right hand. She was right handed, she wasn’t able to hold the devices but she 
could still uses her left hand or the right hand fingers to interact. One had arthritis and 
complained of some pain on the arms at the end of the section. One had arthrosis and 
deformation on the index finger. She used the middle finger to interact. 

None of the participants were visually impaired uncorrected. All of them were able 
to play puzzle games with small 16 pieces, even on the 3.5 inches screen device. 

Other aspects of life history and individual characteristics can also be used as pre-
dictors of performances such as education [20], health conditions [2] and previous 
experience with technologies [19, 26]. Most of the participants (12 of them) use a 
computer every day or almost every day. The children do not use a computer so often, 
but they have more frequent access to touchscreen devices. Only one older participant 
has a touchscreen tablet and uses it every day or almost every day. 

All the participants have already played puzzle games, mostly with jigsaw shapes 
on cardboard. Only one older adult plays it regularly. Three older adults use to play 
electronic games almost every day (Facebook apps, online Flash games, computer 
games with conventional input techniques as mouse and keyboard).  

5 Results 

5.1 Participants Appreciation 

The benefits of a social activity as shown by other studies about ludic activities and 
digital games seem to be confirmed [3, 22]. All the participants were pleased to learn 
how to use tactile devices with this entertainment activity. They said it was preferable 
to learn how to interact with an unknown technology during a ludic activity, without 
constraints or judgment. Playing games affected positively older users’ attitudes to-
wards technologies. They felt comfortable to ask the instructor or the more expe-
rienced users help when they had some difficulties during the activity. Working in 
pairs or in group help them learning to one from another, as practiced by some group 
studies [19, 20]. 

They were also able to discover solutions to common errors or difficulties together. 
For example, as the children had more experience with touchscreen devices, they 
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were able to help the older users. Children helped the older ones to start interaction 
and also observed their main errors, providing solutions or correcting the gesture. 
Showing their interest on touchscreen devices, they encouraged older users to be more 
curious about it and try to discover new tips. 

5.2 Common Errors during Touchscreen Interaction of Older Adults 

Common errors have been observed and classified into four categories according to 
their causes: devices (Table 4), input techniques (Table 5) and interactive system 
(Table 6). This analyze must be completed through more broad studies.  

Table 4. Common errors related to the device  

Description  Proposals 

Pushing physical buttons: turn off, vo-

lume controls. Small buttons are hard to 

find, to identify and to push. 

Special case to hide physical buttons (i.e. inside a box with 

a flap, a slipping panel) 

New design and explicit buttons. 

Touching soft buttons: back to home, 

back to another page, take screenshots. 

Soft buttons are hard to find and 

 to identify. 

Possibility of disabling soft buttons 

Define a constant location 

Better design for easier identification 

Reflection on the screen Protector film 

Finger marks on the screen Pen interaction, cleaning tissue 

 

Problems to hand hold Special case to prevent the device of slipping or  

falling down 

Table 5. Common errors related to the input technique 

Description  Proposals 

Pen: Touches with the side of the pen, 

pen only works straight up 

Pen could have touch points by the sides 

Pen: Buttons change the interaction if 

pushed 

Pen could have explicit buttons  

Pen buttons could be disabled by the user 

Fingers: Single touch detection of 

another point of interaction 

Identify accidental touches 

Table 6. Common errors related to the interactive system 

Description  Proposals 

Pieces come back to the second touch 

position 

Prioritize target interaction zone according to the context 
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Some errors or difficulties could be related to the user’s skills or impairments. As 
the condition of this study did not allow measuring user’s visual, cognitive or motor 
impairments, the table below only report some errors probably related to the individu-
al manual dexterity (Table 7). 

Table 7. Common errors probably related to the user’s manual dexterity 

Description  Proposals 

Place the palm of the hand on the 

screen to control the movements of the 

fingers 

Define interaction and non-interaction zones 

Hiding the screen Adapting target sizes 

Unregistered touches (low capacitance, 

dry skin, fingers side or nails) 

Pen interaction would be more convenient 

5.3 Strategies for Touchscreen Interaction 

Users adapt themselves according to the situation and device. Different strategies for 
interacting with the targets have been observed and analyzed. They are described on 
the table below (Table 8). 

Table 8. Gestures and strategies of interaction on touchscreen by older users 

Kind of gesture Supported by the system  Proposals and support 

Slipping the finger or the pen 

from the initial position to the 

final position: slowly 

Yes N.A. 

Slipping the finger or the pen 

from the initial position to the 

final position: fast 

No, the pieces arrive later Optimize the system’s perfor-

mances 

Small gestures pushing the 

piece 

Yes Smoothing the gestures 

Tutorial 

Online help to new users 

Fast gestures, pushing the 

pieces as they would continue 

on the same direction 

No, pieces stay where the finger 

released the screen 

Similar to a swipe, test the 

direction and continue the 

trajectory of the targets 

6 Conclusion and Planned Activities 

Touchscreen devices and the system “Puzzle Touch” can be used to support game  
and inter-generational activities. This seems to facilitate the appropriation of new 
technologies. 
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The existing studies about tactile interaction of older adults are helpful but don’t 
embrace all the different situations of use and the individual characteristics of this 
heterogeneous population. It is not possible to designers to determinate or to know in 
advance what kind of devices will be used neither the screen sizes nor position. Fur-
thermore, all the characteristics of use have an effect on user’s interaction. It is not 
possible either to preview user’s abilities or impairment. So systems should be res-
ponsive and flexible [20].  

The results of this exploratory study give important issues to design more accessi-
ble, usable and ergonomic interfaces. This observation method could be considered as 
a contribution for the participative user-centered method. 

Following the results and the proposals of this study, a new version of our system 
“Puzzle Touch” can be released. The next version of this interactive system should 
support the use of different input techniques (pen, finger) but also or multi touch inte-
raction. The detection of multi-touch should prevent accidental touches from inter-
rupting the interaction, i.e. when the user touches outside the targets, it should not be 
considered to the game. Touching outside the gameplay area or pushing buttons 
should not interrupt the activity. A detailed analysis of older users’ tactile gestures 
could provide more information to support their interaction. 
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Abstract. In bus system, to provide appropriate services for passenger demand 
cannot be ignored. When the trend, low birth rate with senior citizens, is com-
ing in our country, re-understanding bus passenger information needs and  
information behavior must be concerned in an being E-government. By infor-
mation seeking (behavior) and participating observation the passengers,  
need and behavior are surveyed. After understanding the local bus system, the 
research suggests an information schema to solve the problem to fit the  
information meaning of the information seeking. 

Keywords: Preference, Bus System, Information Seeking, Information Need. 

1 Introduction 

Since information delivery and immediately following nowadays as to existing bus 
system should have in response to change in the environment for new services and 
methods. Basically, the bus passenger demand and usage behavior are in consistency. 
The major behavior is nothing more than to go out wait a ride, on board, touch down 
destination, and get off the bus. If you consider the more intimate needs, of course, 
from the departure gate to reach the destination gate is the best. It is all the taxi ser-
vice does. For the needs of today's senior citizens under physiology and mental from 
aging phenomena, how to help them on travelling is an E-government’s responsibili-
ty.  Application of scientific and technological strength of the Internet with some 
changes in the system would work in the environment and these demands could be 
fulfilled intimate on bus ride for the older. 

2 Literature Review 

2.1 Researches on Bus System 

Previous studies [11][12][13][14][9][8]have revealed App, QR code, GPS and other 
Internet technology can be appropriately applied to the bus system, but really friendly 
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and caring, not a reasonable solution for the elderly on the user interface considera-
tions. Remote areas where the bus does not match the cost-effectiveness has been 
developed in line with contemporary environmental consideration [6] [7]. 

2.2 Information Seeking 

Bus information behavior covers the information needs, search, collect, organize, 
evaluate and use [10]. Kuhlthau believes that information needs are constantly re-
vised, and will vary with changes in cognitive and constantly changing at all stages 
[3][4]. According to the extent Taylor described the needs as four [5]. Harter asks the 
essence of the original meaning [2]. Grover proposed eight stages that normal users 
seek mode [1]. 

3 Methodology 

Participant observation is used to handle the problem and dig the information mean-
ing, need, and behavior on the older area. Interview with a questionnaire also used to 
handle the psychological and physiological need of the older. Bus system is from the 
secondary data of the Government. 

After the text edit has been completed, the paper is ready for the template. Dupli-
cate the template file by using the Save As command, and use the naming convention 
prescribed by your conference for the name of your paper. In this newly created file, 
highlight all of the contents and import your prepared text file. You are now ready to 
style your paper; use the scroll down window on the left of the MS Word Formatting 
toolbar. 

4 Implementation 

By using human one resident and ten action assistant, a total of six months in Ishioka 
region interact with participants.  Particular focus is on the elderly community infor-
mation needs and information behavior (Ishioka is a regional field of aging for the 
elderly). According to field situations understand the status of the local bus is not 
fulfilled completely. A case study in Longxing section of the area we found just two 
trips a day and it does not open on Saturday and Sunday. The main transport just pro-
vides students get on and off first. Time also caters for student-centered. 

The residents are not taken into account at all. Most of the elderly in the ground 
based on agriculture, they always get up early to work and go home around 11:00 to 
rest, do not go outside ordinarily. 

But organizing a major event in the field, uses the depth interview questionnaire to 
participants (62 samples), the information needs are most people are willing to partic-
ipate in activities. In any public events, possible cause is that they have known each 
other. In the instruments that they come are walking, bicycles, electric cars, share a 
ride car or welfare organization and the initiative to provide public car carrier send 
dominated. Completely no public transport supports. Details and figures are as follow: 
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Fig. 12. Process of free provider side 
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Fig. 13. Process of E-center 

6 Conclusion 

Because participant observation in the field (Ishioka) of height between the ground 
and the mountains, the bus is not cost effective results in relatively lower occupancy 
rates. An aging society with general needs push it needs to be re-considered. After 
studying information seeking behavior through in-depth interviews, learned that the 
elderly take a bus zone in Ishioka personality causality. In order to solve the elderly 
out by public instruments and to increase the chances of an elderly person to go out, 
we propose a ride by the dynamic real-time system schema, but it still rely on inter-
mediate processing by E-government or non-profit agencies throughout the system. It 
is expected to solve the region needs to go out and increase the positive interpersonal 
interaction. But, the protection of personal safety and accident insurance needs further 
considerations. Engineering technology and network software are also need to be 
assessed. 
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Abstract. There are more and more empty-nested elderly in China, and they 
need to maintain independent living with support from the family and the com-
munity. This paper discusses the meaning of independence in later life and the 
crucial dimensions of independence. Interviews were conducted with 51 older 
persons living in a community in Shanghai to understand the independent living 
requirements from older people’s perspective. Physical capabilities, typical 
problems in daily living, and life styles were discussed, which offers insights 
into how to improve independence in later life for older people living in  
communities.  

Keywords: Independence, older people, capability, activities of daily living. 

1 Introduction 

In China, families used to play an important role in caring for older people, as reflect-
ed by the Chinese traditional value of ‘filial piety’. However, the ‘One-child’ policy 
and the ‘Reform and Opening-up’ policy have resulted in more and more small-sized 
families, which undermine the traditional family-based old age supporting pattern. A 
qualitative study shows that the capacity of the family support for the elderly in urban 
households in Suzhou (a city near Shanghai) has actually weakened, as is reflected in 
financial support, daily life caring and emotional consultation [1].  

Urbanization has resulted in more and more empty-nested elderly in China. The 
studies on community care have reached growth peak since the publication of the 
China's 12th Five-year Plan which emphasizes on giving priority to the development 
of social service for the elderly.  

Independence in later life is often understood as the ability to do everyday activities 
without the reliance on others (physical independence). A supplementary understand-
ing is not doing everything oneself but having control over one’s life and choosing 
how that life is led [2]. Independence is therefore related to people’s decision making, 
which includes thinking and communication capabilities (mental independence). Inde-
pendence in later life is also related to social constructions [3] (social independence).  

                                                           
* Corresponding author. 
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Financial independence is critical as it affects an older person’s ability to maintain 
and improve his/her physical as well as mental wellbeing (Figure 1). In Chinese urba-
nized area, an older person’s economic support typically comes from pension and 
family support.  

 

Fig. 1. The pyramid of independence dimensions 

Physical independence depends to a great extent on one’s physical/functional ca-
pability, likewise, mental independence relies on mental capability. That is, the more 
physical/mental abilities, the higher the independence. The mental status includes 
both the cognitive and emotional statuses. The cognitive ability is more obvious and 
greatly affects the physical ability, whereas emotional functionality such as depres-
sion is harder to recognize and diagnose. Inclusive design toolkit (available at: 
www.inclusivedesigntoolkit.com), an online toolkit presenting a model for the rela-
tionship between user capabilities and product experience, classifies user capabilities 
into 7 categories: vision, hearing, dexterity, reach & stretch, locomotion, thinking, 
communication [4]. The former five are related to physical capabilities, and the last 
two are concerned with mental abilities.  

Social independence is located at the top of the pyramid. Secker et al. [5] proposes 
a two-dimensional model of independence, with one dimension reflecting the degree 
of reliance on others (physical/mental independence) and the other the subjective 
assessment of autonomy, desired level of choice and social usefulness (mental inde-
pendence), which indicates that physical/mental independence could greatly reflect 
the degree of social independence. 

Independence is not only a complex notion that includes multiple meaning, but al-
so a mutable notion that should be thought as an unstable achievement [6]. Since the 
rate of capability decline in the disablement process is highly individual and people 
redefine the notion over time as their situation changes, it is necessary to go deep into 
individual levels to understand the real demands in the specific disablement pathway. 
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2 Methods 

In order to find the independent living requirements from older people’s own perspec-
tives, in-depth interviews that last 1 to 1.5 hours were carried out. The older people 
living in communities were the population of interest in this study. With the help of 
the community residential committee of Tongji Xincun, a community near a Universi-
ty in Yangpu District, Shanghai, 51 persons among 60-90 years old were recruited. 
Two researchers (one as the interviewer, the other as a note-taker) were involved in 
every interview.  

One of the individualistic understandings of independence is that the ability to 
function unaided and the absence of reliance on others for carrying out activities of 
daily living (ADL) [7]. What is more, the notion of independence differs to people 
with different capabilities. So the physical capability was asked firstly (especially the 
capability of using electronic products). Difficulties in the activities of daily living, 
and the link between a person, products/environments and other people were also 
taken into consideration in this study. The interviewees were asked to describe the 
conditions when they use products at home and the conditions when they go out for 
social activities.  

Pseudonyms were used to ensure participants’ anonymity. Pictures were taken to 
remind the researchers of the interviewees’ living environments. All the interviews 
were audio-recorded and transcribed verbatim without delay for avoiding data miss-
ing, and all the data (interview notes and pictures) were put in a database for analysis.  

3 Results 

Based on self-report, the participants were divided into 4 levels of physical abilities in 
this study: very low, low, medium, and good. The summary of the participants’ basic 
information is shown in Table 1.  

Table 1. Characterization of participants 

Couple 7(16%)

Individule 37(84%)

Male 25(49%)

Female 26(51%)

61-70 8(16%)

71-80 24(47%)

81-90 19(37%)

Illetracy or primary school 8(16%)

Middle school  or high school 15(29%)

Junior college or above 28(55%)

0 (very low) 15(29%)

1 (low) 6(12%)

2 (medium) 21(41%)

3 (good) 9(18%)

Physical ability

Age

Number of respondents

Couple / Individule

Sex

Education
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3.1 The Physical Capability  

The participants’ abilities of using everyday electronic products (e.g. mobile phones, 
cameras, computers, the automated teller machines – ATMs) were classified into four 
levels: very low (score 0), low (score1), medium (score 2), and good (score 3). The 
participants who scored 0 accounted for 51% (Table 2), which suggested a low level 
of use of electronic products in their daily life. The reasons could be summarized as: 

• Some older people could not afford these products, or they regarded purchasing 
electronic products as an unnecessary expenditure. 

• These products were too complicated for some older people to use. 
• Some older people did not trust the virtual world, and they were more willing to 

accept tangible things, e.g. most of the participants took money out from the bank 
counter, rather than from the ATMs. 

Table 2. Capability of using electronic products 

Number of respondents Capability of  
using electronic products 

0 (very low) 
1 (low) 

2 (middle) 
3 (good) 

26(51%) 
6(12%) 
6(12%) 

13(25%)

3.2 Typical Problems  

The interviewees were asked to describe the conditions when they used products at 
home and the conditions when they went out for social activities. The qualitative data 
were classified according to user capability categories: dexterity, vision, hearing, 
mobility and memory. 

Dexterity. Most products need manual handling, and older people’s loss of dexterity 
(at various degrees) often makes physical manipulation out of control, which causes 
problems in daily activities. Almost all of the interviewees (19 out of 21) who got 0 or 
1 in physical ability evaluation had difficulties in opening food packaging. It was 
difficult for them to tear apart packaging by hands without a pair of scissors, especial-
ly the small packs with zigzag openings. Figure 2 shows the powder sprinkled on the 
table when an interviewee aged 84 was making a cup of instant coffee.  

Pulling a plug out of electronic sockets requires both fine pinch grip and reasona-
ble pull force from one hand, and a push force from the other. It was a challenging 
task for the elderly, and most of them preferred a switch to a plug.  

Some activities like using a key or a mobile phone require accuracy and dexterity 
simultaneously. Several participants felt it was hard to pinch a key and plug it into the 
keyhole. Using touchscreen phones also requires fine dexterity of the index finger. In 
this study, only two participants used touch phones, and both of them had difficulties 
in touching the correct point on the screen.  
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Fig. 2. Typical problem of opening food package 

Typical problems in interaction with products caused by dexterity limit are listed as 
follows (Table 3): 

Table 3. Typical problems caused by dexterity limit 

Products Dexterity functions Typical problems
food package pinch grip cannot do this delicate task; 

have to do it with scissors or 
other tools; 

plugs and sockets pinch grip, pull force need two hands working  
together; 

mobile phone push force incorrect manipulations; 
key pinch grip, push force hard to pinch a key and plug it 

into the keyhole. 

Vision. Older people often wear a pair of reading glasses when reading texts. But 
some people, like Mrs. Zhao, preferred magnifying glass, because if she wore the 
reading glasses for a long time, the bridge of her nose would become uncomfortable 
(Fig. 3). 

 

Fig. 3. Mrs. Zhao’s magnifying glass 
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There were also many problems when older people interacted with digital devices 
and their instructions. For instance, many found following instructions difficult, and 
they need larger texts, higher contrast, and longer pauses between setting-up steps.   

The study suggests that the visual functions of contrast sensitivity and usable visual 
field were more important to older people for outdoor activities. Many participants 
complained that conspicuous marks between stairs were lacking in public spaces, 
such as in the subway stations.  

Hearing. Most of the participants complained about the product with sound prompt 
functions. 

“I can’t hear the sound of ‘beep…beep…’ when the washing machine finished work. 
I also often forget that I have had some clothes in the washing machine, which would 
be found a few days later. So I have to wash them again or just wait beside the wash-
ing machine when it is working.”— Mrs. Zhang, 81 years old 

Some participants usually ignored the alarm because of their declined hearing, which 
could be dangerous. 

Mobility. Typical problems caused by mobility (the ability to move and walk) limit 
are as follows: 

• The regular sofa is too soft and low, and it is hard for an older person to sit for a 
long time and stand up without help. Several participants had adapted their sofa 
/chair with cushions (Fig. 4). 

 

 

Fig. 4. The adapted sofa and chair  

• Stairs with abrupt slopes or without armrests are very dangerous, and older people 
have to hold the armrests and move carefully step by step (Fig.5). They preferred  
the armrests made of wood to those of metal.  
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Fig. 5. The stair with wood armrest 

• The bus footstep is often too high, so it is hard for an old person to get on the bus. 
• Walking aids are often needed for those who cannot walk for a long distance (Fig. 6).  
 

 
Fig. 6. The walking aids 

Memory. Memory is a type of cognitive ability. According to the interview, the im-
pact of memory loss on daily living is reflected in the following aspects: 

• Many participants cannot remember TV channels, so they often write the channels 
down on a piece of paper (Fig. 7). 
 

 
Fig. 7. The handwritten TV channels  
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• Commonly used small items, like remote controls and reading glasses, are often 
difficult to find when needed.  

• Older people often forget to take medicines. Mrs. Qian had a pill box (Fig. 8), but 
it was useless for reminding her to take medicines on time. 
 

 

Fig. 8. Mrs. Qian’s pill box  

3.3 Life Styles  

Two typical life styles were identified: following the traditional way, or accepting 
new things. Most of the participants preferred old things (e.g. traditional handcrafts, 
Beijing Opera and “Red song”) that might evoke their memory of the youth. 

“I like watching military TV programs and amateur singing contests, especially the 
‘Red song’. Once you are old, you are living on memory.”— Mr. Huang, 75 years old 

Many participants’ hobbies in old age were related to their handcraft skills attained 
in younger age. For example, Mrs. Lou was a worker in a textile factory before re-
tirement, and she was good at knitting. After retirement, she really enjoyed knitting 
jumpers and making shoes and shirts for her grandson. 

It was observed that older people who had good physical capabilities, or had higher 
living standards, or had children living abroad, tended to accept the modern life style. 
They were interested in online shopping, playing computer games, learning English, 
and playing the piano. They wanted to catch up and make connections with the new 
world. 

“I need to be up to date with news. It will be a little embarrassing if other people are 
talking about news that I don't know about. ”— Mr. Lin, 78 years old 

Social connection was also an important factor, especially for those who moved to 
Shanghai in later life. They often felt lonely for leaving away from their previous 
social circles: 

“I don't like anything in Shanghai: the weather, the bank… I really want to go back 
to my original place and chat with my old friends.”—Mrs. Lu, 84 years old 

No matter what level of their living abilities, older people were reluctant to be de-
pendent, and they desired to be connected with others. Mrs. Qian lost eyesight when 
she was young. But she managed to do a lot of things independently. The happiest 
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moment for her was basking in the sun, meanwhile knitting jumpers and chatting with 
neighbors in the community garden, which made her feel like “a normal person”. Mr. 
Xue lived alone, and he loved to go to the community garden to do exercise every 
morning. For him, it was not only for keeping fit, but also keeping connected with old 
friends and neighbors. 

4 Discussions and Conclusions  

The participants in this study were biased for their location and high education levels. 
There were more than 55% people who had junior college education or above. Al-
though this made the interview easier, the sampling does not represent the general 
population of older people in Shanghai, and the results may not be generalizable. On 
the other hand, dependency can be seen as an indicator of importance for various 
needs. It means that the higher the dependency, the bigger the need. The people who 
are 71-85 years old accounted for 84% because of their higher level of dependency. 
So the study reflected well the old-old people’s needs. 

This community-based study helps capture many requirements for independent liv-
ing, from older people’s perspectives:  

Physically, three quarters of the participants assessed their physical ability as ‘very 
low’, ‘low’ or ‘medium’. Many of them had difficulties in interacting with everyday 
products because of their declined dexterity, vision, hearing, and mobility capabilities. 
More than half of the participants had very low level of interaction with electronic 
products.  

Mentally, memory loss had caused many inconveniences in older people’s daily 
life, from having difficulties in finding items to forgetting to take medicines on time.    

Socially, when physical and mental abilities allow, older people enjoy socializing 
through community-based activities, such as exercises and chatting with friends.    

Although literature suggests there is a link between physical independence, mental 
independence and social independence, this study did not investigate these relations in 
depth. Financial independence was not a focus of this study.  

The findings have a lot of implications for design, which is further studied in fol-
low-up research.   
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Abstract. This paper focuses on creating a guideline for style, line spacing, size, 
text box and age group combinations of Korean fonts for different electronic dis-
plays. Reading time and recall time were measured to analyze the readabilities 
among various typographical layouts. The importance of typographical elements 
were different among the age group: line height and font sizes are the most im-
portant element for 20s to skim through the documents; font style and line height 
for 30s; line height and font size for 50+. Although, 20s, 30s and 50s had simi-
larities on recalling speed since the font size and the line heights were the two 
most important readability elements. Thus, it is clear that the typographical 
layouts need to be designed differently based on the target user of the design. 
The optimized font combination for readability was also generated. 

Keywords: Font Readability, Conjoint Analysis, Korean Typography. 

1 Introduction 

Understanding the effects of the styles and the layout of the fonts on the readability of 
reading materials has been one of the primary subject of study for the wide range of 
disciplines such as interface design, typeface design, graphic design and other related 
fields. One reason for such phenomenon is the merits of effective space management. 
The management of screen real estate is critical for ensuring both aesthetics and high 
readability of the screen-based textual content [8]. However, the effectiveness of 
screen real estate management on readability can vary among the text of different 
display sizes and the age of target readers. According to Myung [7], the readability 
importance hierarchy comes in the following order: line-spacing (53%), font style 
(35%), followed by font size (12%). Furthermore, each product line of mobile phone 
differs in screen resolution, making large fonts unsuitable for mobile displays [4]. 
Therefore, the ideal combinations of font style and the layout should also change in 
accordance with the size of the display and the age group of the target users, since the 
layout must be transformed to accommodate the same amount of textual content on 
various screen sizes. 

The readability of a text varies with the font style as well as the layout of the text.  
From the aspect of legibility, line-spacing, font face, and font size are the dominant 
factors [7]. Passage length and letter spacing also affect the legibility of the textual 
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material. Typically, a graphic design expert carefully constructs an ensemble of font 
style and layout, which consists of features such as line-spacing or letter-spacing that 
aim to increase the readability of the content, based on personal aesthetic preferences 
or subjective estimates on screen real estates. However, since the text layout and the 
font sizes are inevitably modified due to the various shapes and sizes of the display 
screens, it is important to understand the correlation among font style, screen size, and 
the age of the target users.  

The objective of the paper is to create a guideline for combining style, line spacing, 
and size of Korean fonts for different age groups and for electronic displays that differ 
in orientation, a desktop monitor and a mobile phone, for example.. Analyzing the 
accuracy and the duration of reading activity of the readers among various font and 
layout combinations can help identify the optimal font and layout combinations for 
the different screen size among different age groups. 

A conjoint analysis was conducted to measure the readability among different font 
styles, font size, line spacing, screen sizes, and age groups. A total of 54 combinations 
of fonts, line spacing, size, age group and screen size were evaluated. 3 font styles 
were analyzed for the evaluation – Gothic (san serif), Myeong-Jo (serif) and Pen (cur-
sive) font styles from Nanum font family (Fig. 1). It is widely known that serif style 
typefaces provide better readabilities on printed material while san serif style displays 
better on screens [1]. However, this widely spread knowledge on serif and san-serif 
styled fonts may vary depending on the overall layout, the size of the font and screen 
sizes [2]. Three degrees of line spacing was used for this experiment (50%, 100%, and 
150%). The age groups is form in 3 groups (20 ~ 29, 30 ~ 39 and 50 ~ 59). 

 

 

Fig. 1. Nanum font family: (1) Nanum Gothic; (2) Nanum Myeongjo; (3) Nanum Pen 

According to Mo et al [6], the smallest Korean font size that are readable to the age 
group between 20 and 30 is 10.7 pt, and 16.6 pt for 40 and older. Therefore, we have 
evaluated 3 sizes: 10.7pt, 16.6pt, and 22.5pt.  Two representative instances of screen 
size was used: 1366x768 and 480x320 (most used PC screen and mobile phones reso-
lution according to w3school’s screen resolution statistics, and Android Market).  
Based on the possible combinations of the above features, the readability of each text 
in 4 categories was measured by the means of accuracy (counting error) and reading 
time (duration of reading the given text.  

The results can be used in identifying optimal font size, font type and lay-out for 
presenting screen-based text on electronic display.  
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The readability of the font, font size and line height can be evaluated by measuring 
reading speed of the text [4, 7, 8]. Tullis et al [8] considered reading time and accura-
cy to compare the read-abilities among the four different font styles. The result 
showed that the reading time and the accuracy correlated to the font size, and the 
users preferred larger fonts. Arial, san serif font, and MS San Serif showed small 
differences in the degree of readability. This result contradicts to the field myth that 
the san serif displays better on screen than the serif fonts.  

The performance of the readability is not only defined by the style of fonts and font 
size, but other typographical elements such line height, and the display size – bound-
ing box [4, 7]. Huang et al [4] have investigated the impact of font size in various 
display resolution on text searching time. Different screen resolutions had varying 
optimal font sizes. For instance, 125 dpi with 3.8mm font size; 167 dpi with  
2.6mm – 3.0mm; 200 dpi with 2.6mm; 250 dpi with 2.2-2.6 provides good readability 
for Chinese documents.  Line height is also found to be related to the readability of 
the writings along with other typographical elements such as font style, font size. 
Myung [7] have conducted researches on levels of importance of the typographical 
elements with Hangeul: Korean Fonts. The line-spacing has the relative importance of 
the 53%, font style has 35% and font size has 12%. Tullis et al [8] discovered that the 
font size actually is the most influential typo-graphical element in readability, but it 
contradicts what Myung [7] have measured. This may suggest that the typographical 
guidelines are not universally applicable for both Roman alphabet and Korean alpha-
bet due to the structural dissimilarities. Roman alphabets are efficient due to its one-
dimensional left to right alphanumeric letter composition [3]. However, Hangeul cha-
racters can be assembled in two-dimensional way similar to that of building blocks.  
The building blocks of the Korean letters are called Jamo, and at least two or three 
combinations of Jamo are used to create a character [5]. Thus, it is important to re-
search on Korean typography since the research on Roman alphabet does not correlate 
with Korean Typography. As such, the impact of typographical element for Korean 
was investigated along with age group and text box sizes to pro-vide guidelines for 
using Korean typography. 

2 Experiment 

2.1 Test Subjects 

15 test subjects were selected from the three age groups: 20 ~ 29; 30 ~ 39; 50 ~ 59. 
The experiment subjects were recruited from Korea Advanced Institute of Science 
and Technology, Daejeon, South Korea. The experiment texts were taken from the 
elementary school book’s readings and exams. The character and objects’ names were 
replaced with new names to reduce the opportunities for recognizing the readings.  
The experiment was conducted on a PC with a Dell Color monitor. The experiment 
materials were displayed on a self-developed program writ-ten on Python as shown in 
the Fig. 2. 
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Fig. 2. User Interface for the readability evaluation is shown: (1) layout combination of Nanum 
Gothic, font size 16.6pt, line height 200%, 600x400; (2) layout combination of Nanum 
Myeongjo, 12.7pt, line height 200%, 320x480 

2.2 Procedure 

The experiment is to identify the optimized combinations of font style, font size, line 
height and text box for 3 different age groups. Nanum font family was used since it is 
the one of the most commonly used font family in Korea.  We have evaluated 3 siz-
es: 10.7pt, 16.6pt, and 22.5pt.  Three degrees of line spacing was used for this expe-
riment (100%, 200%, and 300%). Two representative instances of screen size was 
used: 1366x768 and 480x320 (most used PC screen and mobile phones resolution 
according to w3school’s screen resolution statistics, and Android Market).  Based on 
the 54 possible combinations of the above features, the readability of each text in 4 
categories will be measured by the means of reading time (duration of reading the 
given text) and accuracy (duration of the recalling the answer).  
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Subjects were given five practice trials to familiarize with the experiment tasks. 
Each trial consists of 5 random layouts of 54 combinations in text that is different 
from the text used in the actual experiment. The experiment consists of repetitive 
process of 2-leveled experimentation (Fig. 3). 

 

 

Fig. 3. Experiment process and targeted measures 

As shown in the Fig.2, 54 combinations were randomly applied to 54-experiment 
texts that were generated in a random order. When the subject understood and fi-
nished the reading, the “next” button was pressed. The reading time was measured 
from when the first experiment text was shown until the subject pressed the “next” 
button. When the measuring the reading time is finished, a multiple choice question 
related to the text pops up and the subjects are required to answer the question before 
proceeding to the next question. Since answering questions about a short text is a very 
easy task, measuring the accuracy of the answers can be less useful. Instead, we track 
the recall time, the time the subject took to answer each question. 

3 Implementation 

3.1 Reading Speed 

The total number of characters in experimentation paragraphs has the mean values of 
100.53 and the median is 100. The reading speed of 54 typographical combinations 
are calculated with the formula from Myung [7]: 

 N    S                     (1) 

 
The search time in the above formula is equivalent to the reading time obtained 

from the experiment. A conjoint analysis is then conducted to using the calculated 
reading speed in order to identify significant typographic elements of readability. 
There were significant differences in the typographic elements influencing readability 
among the age groups (Fig. 4).  The significantly effective typographical elements 
for age group of 20 to 29 on readability are font size and line height (p-value < 0.039, 
r2 = 0.243). In contrast, font style is the most important typographical element for 
people in the age group of 30 to 39(p-value < 0.001, r2 = 0.427). The font style is the 
least important element to the age group of 50++ (p-value <0.02, r2 = 0.281).  
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Fig. 4. Averaged importance of the typographical elements for reading speed of three age 
groups 

3.2 Recall Speed 

The recall speed is calculated using the response time of the subjects for answering 
the questions during each question session. 

 N    R                      (2) 

 
The recall time was then applied to conjoint analysis to identify significant typo-

graphic elements on readability. As shown in the Fig. 5, here were significant differ-
ences on the typographic elements influencing readability among different age 
groups. The significantly effective typographical element for age group of 20 to 29 on 
readability is: line height, font size, font style and text box. The line height is most 
important to the age group of 20 – 29 (p-value < 0.005, r2 = 0.348)   when the age 
group of 30 to 39 (p-value < 0.006, r2 = 0.342)   and 50++ values the font size the 
most. Especially, the age group of 50++ is highly dependent on font size for their 
effective readability (p-value < 0.005, r2 = 0.452). 

 
 

 

Fig. 5. Averaged importance of the typographical elements for recall speed of three age groups 

The impact of the font size is different among reading speed and recall speed. It 
might be resulted from the skimming effect. The objective of reading is to skim 
through the paragraph as soon as possible to quickly overview the whole paragraph, 
therefore the larger font size may not always help. 
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3.3 Typographical Combinations 

Based on the conjoin analysis on the 54 combinations of the typographical layouts, 3 
highest readability layout combinations for three different age groups were generat-ed 
(Table 1). 

Table 1. The most effective typographical combinations for the maximum readability 

Age Group Nanum Myeongjo Nanum Gothic Nanum Pen 

20 – 29 
Text box:480px 
Font size: 11pt* 
Line Height: 200% 

Text box: 480px  
Font size: 17pt* 
Line Height: 300% 

Text box: 600px 
Font size: 11pt*  
Line Height: 200% 

30 – 39 
Text box: 480px  
Font size: 23pt* 
Line Height: 200% 

Text box: 600px  
Font size: 11pt*  
Line Height: 100% 

Text box: 600px 
Font size: 17pt* 
Line Height: 100% 

50 – 59 
Text box: 600 
Font size: 17pt* 
Line Height: 200% 

Text box: 480 
Font size: 17pt*  
Line Height: 300% 

Text box: 480  
Font size: 17pt* 
Line Height: 300% 

* font sizes are rounded up for readability 
 
 
Despite the importance of the font style, font size, text box and line height, the  

typo-graphical combination shows that different font requires different layouts to 
enhance the readability based on different age groups. 

4 Conclusion 

In this paper we attempted to create a guideline for style, line spacing, size, text box 
and age group combinations of Korean fonts for different electronic dis-plays such as 
desktop monitor and mobile phone that have various screen size. Reading time and 
recalling time were measured to analyze the readabilities among various typographi-
cal layouts. The importance of typographical elements were different among the age 
group: line height and font sizes are the most important element for 20s to skim 
through the documents; font style and line height for 30s; line height and font size for 
50+. Although, 20s, 30s and 50s had similarities on recalling speed since the font size 
and the line heights were the two most important readability elements. Thus, it is clear 
that the typographical layouts need to be designed differently based on the target user 
of the design. The optimized font combination for readability was also generated 
based on the experiment results which can be helpful reference for interface design-
ers, typeface designers, and graphic designers to justify their designs, especially on 
responsive website designs. How other factors accompanied by age difference such as 
eyesight, memory, familiarity with electronic devices, and eye movement speed influ-
ence the reading speed and recall time should be investigated in the future work. 
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Abstract. Seniors have a wealth of knowledge and free time, so they are a 
promising workforce for crowdsourced tasks. Currently senior workers are 
hardly involved in real applications. We have started an experimental project 
that crowdsources proofreading micro-tasks to volunteer workers to efficiently 
produce accessible digital books. By design, the majority of the workers in this 
project are senior citizens. In this paper, we report the findings of our experi-
ment in which we tested four working hypotheses about the behavioral charac-
teristics of senior workers. We also discuss skill management to improve task 
performance and motivation encouragement for long-term involvement of  
senior workers. 

Keywords: Senior Workforce, Elderly, Ageing, Micro-tasks, Crowdsourcing, 
Gamification, Accessibility. 

1 Introduction 

Crowdsourcing is recognized as a powerful tool for outsourcing manual tasks and is 
widely utilized in real applications. The tasks offered by typical crowdsourcing ser-
vices are not demanding as regards the workers’ physical locations or time, so they 
are highly suitable for a large number of non-fulltime workers. Seniors are an espe-
cially promising workforce for such tasks, especially in Japan where the population is 
aging rapidly [1]. However, there are no well-established methods for effectively 
involving senior workers in crowdsourced work. Our findings will help accelerate the 
development of methods to support crowdsourced applications with. In October 2013, 
in collaboration with the Japan Braille Library, we launched an experimental crowd-
sourcing project to convert printed books into an accessible digital text format, 
DAISY (Digital Accessible Information SYstem) [2], using the micro-tasking model 
proposed in [3]. As of January 2014, 178 participants including 83 seniors (age 60+) 
have registered and more than 1,200 hours of work has been completed. Since the 
crowdsourcing of proofreading is a well-known approach (e.g., [4][5][6]), our re-
search focus was to develop methods to improve senior workers’ long-term perfor-
mance in crowdsourcing. These methods must be based on a deep understanding of 
their behaviors in practical applications. This paper is organized as follows. In Section 
2, we introduce the implementation of our system and the experimental hypotheses.  
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In Section 3, we report the results and notable findings. In Section 4, we discuss how 
to manage skills and motivate senior workers doing crowdsourced tasks. 

2 Implementation and Hypotheses 

Our experiment is designed to understand behavioral features of senior workers from 
two main perspectives: proofreading operations and mechanisms for encouraging 
motivation. Starting with the system design proposed in [3], we introduce additional 
implementation considerations and experimental hypotheses. 
 
Total Involvement. We arranged the experimental website to improve the involve-
ment of senior workers as shown later in this section. Given that senior citizens tend 
to have a desire to contribute to their society [7], seniors are expected to work more if 
the technical and motivational barriers are eliminated. Thus we start with this hypo-
thesis: 
 
(H1). Seniors will do more work than young workers. 

2.1 Crowdsourced Proofreading Interfaces 

Our system decomposes the proofreading process into three types of sub-tasks and 
provides a specialized view for each of them: Character, Ruby, and Phrase (Fig. 1). 
This is based on the observation that there are three kinds of typical OCR (Optical 
Character Recognition) errors in Japanese text: (a) repeated errors involving a specific 
character (i.e., a specific character tends to cause similar OCR errors throughout a 
book), (b) errors in ruby (a pair consisting of one or more Chinese-derived characters 
and a pronunciation gloss (displayed nearby in a smaller (ruby) font)), and (c) letter 
separation errors in phrases (as in English when “m” is read as “r” plus “n”). Since the 
Character view uses an interface from CONCERT [5], it has some English labels, 
which were not redesigned for the Japanese users. In comparison, the Ruby and 
Phrase views have relatively large buttons with Japanese labels. See [3] for details of 
the design of each view. 
 

 
Fig. 1. Three types of crowdsourced proofreading interfaces 
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Differences in Competence. Several articles indicate that senior workers have more 
linguistic knowledge but weaker ICT skills and visual attention than younger workers 
[8][9]. We believe that Character requires more ICT skills and visual attention while 
Ruby and Phrase call for more linguistic knowledge, which leads to our second  
hypothesis: 
 
(H2). Seniors will be relatively good at the Ruby and Phrase tasks while young work-
ers are better at Character. 

2.2 Mechanisms for Encouraging Motivation 

With all three of our proofreading views, workers can start or leave the work whenev-
er they want to. There are no quotas or scheduled hours. This makes participation 
easier, especially for people who have little time for volunteer work. However, this 
also means that they can always leave the project, and so we added additional me-
chanisms to encourage their long-term involvement. We used two approaches to 
achieve this goal: removing barriers to continuing participation and providing incen-
tives for active participation. For barrier removal, our system has question-answer 
support, since a leading cause of quitting is when a worker cannot complete a difficult 
task. For incentive, a gamification mechanism provides workers with a variety of 
types of feedback in response to their contributions. 
 
Question-Answer Support. Previous studies have indicated that senior citizens using 
ICT have stronger needs for support from other people compared to younger people 
[10][11][12], we carefully integrated a question-answer (Q&A) forum into the proo-
freading interfaces as illustrated in Fig. 2-a. The list of the latest questions, a link to 
the full list of questions, and a link to post a new question are always visible at the 
right side of the proofreading interfaces. This allows proofreaders to easily access the 
question-answer features whenever they need to during proofreading tasks. The Q&A 
forum can transfer knowledge about the language itself, the usage of the system, and 
the rules of proofreading, coming from the participants who know the answers to the 

  
Fig. 2. Screenshots of the sidebar of the proofreading interfaces 

(a) Q&A (b) Usage (c) Tweets
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participants who need to know. We anticipated that senior participants would post 
relatively more questions in the forum since they prefer guided support from other 
people and tend to dislike trial-and-error approaches [10]. In the sidebar, there are two 
other tabs. “Usage” shows brief instructions for the ongoing proofreading task with a 
link to the full instruction manual in PDF format (Fig. 2-b). Again, research shows 
senior citizens prefer to learn from manuals almost as much as they like support from 
other people, but they prefer to print documents rather than read them on screen. The 
“Tweets” tab offers a Twitter-like chat interface (Fig. 2-c) intended for frequent, in-
formal communications among participants that could lead to a stronger sense of col-
laboration. Regarding the Q&A forum, we have a third hypothesis based on the  
previous research: 
 
(H3). Seniors will ask more questions than the young workers.  
 
Gamification. Rankings and badges are popular methods to motivate active participa-
tion in various types of online social systems. It is known that providing participants 
with feedback about their contributions can improve their motivation (e.g., [13]). 
Since crowdsourcing allows workers to freely start and leave their work whenever 
they want, motivation is needed for sustainable involvement. Thus we added gamifi-
cation features to our system. They consist of (a) a ranking based on the number of 
completed tasks during the last 30 days, (b) badges based on completed tasks, (c) the 
accumulated numbers of completed tasks of each task type, (d) the worker’s personal 
contribution to the last book the worker contributed to, as a percentage of all of the 
work done so far on that book, and (e) the number of books that the worker has con-
tributed to relative to the total number of books in this project (Fig. 3). Note that (a) is 
a kind of competition between each worker and the other workers while (b) and (c) 
measure the worker’s own efforts. The scores of (d) and (e) give a larger perspective 
on the worker’s contribution. Since previous studies (e.g., [14]) showed that gamifica-
tion mechanisms could benefit senior citizens as well as younger people, this leads to 
our fourth hypothesis: 
 
(H4). Gamification features will more strongly encourage seniors than young workers. 

2.3 Miscellaneous Design Considerations 

Fig. 3 shows the portal page that the participants see after logging into the system. It 
consists of announcements to the participants at the top, large icons that link to  
the main features (e.g., proofreading or Q&A) in the middle, a gamification screen at 
the bottom, and links to download manuals and the chat interface on the right side. 
The portal page is designed not only for proofreaders but also for DAISY book users, 
i.e., people with print disabilities. The system provides them with forums to request 
new DAISY books, which can lead to new proofreading tasks. One of our goals is to 
keep this forum active, because a previous study reported that the lack of tasks  
can disrupt the momentum of participation in a micro-tasking system, and the lost 
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participants may never return [15]. Finally, the system also provides a sandbox forum 
to allow participants to practice using the forum interface. 

The website design for senior citizens involved many accessibility-related consid-
erations. For example, their declining sensory and physical abilities require larger text 
and buttons [16]. Meanwhile, they often use inexpensive devices with small screens 
(e.g., XGA displays). Senior citizens may have difficulties in scrolling the pages, 
which imposes a design constraint that all of the needed information should be visible 
on one screen. Thus there is a trade-off between the sizes of the content and the 
screen. We used an iterative design process based on user feedback with experts de-
ciding on the size of each component and their layout. Also, we iteratively improved 
the accessibility for the DAISY book users, who usually use a screen reader to access 
websites. 

3 Experimental Results 

In this section, we describe the results of our experiment in terms of the four hypo-
theses (H1–4) from Section 2. The experiment started on October 15, 2013. We ana-
lyze the data from this date to January 26, 2014 in this paper. In that period, 178  
volunteers registered and 112 of them were “active workers”, who did at least one 
task. They contributed more than 1,200 hours and proofread 136 books. The outcomes 
by types of tasks are summarized in Table 1. 

  

Fig. 3. A screen shot of the portal page with the gamification display 
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3.1 Total Involvement 

The active workers had wide distribution of ages (Fig. 4-a). There were 56 active 
senior workers (Over-60) and 56 active younger workers (Under-59). The Over-60 
group worked a total of 755 hours while the Under-59 group worked 514 hours (Fig. 
4-b). The distribution of total work time for each active worker was not a normal 
distribution (Fig. 5-a). However, the logarithm of the total work time seemed to be 
normally distributed (Fig. 5-b), with statistical support from a Shapiro-Wilk normality 
test (p > .05). A Welch test showed that the logarithmic total work time for Over-60 
was significantly longer than the Under-59 (p < .05). The average log values were 
4.107 and 3.769 for Over-60 and Under-59, respectively. 
 
(R1). H1 was supported. Over-60 worked significantly longer than Under-59. 

 

Fig. 4. (a) Age distribution of active workers and (b) Total work time (hours) 

 

Fig. 5. Distribution of (a) the total work time (hours) and (b) the logarithm of (a) 

Table 1. Proofreading Outcomes by Task Type 

Task type # completed Total working time # per hour 

Character 279,390 tasks 553 hours 505 tasks 

Ruby 77,930 tasks 180 hours 432 tasks 

Phrase 137,070 tasks 500 hours 274 tasks 
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3.2 Differences in Competence 

H2 seems to be supported as shown by the number of active workers for each task 
type in Fig. 6-a. In particular, for the participants older than 70, only 7 out of 21 tried 
to do Character tasks while almost all of them (20 out of 21) tried Phrase tasks. The χ2 
tests showed that Over-60 was significantly less active in Character tasks and more 
active in Phrase than Under-59 (p < .05). There was no significat difference in Ruby. 
H2 was not supported based on the total number of tasks completed for each task type 
in Fig. 6-b. The Over-60 group did more Character tasks than Under-59. A Wilcoxon 
rank sum test for each task type showed that there is no significant difference in the 
efficiency (number of completed tasks / work time) between Over-60 and Under-59 
(p > .05). 
 
(R2). H2 was partially supported. The Over-60 group was less likely to try Character 
tasks while they tried more Phrase tasks. However there was no significant difference 
in the efficiency metric between the Over-60 and Under-59 groups. 

3.3 Question-Answer Support 

During the experimental period, 60 questions were posted by proofreaders. The aver-
age numbers of questions for each active participant were 0.63 and 0.70 for Under-59 
and Over-60, respectively. This result seems to confirm H3. However, the limited 
number of questions is too small to support a firm conclusion. Certain participants 
tend to post many questions, while 85% of the active participants did not post any. 
This result does not necessarily indicate that the Q&A forum is of no use for the ma-
jority of the participants. The data shows that 73% of the active participants accessed 
the Q&A forum and 59% read at least one Q&A thread. They may have gained know-
ledge from the Q&A forum even if they did not post any questions. In addition, sever-
al participants wrote question-like messages using the chat interface rather than the 
Q&A interface. This might indicate that if the system provides a quicker way to post 
questions, the participants would be encouraged to post more questions. Out of the 
total of 60 questions, 56 were answered by members of the library or development 
teams, only 1 was answered by other participants, but 3 received answers from both 

 

Fig. 6. (a) The number of active workers and (b) The total number of completed tasks for each 
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staff members and participants. All of the questions were answered within 24 hours. 
As regards the subjects of the questions, only 1 question asked for linguistic know-
ledge, while 33 asked for system usage information and 26 asked about proofreading 
rules. 
 
(R3). H3 could be promising but our results were inconclusive. At least for the li-
mited sample, seniors tended to ask more questions than younger participants. 

3.4 Gamification 

We added the gamification features to our system in the middle of the target period. 
Thus we can compare the results without and with the gamification. For analyses, we 
divided the participants into two groups: those who have looked at the gamification 
display and those who have never looked at it. We scored the game display as seen 
when a participant scrolled down the page and the mouse cursor moved over the game 
display. Fig. 7 shows the number of participants for whom the gamification features 
had positive, neutral, and negative effects, based on comparing the amount of contri-
butions during each week before and after the introduction of gamification. For the 
group that looked at the game metrics, the numbers of participants with positive, neu-
tral, and negative reactions were 18, 5, and 7, respectively. For the latter group that 
never looked at the game metrics, the numbers were 4, 4, and 3. This result seems to 
show some positive effects of the gamification display. We also compared the effects 
for senior and young participants and found no apparent effects related to age. 

For further analyses, we conducted an online survey. We asked how each compo-
nent of the gamification display motivated participants with a 5-point Likert scale 
from 1 (not motivated at all) to 5 (highly motivated). A total of 29 participants (22 
senior and 7 young) responded to the survey. The results are summarized in Fig. 8. 
For the Over-60 group, the average values were 3.3, 3.0, 3.1, 3.6, and 3.6 for ranking, 
badges, the accumulated number of tasks, the percentage of contribution to the last 
book, and the number of contributed books, respectively. For the Under-59 group, the 
values were 3.3, 2.6, 2.6, 3.0, and 3.6. The majority of the respondents most preferred 
the display of the number of contributed books. In contrast, ranking, badges, and the 
accumulated number of tasks were least motivational according to self-reporting. 

 

Fig. 7. Effects of the gamification display on the number of contributions for participants who 
(a) looked at the game metrics vs. (b) never looked at them 

0

5

10

15

20

Negative Neutral Positive

0

5

10

15

20

Negative Neutral Positive

(b)(a)

Reaction Reaction

#
 o
f 
w
o
rk
e
rs

#
 o
f 
w
o
rk
e
rs



114 T. Itoko et al. 

 

 

(R4). H4 could be promising but our results were inconclusive. At least for the limited 
sample, the participants who had looked at the gamification display tended to perform 
more tasks but no age-related effect was observed. At the same time, the subjective 
evaluation did indicate that the Over-60 group felt more encouraged than the Under-59. 

4 Discussion 

4.1 Effects of High-Performance Workers 

As shown in Section 3.1, the senior participants tended to complete more work. How-
ever, we need to note that the total work performed by the workers was not normally 
distributed. A few high-performance workers contribute much more than others, and 
thus apparent tendencies in the total performance are dominated by their outcomes. 
For some books, almost all of the work was completed by one high-performance 
worker (Fig. 9-a). However, there are also some books that involved more than 10 
workers completing a single book (Fig. 9-b). This observation indicates that the sus-
tainability of micro-tasking community can involve both the contributions of high-
performers and long-tail workers. More investigation of the differences among  
individuals will be needed. Note that the task performance depends not only on the 

  

Fig. 8. Subjective evaluation of each gamification component 

 

Fig. 9. (a) High-performers for a book vs. (b) long-tail workers accumulating work on a book. 
Each stacked rectangle represents the amount of the contribution of a worker to the book. 
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skills of each worker but also on the content and OCR quality of each book. It will be 
necessary to eliminate the effects of differences among books to assess the skills of 
individual workers. It is also notable that there were many seniors among the high-
performers (Table 2). The involvement of active seniors will be a key to enhancing 
crowdsourcing applications. 

4.2 Complementarity in Competencies 

The results in Section 3.2 showed that the differences between senior and younger 
workers for each task type are observed in terms of trying to start work or not start 
while the differences are not clear in the performance metrics of the active workers. 
This may indicate that the dominating factors in the workers’ decisions are changed 
before and after starting work. We had classified the proofreading sub-tasks based on 
the three competencies of linguistic knowledge, ICT skills, and visual attention. What 
are the unpredicted competencies? In the experiment, we noticed a fourth competency 
we called “task-specific knowledge”, which may be the most important competency 
we recognized after starting work. In our context, this is knowledge about the editorial 
rules in proofreading. In fact, almost half of the questions posted in the Q&A forum 
asked about editorial rules. It is not hard to anticipate that few of the workers would 
have such knowledge in the beginning. The lack of task-specific knowledge about 
editing might mask significant efficiency differences between senior and younger 
workers, as discussed in Section 3.2. 

4.3 Knowledge Transfer among Participants 

The Q&A forum was essential for some of the participants, especially among the 
seniors. It provided them with crucial on-demand support while doing the work. The 
resulting answers in the Q&A threads also helped other participants with similar ques-
tions. In addition, we used the Q&A forum to iteratively update the downloadable 
instruction manuals. The communications in the forum allowed us to see what infor-
mation the participants needed and helped us improve our system. However, the  

Table 2. Top X worker’s performance by task type 

TOP 

Character Ruby Phrase 

# tasks 
Cumu-
lative 
total 

Age # tasks 
Cumu-
lative 
total 

Age # tasks 
Cumu-
lative 
total 

Age 

1 85,269 30.5% 64 9,528 12.2% 49 24,948 18.2% 49 

2 37,392 43.9% 57 6,305 20.3% 78 15,198 29.3% 76 

3 35,407 56.6% 49 5,270 27.1% 76 10,769 37.1% 45 

4 28,956 66.9% 45 5,227 33.8% 64 8,863 43.6% 64 

5 27,919 76.9% 61 4,965 40.2% 42 7,525 49.1% 64 

10% 6,836 87.6% – 4,853 46.4% – 4,426 63.1% – 

25% 957 96.3% – 1,312 83.3% – 1,236 86.4% – 

50% 133 99.4% – 302 95.4% – 292 97.0% – 
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limited results during the experimental period were insufficient to evaluate the age-
difference effect on need for Q&A, because there were too few questioners. Another 
problem for the future is to address the lack of mutual support in the Q&A system. 
During the experimental period, most of the questions were answered by administra-
tors. One reason might be that most of the questions were related to the system usage 
or proofreading rules, both of which required expert knowledge that the participants 
had not yet acquired it. However, since the amount of work that can be done by ad-
ministrators is limited, mutual support among participants is needed to improve the 
scalability and sustainability of the micro-tasking system. We are continuing our pilot 
study and we will examine whether the participants with longer experience are moti-
vated to transfer their knowledge to novices. 

4.4 Motivation Encouragement by Gamification 

The results indicated that the gamification mechanism has certain positive effects in 
motivating participants. In addition, the questionnaire results showed that the seniors 
were more positive about the gamification than the younger participants. More specif-
ically, seniors preferred the gamification components in a general way, while the 
younger participants favored specific metrics such as the number of contributed books 
and ranking. Among the gamification components, the visualizations of contributions 
were most preferred. In particular, the seniors did not like the visualizations of their 
own efforts or competition with other participants, whereas the younger participants 
tended to like the competitive aspects. This might be because our experiment involved 
volunteers who had intrinsic motivations to contribute to society by helping people 
with disabilities. Other types of tasks may call for other types of incentives. It is fu-
ture work to examine what types of feedback are effective to encourage senior citi-
zens to participate in other types of micro-tasks such as paid work not for social  
contribution as well as to assess age differences in the effects of gamification with a 
larger sample. 

5 Conclusion 

This paper described some of the characteristics of senior workers observed in a 
crowdsourcing system for proofreading tasks. The results showed that seniors tended 
to do more work than young workers. It was indicated that the Q&A and gamification 
mechanisms are particularly effective for senior workers. Also the potential of the 
multi-generational approach was shown. The involvement of both senior and younger 
workers allows gathering different competencies while micro-tasking allows decom-
posing a larger task into sub-tasks for each competency. Our future work will include 
individual skill management for performance improvements and individual motiva-
tion encouragement for long-term engagement. For skill management, preliminary 
findings were presented in [12]. For motivation encouragement, basic findings were 
discussed in this paper. Based on these insights, we will continue investigating elderly 
participation in crowdsourcing, including different types of tasks, such as paid work. 
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Abstract. This work describes a lightweight framework allowing internet ap-
plications to access controllers such as the Wii remote, Wii balance board and 
MS Kinect irrespective of proximity or configuration. This is achieved by uti-
lizing predetermined schemas for encapsulating the controller information and 
transferring this data through standard internet communication technologies 
(RESTFUL services and Web Sockets) in platform independent, device naïve 
ways. These features of the framework provide Rich Internet Applications 
(RIAs) with ubiquitous access to sophisticated human computer interaction 
schemes for diverse uses. The proliferation of Smart TVs as central information 
hubs in elderly assisted living environments, along with the need for simple 
gesture control schemes for these demographics, provides one application of 
this framework. Thus, we demonstrate how this service can be incorporated for 
developing internet applications and how it can be utilized for providing intui-
tive interaction methods for RIAs deployed through Smart TVs in elderly as-
sisted living environments. 

Keywords: cross-device communication, smart home, elderly, ambient assisted 
living, ubiquitous communication technologies, exergaming serious gaming. 

1 Introduction and Background 

1.1 Introduction 

It has become increasingly common for contemporary and novel input devices to find 
fertile ground with new tasks in the realm of Human Computer Interaction. Towards 
this end, depth imaging devices are considered as suitable candidates to substitute or 
complement traditional input methods for future applications and systems. With the 
introduction of Microsoft’s Kinect depth imaging device and the release of powerful 
SDKs exploiting and enhancing its information (by providing both image and body 
skeleton information), users are enabled to control and interact with applications and 
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systems through natural postures/gestures, without touching a game controller. Recent 
literature promotes the usage of such devices as a trend for modern designs [1–
5].However, one of the promising approaches on utilizing gaming input devices for 
new interactive designs, before the Kinect sensor was introduced in the market, had 
been based on Nintendo Wii remote control and Wii BalanceBoard. The former cor-
responds to the users’ movements (accelerations) while the latter utilizes the body’s 
center of mass. Both of the devices support wireless connectivity. Consequently, they 
can be utilized when there are movement restrictions due to limited space [6, 7]. 

Even more exotic sensors-as-controllers have been developed in order to facilitate 
specialized needs in human machine interface. Interface devices like Neurosky’s 
Mindwave device utilize direct electroencephalography signals (EEG) to assess brain 
function [8, 9] and, with custom software, infer cognitive and emotional states and 
utilize them in a multitude of ways.  

1.2 Background 

Beyond mainstream gaming, unconventional controllers like Wiimote, Wii balance 
board and the Kinect found use in the field of ubiquitous computing [10]. The advent 
of integrated sensors/controllers like the Kinect has enabled this contextual utilization 
of user input [11]. Fusing unconventional controllers and streaming their input to the 
web provides interesting applications potential such as gestural user interfaces for 
increased productivity in the management of tiled display [6].Furthermore, in the field 
of cross device applications, the enabling of the user through the seamless integration 
of several diverse control devices, dictates implicitly the use of natural, unconven-
tional and unobtrusive control schemes and control devices [12–14].  

Focusing on enabling applications of cross-platform cross-device, ubiquitous com-
puting the Smart Home is one of the most promising. Smart homes aim to augment 
people’s lives through technologies that provide increased functionality, communica-
tion and awareness [15]. In that context Smart TVs are aiming to become the epicen-
ters of interaction in smart homes. For one, due to the TV sets long lived existence 
there has been developed a strong familiarity with people of any demographic. For 
example, it has been suggested that there is a link between technology and area own-
ership of the home [16]. On the other hand, Smart TV sets have been successfully 
used for controlling aspects of the Smart Home [17].  

While Smart Homes are an impressive quality of life enhancer for people of any 
age, they take a significance boost when seen within the scope of assisted living, and 
specifically in the area of elderly assisted living and quality of life improvement. In 
this field, contemporary controllers/sensors find significant use. For example, Kinect 
has been proven effective in monitoring the stance of a senior in order to anticipate 
and prevent balance loss [18], or the Wii suite of controllers (Wiimote, Wii board) has 
been used for enabling elderly people to increase their physical activity levels by en-
gaging in games that utilize these controllers and drive the users to increased physical 
and psychological wellbeing [19]. In fact, research explored the utility of cognitive 
and physical training through computer games and provided significant conclusions, 
with results providing specific guidelines for topics as diverse as depression or  
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interaction between generations [20, 21]. This kind of research has even coined a 
portmanteau term exergaming (exercise gaming) to describe computer software that 
facilitates mental and physical training in a computer gaming environment [20, 21]. 

1.3 Rationale 

Incentivized by the presented context we developed a lightweight framework (Con-
troller Application Communication framework – CAC framework) that allows inter-
net applications ubiquitous access to controllers such as the Wii remote, Wii balance 
board MS Kinect and Neurosky Mindwave. This is achieved by using predetermined 
schemas for encapsulating controller information and transferring the data through 
standard internet communication technologies in a cross platform, and device inde-
pendent way. In this work we briefly describe this framework and present the first 
technical assessment results from a developer base that implemented it in a small 
demo application. Additionally, we present a demo use case scenario of implementing 
this framework in an exergaming application of an elderly assisted living  
environment. 

2 Materials and Methods 

2.1 Description of the CAC Framework 

The CAC framework [22] has the role of an intermediary, in order to allow the con-
nection of a series of controllers to all applications that use the framework and require 
sensor input. The CAC framework functions as a number of loosely coupled services 
that  

1. Encapsulate the raw information from the device, in a predetermined, structured 
albeit custom way  

2. Format all requests for sensor/controller data from the applications, in a uniform, 
framework aware, data schema and  

3. Utilize ubiquitous internet communication technologies (Websockets and RESTful 
web services) to make possible the transmission of requests and data from and to 
applications running on a multitude of platforms and devices, through a distributed 
server structure (Fig. 1). 

The CAC framework exposes structures and functionalities specific for every sup-
ported input device. The appropriately formatted information is pushed from the de-
vices to the service. A processing component of the framework acquires information 
from the device and passes it to the server. This component is either an application 
that uses the devices’ libraries (e.g. Microsoft Kinect SDK) and drivers or, when 
technology allows, the exposed functionalities of the sensor/controller itself as it 
would become available by emerging ubiquitous computing technologies. This infor-
mation (for example, the RGB stream of the Kinect or the weight of a person on the 
Wii Balance Board) is then either polled by the applications or pushed by the service 
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to the applications. It must be noted that applications which consume the framework's 
communicated data can be either conventional computer applications or embedded 
software in custom hardware such as Smart phones, Smart TV sets, tablets, or robotic 
devices; in general, any piece of software, or hardware that can facilitate internet 
communication. 

 

 

Fig. 1. Controller Application Communication (CAC) framework concept 

Through the described provisions for custom but uniform across the framework 
encapsulation of controller data and application requests, as well as, with the use of 
the standard real time internet communication technologies, this framework facilitates 
device and platform independent communication between controller/sensor devices 
and relevant applications. 

The next subsection presents the web client API that facilitates developers to in-
corporate the framework to web applications exploiting the usage of contemporary 
controllers. 

2.2 CAC Framework’s Web Client API 

The CAC framework web client API (available information online at 
http://kedip16.med.auth.gr/cac-framework) brings contemporary input devices (e.g. 
Kinect, Wii, Mindwave) to modern web applications by utilizing the CAC framework 
in an easy to use way. The API isolates technological details (web sockets, restful 
calls) and gives the developers the capability to be more productive by allowing them 
to focus more on the exploitation of the controllers’ information. 

Table 1. Device object 

Attributes Description 
DeviceID The device hardware unique id 
DeviceType 1:Skeleton 

2:Wiimote 
3:BalanceBoard 
4:Mindwave 
5:RgbColorImage 

LastUpdateDateTime The date and time of the last device capture 
SessionID The session ID the device belongs to. 
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The main data object delivered through the API is the Device Object which con-
tains information regarding the device that streamed the data. Its attributes are de-
picted in Table 1. Depending on the device, the objects SkeletonSourceData,  
WiiSourceData, MindwaveSourceData and RGBVideoSourceData contain the trans-
mitted information. The developer has access directly to those four structures. Each 
one of these structures apart from general attributes has its own information, coming 
from the nature of the sensory data that it captures. 

The SkeletonSourceData contains an array of Skeletons. Each object of the array 
includes an array of Joints, corresponding positions and the TrackingState. The Track-
ingState represents the tracking status of an object according to Kinect (0: Not-
Tracked, 1: PositionOnly, 2: Tracked). A skeleton with a tracking state of "position 
only" has information about the position of the user, but no details about the joints. 
The array of Joints contains 20 Joints each of them representing a Joint of the body. 
Each Joint implements a Position and a TrackingState. 

The WiiSourceData contains AccelState (in case of wii remote controller) Balan-
ceBoardState and ButtonState. The BalanceBoardState contains Weight in Kg, the 
CenterOfGravity (x and y axis) and the components of the weight at the 4 pressure 
sensors of the Balance Board (BottonLeft, BottomRight, TopLeft, TopRight). The 
ButtonState includes information of the buttons status being BalanceBoard or  
Wiimote. 

The MindwaveSourceData contains the values of the processed EEG power spec-
trums (Alpha1, Alpha2, Beta1, Beta2, Delta, Gamma1, Gamma2, Theta), output of 
NeuroSky proprietary eSense meter for Attention, Meditation, and other future meters 
and signal quality analysis (can be used to detect poor contact and whether the device 
is off the head).  

The RGBVideoSourceData contains the RGBVideo object which incorporates the 
width and height of the image and the base64String of the image data. 

The consumption of the CAC framework through the API requires the developer to 
include the required javascript libraries, to define the unique session identifier [22] 
and to add the appropriate event listener to process the incoming packets. Table 2 
implements the addEventListener for skeletonEvent, wiiEvent, while the Mindwa-
veEvent and RGBVideoEvent can be used in the same way. 

Table 2. CAC framework web client api example 

document.addEventListener("skeletonEvent", function(e) { 

    document.getElementById("y-position").value = 

e.detail.SkeletonSourceData.Skeletons[0].Joints[0].Position.Y; 

}); 

 

document.addEventListener("wiiEvent", function(e) { 

    document.getElementById("weight").value =  

e.detail.WiiSourceData.BalanceBoardState.WeightKg; 

}); 
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development, the survey explored the technical use specifications of the API (Ease of 
implementation, functionality, etc) and probed the developers for expressing their 
opinion regarding fields of application and some even more focused questions regard-
ing the APIs potential as a facilitator of elderly assisted living control schemes. Apart 
from a couple of open ended probing questions all our questions contained responses 
rated on a five item Likert scale.  

2.4 A Demo Use Case Scenario  

Beyond the technical feasibility testing by the group of developers we have initiated, 
in the context of the USEFIL project [23], a demo use case in controlled lab environ-
ment in order to take away the look and feel of a real world application that would be 
empowered by the described framework. The aim of the USEFIL project is the crea-
tion of an unobtrusive elderly assisted living environment for both monitoring the 
elderly user’s status and providing quality of life enhancers in the form of mental and 
physical exercise games. In that context the CAC framework was utilized for fusing 
the Wii and Kinect sensors in order to allow the elderly user to control and participate 
in several exergaming scenarios and for utilizing the Kinect as a monitoring sensor.  

The demo use case that was tested thus far was a controlled experiment of an elder-
ly user interacting with the exergaming suite repurposed into the USEFIL project 
through the Wii balance board and the MS Kinect sensor (Fig. 3). After the elderly 
user interacted with the demo platform a brief discussion took place where probing 
questions were asked regarding the user experience. 

 

Fig. 3. Demo Use case of elderly exergaming scenario utilizing the CAC framework for fusing 
multiple controller data 
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When asked to spontaneously provide application fields for the CAC framework 
the participants of the survey mentioned exergames and physical training for elderly, 
but also went to more diverse fields such as map navigation, impaired people mouse 
substitute and monitoring applications. 

3.2 Elder Users’ Demo Use Case 

When the elderly user was asked if the overall experience was a positive or a negative 
one he was enthusiastic that it was a positive one. When asked about the intuitiveness 
of the control interface the user mentioned that apart from a couple of glitches that led 
to the reset of the Wii balance board one time in order for it to work appropriately, the 
control scheme seemed to him very intuitive and non-intrusive. The user, however 
mentioned that the experience was a bit tiring, a fact that should be attributed at the 
battery of exergaming demo tests that he took. It should be noted that even though in 
the end he mentioned being tired, at the time of the experience, when asked if he 
would like to stop, he refused to do so. When finally the user was asked if he would 
consider such a control scheme to be useful for everyday use in an environment that 
would help him maintain a good level of quality of life, he was also enthusiastically 
positive.  

4 Discussion and Conclusions  

Our work was motivated from challenges that emerged in two fronts, namely in our 
exergaming development efforts and in our efforts for facilitating elderly assisted 
living in the context of the USEFIL project. 

On the first front, it was necessary to utilize the Wiimote and Wii balance board 
controllers in order to engage and motivate the elderly users to exercise through gam-
ing (exergaming) which proved to be an effective incentive for them to engage in 
physical and mental exercise thus extending their self-sufficiency and improving their 
mental and physical quality of life [7, 16, 17, 24]. Expert know-how has been in-
vested into the conceptualization and design of a series of game applications within a 
specific methodological framework in order to apply effectively the results of re-
search on physical and cognitive exercise through an electronic platform [20, 21]. 

On the second front, in order to infer an elder’s cognitive state, a group of devices 
and algorithms should be fuzzed with the vast majority of the algorithms utilizing the 
Kinect (transferring, dressing), but also using the Wii suite of controllers, as a way of 
interaction with a smart TV set, which is the User Interface hub for the training appli-
cations, as well as a natural centerpoint for an assisted living environment [25]. 

From the results of the survey group it becomes clear that the described framework 
is an easy to use effective tool for fusing and streaming multiple controller/sensor 
input through the web. This can enhance further Rich Internet Applications (RIAs) 
with intuitive control schemes. While this provision is a nice interface enhancement in 
a general context, it takes a whole new importance in the area of elderly assisted liv-
ing. It is noteworthy that even from this very controlled demo use case that was im-
plemented with even a single elderly user the feedback was strongly positive.  
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While this work has largely fulfilled its purpose there is significant room for fur-
ther work. With the advent of the emerging Internet of Things architectural paradigm 
[26], the switch from standard but ad hoc data formats to established namespaces 
becomes something far more than a novel improvement. Facilitating the transparent 
and ubiquitous interplay of devices and applications through frameworks and services 
like the one described here, becomes an important and viable avenue of research. 
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Abstract. At seeing from the viewpoint of HCI, the problems relevant to the 
use of smart devices like mobile phone, tablet PC are not limited to young 
people. Each user experiences smart devices with respectively different use ab-
ilities. When senior generations use smart devices, the color environment on a 
device's screen may take an important role in their usability. We conducted a 
survey targeting some senior generations with an application program for this 
experiment in various color environments on a tablet PC's screen. From the sur-
vey, we found that male and female senior generations preferred for larger text 
size and more distinctive brightness contrast between the text's color and the 
background color, and also preferred for opposite color combinations. Color ar-
rangement commonly being preferred for by seniors was clear, dynamic high-
chromatic color combinations, and unfavorable arrangements were dull, static 
low-chromatic color combinations. However, there were gender differences in 
2nd and 3rd preferring color combinations. While female seniors preferred  
soft-feeling color combinations, but male seniors did hard-feeling color combi-
nations. From this survey, we identified the existence of gender differences in 
the preferred color combinations as well as the senior people's general visual 
ability. 

Keywords: Smart device, Aging Society, Senior Generation, Color Cognition, 
Color Combination. 

1 Introduction 

Recently from the HCI viewpoint, there are developing some studies for the efficient 
usability of smart devices targeting various user classes [1]. Of the web graphic user 
interface's factors, the visual information like texts, images, icons and menu are visual 
factors requiring a senior user's intuitive understanding, and they take important roles 
in information cognition [6, 13, 14]. It is know that for information to senior users 
having low visual-perceptual abilities, the most efficient way to deliver information 
should clearly use the color application to visual factors as well as should increase a 
text's explicitness and readability [10, 11, 12]. However, currently most interface 
designs are being developed around young generations, so it needed some researches 
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to experiment senior people's visual abilities [3]. So, this study set following hypo-
theses and conducted an experiment in a tablet PC environment. 
 

H1: Senior generations will prefer for larger text sizes. 
H2: Senior generations will prefer for more distinctive brightness contrast between 

the background color and the text's color.  
H3: Senior generations will prefer for more distinctively contrasting color arrange-

ments in graphic factors like menu and icons.   
H4: Senior generations will prefer for harder-feeling, clearer color combinations ra-

ther than soft-feeling, dull color combinations. 

2 Composition of Experiment Materials for Color Cognition 

Through a previous survey, we selected 6 senior people, and then conducted the 
FGI(Focus Group Interview), and collected necessary color information for solving 
web-usability relevant problems. Experiment sample was based on Korea I.R.I's 'Hue 
& Tone 120 System', and was produced according to an American chromatologist, 
Faber Birren's arrangement principle. Figure 1 showed the 2-colors arrangement sam-
ple used in this experiment, and this sample was based on setting the suitable location 
on the color wheel. Through some color experts' verification process about 55 color 
arrangements in the 1st sample, the 55 colors were reduced into 26 arrangements 
consisting into the 2nd sample seen in right side. 

 

 

Fig. 1. Color Sample 
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Fig. 2. System flow 

Table 1. Application Development Brief 

Application development information 

H/W Device: iPad 1 & 2 (not retina) 

S/W Tool: X Code, Library: UIKit 

3 Senior User Survey 

We conducted a survey targeting 74 seniors (28 males and 46 females) ranging from 
early 50s to 70s in their ages. Specifically, 22 males and 44 females were 50s in their 
ages, and 6 males and 2 females were 60s in their ages. We provided only a brief 
explanation about the method and procedure to operate the application programs in a 
tablet PC. Average experiment time spent by these participants was within about  
4 minutes. 

3.1 Survey Methodology 

In order to experiment senior generations' color cognition abilities, we proposed three 
questions. It was to investigate the background and text brightness and size preference 
measurement, preference of color combination for visual element, preference of the 
color combination. We conducted the SPSS 18.0 program for statistically analyzing 
the survey data, and conducted the cross analysis (cross-tab) in order to recognize 
respondents' characteristics by gender, and then used the chi-square (χ2) value in or-
der to identify both genders' characteristics difference.  

For the arrangement evaluation and the preferred arrangements, each question item 
was transformed into each score and the t-text by gender was conducted in order to 
identify genders' differences.  
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Figure 3 shows the experiment for verifying H1, H2's validity. So the web page's 
background color was set as the basic white color, and the text's achromatic colors 
and sizes were randomly applied, and they were measured and analyzed in Likert  
5-point scale. 

 
 

 

Fig. 3. Background and text color brightness & text size preference measurement 

Figure 4 shows the experiment verifying H3's validity, so investigated if there were 
more preferred arrangement patterns in color combinations of graphic factors like 
menu and icons. 

 

Fig. 4. Experiment of preference of the color combination for visual elements 

Figure 5 shows the experiment verifying H4's validity, so investigated if there was 
any gender difference in senior generation's preference for arranged images. For this, 
experiment sample was made by based on Korea I.R.I’s ‘Color Image Scale’. 
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Fig. 5. Preference for Arranged color Images 

3.2 Survey Result 

First question is about the results of cross analysis (cross-tab) on the subjects' prefe-
rence for the font brightness and the font size by gender. Statistical analysis is shown 
on Table 2.  

For the font brightness, the response rate in order of ‘N1.5, N3, N4, N5, N8’ was 
absolutely higher in both genders, and the rates was 85.7% for male subjects and 
95.7% for female subjects, respectively. As the result of chi-square (χ2) test, there 
was no significant difference between the both genders (χ2=3.988, p=.136). For the 
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font size preference, the response rate in order of ‘17, 15, 14, 12, 11pt’ was the high-
est as 57.1% for male subjects and 60.9% for female subjects, and the both genders 
generally preferred for larger font sizes. As the result of chi-square (χ2) test, there was 
no gender difference (χ2=6.144, p=.523).  

Table 2. Statistical analysis of the experiment shown in Figure 3 

 
Division 

Participant  
Total 

 
χ2 (p) Male Female 

Text 
value 

N1.5, N3, N4, N5, N8 
24 

(85.7%) 
44 

(95.7%) 
68 

(91.9%) 

 
3.988 
(.136) 

N1.5, N3, N5, N4, N8 
0 

(0.0%) 
2 

(4.3%) 
2 

(2.7%) 

N1.5, N4, N3, N5, N8 
4 

(14.3%) 
0 

(0.0%) 
4 

(5.4%) 

Text 
size 14, 11, 17, 15, 12pt 

2 
(7.1%) 

0 
(0.0%) 

2 
(2.7%) 

 
6.144 
(.523) 

14, 12, 11, 15, 17pt 
0 

(0.0%) 
2 

(4.3%) 
2 

(2.7%) 

14, 12, 15, 17, 11pt 
0 

(0.0%) 
2 

(4.3%) 
2 

(2.7%) 

14, 15, 17, 12, 11pt 
0 

(0.0%) 
2 

(4.3%) 
2 

(2.7%) 

15, 14, 17, 12, 11pt 
2 

(7.1%) 
4 

(8.7%) 
6 

(8.1%) 

15, 17, 14, 12, 11pt 
2 

(7.1%) 
6 

(13.0%) 
8 

(10.8%) 

17, 14, 15, 12, 11pt 
6 

(21.4%) 
2 

(4.3%) 
8 

(10.8%) 

17, 15, 14, 12, 11pt 
16 

(57.1%) 
28 

(60.9%) 
44 

(59.5%) 

 
Total 

28 
(100.0%) 

46 
(100.0%) 

74 
(100.0%) 

 

 
 
Second question is about the more preferred arrangement patterns in color 

combinations method of graphic factors like menu and icons. Statistical analysis is 
shown on Table 3.  

As the results evaluating whole arrangements, it was found that in most 
experiments, opposing color arrangements like the colors of red, yellow-red, yellow, 
and green-yellow generated the highest cognition rates. 
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Table 3. Statistical analysis of the experiment shown in Figure 4 

Contrasting(C)
Opposite(O) 
Similar color(S)

R YR Y GY PB P RP Full 

C – O - S 
2 

(2.7%) 
24 

(32.4%) 
20 

(27.0%) 
12 

(16.2%) 
50 

(67.6%) 
50 

(67.6%) 
66 

(89.2%) 
224 

(45.6%) 

C – S - O 
2 

(2.7%) 
0 

(0.0%) 
0 

(0.0%) 
2 

(2.7%) 
2 

(2.7%) 
2 

(2.7%) 
0 

(0.0%) 
8 

(1.5%) 

O - C - O 
58 

(78.4%) 
48 

(64.9%) 
54 

(73.0%) 
60 

(81.1%) 
22 

(29.7%) 
20 

(27.0%) 
8 

(10.8%) 
270 

(49.8%) 

O  – S - C 
12 

(16.2%) 
2 

(2.7%) 
0 

(0.0%) 
0 

(0.0%) 
0 

(0.0%) 
2 

(2.7%) 
0 

(0.0%) 
16 

(3.1%) 

Full 
74 

(100.0%) 
74 

(100.0%) 
74 

(100.0%)
74 

(100.0%)
74 

(100.0%)

74 
(100.0
%) 

74 
(100.0%) 

518 
(100.0%) 

χ2 (p): 114.993***(.000) 

***p<.001 

 
Finally, the third question was the experiment verifying H4's validity. Statistical 

analysis is shown on Table 4. Research hypothesis is senior generations will prefer  
for harder-feeling, clearer color combinations rather than soft-feeling, dull color  
combinations. As the results of this experiment, it was found that the response rate in 
order of ‘3-2-1-5-4’ was 43.5% for female seniors, and the response rate in order of 
‘3-2-4-5-1’ was 42.9% for male seniors. 

Table 4. Statistical analysis of the experiment shown in Figure 5 

Division Male Female Total χ2 (p) 

2-1-5-4-3 0(0.0%) 2(4.3%) 2(2.7%)  

 

21.128* 

(.012) 

2-3-5-4-1 0(0.0%) 2(4.3%) 2(2.7%) 

2-3-5-1-4 0(0.0%) 2(4.3%) 2(2.7%) 

2-3-4-5-1  4(14.3%) 8(17.4%) 12(16.2%) 

4-5-1-2-3  0(0.0%) 2(4.3%) 2(2.7%) 

3-2-5-1-4 4(14.3%) 0(0.0%) 4(5.4%) 

3-2-4-5-1 12(42.9%) 8(17.4%) 20(27.0%) 

3-2-1-5-4 0(0.0%) 20(43.5%) 20(27.0%) 

3-2-1-4-5 0(0.0%) 2(4.3%) 2(2.7%) 

3-4-2-5-1 8(28.6%) 0(0.0%) 8(10.8%) 

Total 28(100.0%) 46(100.0%) 74(100.0%)  
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4 Discussion and Conclusions  

We surveyed 74 senior people to investigate senior generation's color cognition and 
color sensibility. This study's hypotheses verification and its conclusion are as  
follows.  

 
H1: Senior generations will prefer for larger text sizes. Seeing the Table 2 Experi-

ment about the brightness difference between the background color and the text color, 
and the text size, it was found that senior generations preferred for more distinctive 
brightness contrast and also larger font sizes. As the results of chi-square (χ2) test, 
there was no significant difference between the both genders.  

As the results of Table 2, it was identified that senior generations preferred for 
more distinctive brightness contrast between the background color and the text color.  

H2: Senior generations will prefer for more distinctive brightness contrast between 
the background color and the text's color. As the results of Table 2, it was identified 
that senior generations preferred for more distinctive brightness contrast between the 
background color and the text color.  

H3: Senior generations will prefer for more distinctively contrasting color ar-
rangements in graphic factors like menu and icons.  

As the results evaluating whole arrangements, it was found that senior generations 
preferred for 'the opposing color arrangements' the most and they preferred for clear 
contrasts.       

H4: Senior generations will prefer for harder-feeling, clearer color combinations 
rather than soft-feeling, dull color combinations. This hypothesis was exactly coin-
cided in the term of both genders' most favorite color combinations. It was found that 
senior generation's most favorite color arrangements were clear, dynamic high-
chromatic color combinations, and their unfavorable arrangements were dull, static 
low-chromatic color combinations. However, there were gender differences in 2nd 
and 3rd preferring color combinations. While female seniors preferred soft-feeling 
color combinations, but male seniors did hard-feeling color combinations.  

The results of this study identified that color cognition was similarly appeared ac-
cording to a man's age, that is, a generation's visual ability, and clear color contrasts 
were needed so that seniors could conveniently cognize colors. Besides, it was found 
that the arrangement preference had some subjective, sensitive characteristics, so it 
showed some differences in both genders. We hope that the results of this study will 
actively be utilized at setting color plans while designing a web interface. 
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Abstract. With the rapid development of modern information era, smart phones 
have become an irreversible trend to replace the tradition ones. With the trend 
of aging population in China, we can’t underestimate the rapidly growing 
population of the Chinese elderly people and increasingly demanding 
for smart phone. The UI, which is short for user interface, is referred to the 
collection of interactive methods between phone users and interior phones sys-
tem. And the research on UI is becoming more and more important in the  
research of smart phone. By doing the survey which combined the elderly’s 
cognition with the smart phones’ UI design, the thesis is aimed at acquiring the 
methods of UI design for elderly people so that the smart phones can conform 
to them better. In this way, the smart phones’ functions can be totally applied to 
them and elderly people’s vision enjoyment can be improved. 

Keywords: Elderly people, User interface, Smart phone, Design method,  
Elderly’s cognition. 

1 Introduction and Background  

1.1 The Trend of Aging Population  

There is growing aging phenomenon with the rise of aging population throughout the 
world. According to the World Health Organization [1], all across Asia, the number 
of people who is age of 65 and above is expected to increase dramatically over the 
next 50 years. For this region, the population of this age group will increase by 314 
percent—from 207 million in 2000 to 857 million in 2050. What should we do in face 
of the aging century? These issues are also being confronted in the West where popu-
lation aging is more advanced. But the process of population aging is much more 
rapidly in Asia than Western countries, and it will occur in some Asian countries in 
the earlier development of their economies. 
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For about two decades of speculation and anticipation, aging population has finally 
arrived with a demographic and social reality in China. Two and a half decades ago, 
when we started to pay attention to the aging population in early days, China’s popu-
lation aged 60 and above was only 7.6 percent, and those aged 65 and above consti-
tuted only 4.9 percent of the total population [2]. In 2005, more than 140 million 
people in China are 60 years or older, a population size that exceeds the total popula-
tion of Japan, and approximately the same as the total population of Bangladesh or 
Russia [3]. What is more, as aging population continues, we can’t underestimate it. 

1.2 The Trend of Smart Phones in China 

Based on the latest data published by the global technology research and consulting 
company Gartner, the whole smart phone sales of 2013 is 968 million which had a 
increase of 42.3 percent by the last year. And it’s the first time that smart phone have 
exceed the unsmart phones that the smart phone has the 53.6% sales in the whole sale 
volume of mobile phone. China has the distinct contribution on the smart phone sell-
ing with the fast increasing rate by 86.3% in 2013. Because the Chinese elderly has 
the low utilization on smart phone, it will have an enormous potential market. 

1.3 The Specialties of the Elderly People When Using Smart Phone 

Due to their aging, many elderly people suffer from the declination of cognitive, mo-
tor and physical abilities. Many of them experience difficulties using certain features 
when interacting with their mobile phones, especially technology of shifting from 
keypad to touch-screen mobile user interfaces. 

2 Methods  

2.1 Determining the Target People of the Study 

The research is only focus on the permanent residents in China who’s age is between 
60 and 90 years old. And it’s available whether they have smart or not. The sample 
contains 50 elderly people which come from different provinces in the north China, 
east China and south China. Because of the low density of elderly people and the 
distance barriers, the elderly people in the west China is out of the survey.  

2.2 Card Testing 

This study was to determine the operating acceptability, the cognitive preferences and 
the consumer demands of the smart phones’ UI for people older than 60 years; some 
testing card were prepared for this propose. Then the final testing card was formed 
after some necessary modification. 

The testing cards contain five parts. The first part is the general information of the 
audience and the second part is the detailed content of their mobile phone. The third 
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part is about their operation acceptability of the smart phones’ UI and the forth part is 
aimed at analyzing the cognitive preference of the UI with different color, structure or 
visual effect, etc. The fifth part of the testing is to get the core consuming factors of 
the elderly when choosing the smart phone. 

2.3 Data Analysis 

The data was collected and the SPSS software was used to analyze the frequency 
distribution. 

3 Literature Review and Related Research Work 

3.1 The Lack of Survey of Elderly People 

The design process of smart phone interface runs through four basic interactive design 
processes: identifying the Target User Group, defying 3D UI Context, building inter-
face Prototype, and evaluating [4]. But there are no talent companies concentrated on 
the Chinese elderly people in China and all the best-selling smart phones and the UI 
are created for the young people who have the enormous consuming power. So the 
research on the Chinese elderly people is very little. 

Therefore, we can no more underestimate the rapidly growing population of the 
Chinese elderly people and their growing need of smart phone. 

3.2 The Importance of Smart Phone’s UI for the Chinese Elderly  

As one of the most important elements of smart phone functions, UI determines the 
comfort level when people use the smart phone and the enjoyment when they watch 
it. It can not only improve the phone operability but also ease users’ memory pres-
sure. Some elders especially the new generation have become the users of smart 
phone, accounting for their special cognition, there exists quite differences from the 
general individuals as for the elders’ using customs and cognitive styles. Although the 
global aging problem has become more and more remarkable, the research on elderly 
people’s smart phone is still in the initial stages. Besides, few people pay attention to 
the research of their smart phones’ UI. 

3.3 The Aim of This Paper 

The aim of this paper is to get the acceptability and the preference of different smart 
phone’s UI for the Chinese elderly people through the investigation by using the card 
testing and questionnaire. Then we’ll analyze the demographic, the elderly people’s 
information of their mobile phone, the cognitive preference of the elderly people and 
their demands after the investigation. In the end of this paper, we can conclude the 
main principles when designing the smart phone’s UI for the Chinese elderly people. 
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3.4 Related Work 

The Japanese Company Fujitsu have created one famous smart phone “Raku Raku”, 
which is made for the elderly. The Raku Raku – which means "comfortable" or "easy" 
in Japanese – comes with large app icons and text, and can even slow down a caller's 
voice so that they can be understood better [5].Though it’s design for the elderly, its 
interface is very colorful and it uses the Android 4.0 Ice Cream Sandwich system 
which is very young. And it eventually gets the Considerable income.  

Apple Inc supposed their products just like iPhone and iPad were designed for the 
consumer aged from “one to 100”. It just across the youth demographic and are age 
friendly products. IPhone has the easy interface which is very harmony and its visual 
effect is very enjoyable. But in China not every elderly people can afford the iPhone 
and it does not suits every elderly people as the icons are too complex to them. 

Most smart phones on the market, however, use Google's Android OS. Because An-
droid is to some extent open source, however, individual phone handsets have different 
versions of the interface. The interface is very multiple and garish and it’s not easy to 
handle it. Windows Phone has taken great strides, and although the interface is flashy 
and full of bright colors, it is the simplest mobile operating system to users [6]. 

The Samsung Company was going to make one smart phone targeted towards the 
elderly and the disabled. The functions are very useful for the elderly people, but the 
specific of the UI is rarely mentioned. 

4 Results 

4.1 Demographic 

The demographic of the survey contained two value of number: number of per-
sons/percentage in this paper.  

The sexual distinction, the age level, the education background and the income of 
per month of the 55 elderly people who have been investigated was shown in Table 1. 

Table 1. The information of the elderly  

 Categories F % 

Sex Male 
Female 

24 
31 

43.6% 
56.4% 

The age level 60-70 
70-80 

37 
18 

67.3% 
32.7% 

The Education Background Primary School 
High School 
Undergraduate 

17 
32 
6 

30.9% 
58.2% 
10.9% 

The income/month Below 1000 RMB 
1000 RMB-2000 RMB 
2000 RMB-3000 RMB 
3000 RMB-5000 RMB 

1 
37 
15 
2 

1.8% 
67.3% 
27.3% 
3.6% 
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4.2 The Information of Their Mobile Phone 

The information of their mobile phone was determined by the questionnaire and the 
results are showed in the Table 2. It mainly subscribes the section of their phones’ 
price and the purchase channel. 

Table 2. The information of their using mobile phone 

 Categories F % 

Brand Apple 
Samsung 
Nokia 
Other 

5 
22 
19 
9 

9.1% 
40% 
34.5% 
16.4% 

Mobile Phones’ Price 0-500 RMB 
500 RMB-1000 RMB 
1000 RMB-2000 RMB 
2000 RMB-3000 RMB 
Above 3000 RMB  

19 
17 
6 
5 
8 

34.5% 
30.9% 
10.9% 
9.1% 
14.5% 

The Approach to Get the Mobile Phone Bought by themself 
Bought by their children 

12 
43 

21.8% 
78.2% 

4.3 The Elderly’s Cognitive Preference 

The elderly’s cognitive preference of their mobile phone was got by the Card Testing 
and the results are shown in the Table 3. It contained the preference of composition, 
style and color, and different kinds of smart phones have been tested of its color. 

Table 3. The elderly’s Cognitive Preference 

 Categories F % 

Screen Lock Pass word 
Four directions slide 
Long press the middle key 
Just slide switch 

9 
15 
7 
24 

16.4% 
27.3% 
12.7% 
43.6% 

Composition Horizontal composition 
Vertical composition 
It does not matter 

5 
31 
19 

9.1% 
56.4% 
34.5% 

Interface Composition of Main Page ISO 
Android 
Windows 8 
Other 

20 
9 
17 
9 

36.4% 
16.4% 
30.9% 
16.4% 

Interface of Messaging ISO 
Android 
Windows 8 
Other 

23 
8 
17 
7 

41.8% 
14.5% 
30.9% 
12.7% 
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Table 3. (continued) 

Interface of Dialing ISO 
Android 
Windows 8 
Other 

8 
16 
29 
3 

14.5% 
29.1% 
52.7% 
5.5% 

Interface of  Social Software Facebook 
WeChat 
QQ 
Sina Microblog 

41 
2 
9 
3 

74.5% 
3.6% 
16.4% 
5.5% 

The Tonality of Main Page Light coffee 
Green 
Orange 
Ocean blue 
Purple 
Yellow 
Red 
Brown 

17 
4 
15 
3 
5 
1 
4 
6 

30.9% 
7.3% 
27.3% 
5.5% 
9.1% 
1.8% 
7.3% 
10.9% 

4.4 The Elderly’s Demands and Needs 

The elderly’s demands and needs of their mobile phone was got by the questionnaire 
and the results are shown in the Table 4.  

Table 4. The elderly’s demands  

 Categories F % 

The Influence by UI Obvious 
Un-obvious 

34 
21 

61.8% 
38.2% 

Change the UI Frequently Yes 
No 

13 
42 

23.6% 
76.4% 

The Ideal UI’s Style in the Future Scientific 
Brief & Simple 
Interesting 
Fashion 

2 
49 
4 
0 

3.6% 
89.1% 
7.3% 
0% 

The Central of Smart Phone’s UI Harmony 
High deficiency execution 
Conform to your visual habits 
Visual enjoyment 

18 
21 
12 
4 

32.7% 
38.2% 
21.8% 
7.3% 

5 Discussion 

5.1 Demographic 

Through the results of the demographic, we can find that the female is more than 
male, it’s mainly because the lifespan of Chinese female is longer than Chinese male. 



144 D. Men, D. Wang, and X. Hu 

 

The education background results can tell us that the Chinese elderly people have the 
low degree of education for only 10.9% people are undergraduate. Most of their in-
come is between 1000 RMB/month to 3000 RMB/month, and the income between 
1000 RMB-2000 RMB owns 67.3% of all the subjects. So it determines the consum-
ing power is enough to buy smart phones and it’s a large market based on the huge 
population of elderly in China. 

5.2 The Information of Their Mobile Phone 

Through the brand using data, we can find that the Samsung has the maximum users 
with 40% and Nokia still have the 34.5% of users though Nokia has the little brand 
share in the whole market of China. The updating speed of elderly’s mobile phone 
update speed is much slower than the youth and the middle-aged people. 34.5% of the 
mobile phone is 0-500 RMB and 30.9% of the mobile phone is 500-1000 RMB. So 
their mobile phones’ price is a little low relatively but it does not mean there is no 
market prospect on the elderly for there’s still 24.5% people whose mobile phone is 
above 1000 RMB. Considering the approach of getting the mobile phone, we can 
conclude that the main purpose they get the mobile phone is for their children. So the 
update rate of their mobile phone is sometimes depending on the youth and the mid-
dle-aged people and the elderly people is passive on the choosing of their smart 
phones. 

5.3 The Elderly’s Cognitive Preference 

The “just slide switch” get the 43.6% and the “pass word” only get 16.4% indicated 
that the elderly didn’t like to make the screen lock too complex to enter the main 
page. The 56.4% elderly choose the vertical composition and 34.5% elderly has no 
sense of this difference. The main page of ISO 7 gets the maximum number of 36.4% 
and then followed the interface of windows 8 with the number of 30.9%. At the inter-
face of messaging, ISO 7 also gets the maximum number 41.8%. And Windows 8 
with the 30.9% of the elderly is followed. We can get that the ISO 7’s and Windows 
8’s optical design is very useful for the special group. At the interface of dialing, 
52.7% elderly people choose the Windows 8 and this number is much higher than 
other ones. The Windows 8’s dialing interface is very simply which only has the 
number, some simply boxes and the number field. We can indicated that the elderly 
need simply operation more than visual effect when they meet the mobile phone’s 
functional interface they use frequently.  

We put four kinds of social software in the Card Testing which the style and com-
position is very different from the other ones. The interesting thing is that the Face-
book’s interface get the maximum number 74.5% in spite they have never used this 
software for it’s not feasible in mainland China. The reason why they choose Face-
book is that they thought the Facebook’s main interface structure is still the same as 
their mobile phone’s and it’s very direct and clearly, but the other ones is not the same  
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and they should take more time to learn from it. We can indicated that they have used 
to the interface structure of they used before and their thoughts have been fixed and 
they don’t want to change it. The tonality of the main page is tested by the smart 
phone with one main hue. Most of the elderly people like the light coffee and orange. 
It shows that the Chinese elderly people who like the bright and brisk color will be 
fond of orange and they like the gentle color will like the color light coffee. 

5.4 The Elderly’s Demands  

Through the data of the survey, we can find that above one half of the elderly care 
about the mobile phones’ UI. Only 23.6% elderly people want to change the UI fre-
quently and on the contrary 76.4% elderly does not. So the elderly need one stable UI 
so that he can drive well. Of 89.1% elderly people’s ideal UI are brief & simply ones, 
it indicated that they want their mobile phone more simply than present. And 38.2% 
elderly people think the central of smart phone’s UI is high efficiency execution and 
32.7% think harmony is the central. Only 7.3% elderly people think the visual enjoy-
ment is the central of the smart phone’s UI. So we can conclude that the Chinese elder-
ly have no sense of the enjoying play of the smart phone and they are very practical. 

6 Conclusions 

After the analysis of the results and the discussion, we can find the elderly people’s 
characteristics when using their mobile phone and the principles when design the UI 
for them. Though the research, we can conclude that:  

1) The education background results can tell us that the Chinese elderly people 
have the low degree of education, so the interface should use simply words and 
compositions. 

2) Although the Chinese elderly’s mobile phone is mainly below 1000 RMB, there 
is still enormous potential market based on the population of China elderly. 

3) The interface designed for the elderly should keep connect with the previous 
mobile phone which is mainly used by the elderly people, and it’s better to use 
the same UI structure so they can operate the smart phones smoothly. 

4) The smart phones’ screen lock should not be too complex and it’s not good to 
set the pass word as the screen lock. 

5) The interface of smart phone can be more brief and simple in the future. 
6) The UI design for Chinese elderly people should remain stable. 
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Abstract. The aim of our communication is to present results of an evaluation 
of two cognitive stimulation software tools (“ProfessionalTool” and 
“StudyTool”) and to give recommendations to improve their usability. The 
evaluation was conducted using a test user on a group of 32 seniors (average 
age 78.19 years) and a group of 15 people (mean age 30.47 years). The 
“ProfessionalTool” software includes thirty exercises targeting different 
cognitive skills. The second software – “StudyTool”- has been designed by our 
team applying user-centered design. The performances of these interfaces were 
measured using a questionnaire of satisfaction and a heuristic inspection 
observation grid, based on ergonomic criteria. The scores obtained by each 
group and each method of data collection were calculated and compared. An 
important result is that the number of problems encountered by users in the 
cognitive stimulation tasks is M=10.09 with ProfessionalTool; i.e. a senior user 
remained stuck for ten minutes on a settings screen. The results of the 
questionnaire also indicate problems concerning visual ergonomics guidelines, 
workload, control and error handling, uniformity and consistency, significance 
and compatibility. This experience highlights the importance of ergonomics in 
cognitive stimulation software. Their adaptation to a specific public need is 
often insufficient, especially as the users have troubles with memory and 
attention. Our study enables us to make a positive contribution of ergonomic 
human- computer interaction to cognitive stimulation. Beyond the actual effect 
of cognitive stimulation that is no longer in doubt, the challenge is to support 
the use and empower the user. This is only possible through tailored 
interactions. 

Keywords: Ergonomics, User Experience, Gamification, Persuasive Technology, 
Emotional Design, Motivation. 

1 Introduction 

Population aging is above all a social and demographic problem. In Europe, the 
percentage of people aged over 65 years old rose from 7,5% to 12,5% between 1950 
and 2000, according to forecasts this percentage could be as high as 30% by 2050 [6]. 
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In France for example, INSEE (the french statistical agency) estimates that the over 
65's will represent 20,1% of the population by 2020 (13 million) and more than 26% 
by 2050 (over 18 million). A third of the population will be over 60 years old by 
2050, compared to one in 5 people in 2000. The proportion of over 60's in the total 
population will be higher than the under 20's. In other industrialized countries like 
Japan, Italy, and Germany the phenomenon of population aging is even more critical 
[1]. Even in China it has been forecast that 23% of the population will be over 65 by 
2050. According to the World Health Organization there will be 2 billion people aged 
60 and over by 2050. 

As well as the expected labor shortage in the countries hit, this population aging 
phenomenon will be accompanied by health problems, such as dementia, cognitive 
impairment, depression, inability to adapt, lack of self efficacy and social isolation, 
making this population dependent and vulnerable [2]. It will therefore be very 
valuable to develop efficient mechanisms aiming to reinforce and improve the life 
functions of the elderly, both for individuals and societies and their efforts to cope 
with what appears to be a demographic revolution [2]. 

All existing research shows that being active enables seniors to keep a positive 
image of themselves, to expand their horizons and to conserve a well being which 
defies the stereotypes associated with their age. 

Among these activities, cognitive stimulation can be the answer to maintaining this 
well-being by means of regular brain training. These tools, combined with ergonomic 
knowledge, and specific criterion for this population can provide access to intellectual 
stimulation using technology which until now has been out of their reach [3]. 

We will start with a brief overview of cognitive stimulation, then go back to the 
domain of technology and seniors before presenting our tests and discussing the results. 

2 Cognitive Stimulation and Aging: A Rapidly Expanding 
Domain 

The current aging of the population has lead to an increase in research programs 
aiming to find solutions to cognitive impairment and neurodegenerative diseases. For 
most people cognitive stimulation is still considered as the non drug related 
management of Alzheimer's disease. But today cognitive stimulation isn't just 
stimulating cognitive functions such as memory, attention and problem solving 
through classical exercises. It is a comprehensive educational approach which is 
cognitive but also psychological and social. It is in fact a concept which is currently 
expanding in many different directions. The populations targeted are not only elderly 
people who are ill, but all categories of the population, professionals who use it, 
applying it to different domains. 

The idea is to solicit functions which are less frequently used as people get older.  
The positive effects of cognitive stimulation in the repetition of the tasks involved are 
observed. Performance scores vary considerably before and after the training, and 
closely depend on the basic intellectual level of the participants [4] For people with 
various types of mental retardation, we will refer to cognitive remediation which we 
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observed, enabled a certain amount of progress [5]. Its approach is focused on the 
reconstruction of the person's inherent abilities, encouraging meta-cognitive processes 
rather than gaining new knowledge [6].  

Previously cognitive stimulation only concerned patients suffering from dementia, 
but gradually concerned elderly people and people with mental disabilities. Nowadays 
we hear more and more about the development of CS systems for all categories of the 
population. 

Coming back to seniors, apart from CS, we are already aware of the advantages of 
using the internet [7]: social interaction, learning, searching for subjects of personal 
interest, being able to keep up with the latest news, online banking, developing online 
social networking, online shopping, keeping in contact with friends and family. After 
the web which is increasingly becoming a part of seniors’ lives, CS systems are 
foreseen as being among the services which will see their use by this population grow 
rapidly. This will happen as soon as they become more accessible financially and in 
terms of usability. 

3 Seniors and Technology 

Even today Technology is not accessible to everybody and presents an obstacle for a 
considerable number of seniors. The complexity of certain interactions, the large 
amount of information on the same page, the speed this information is presented at, 
all these features make it difficult for them to search, and even more so for people 
with mental disabilities [8]. Most of the time, just by simplifying the interface would 
be enough to noticeably increase user performance. An assessment made of several 
websites show that usability for seniors was only 2,8% for text spacing, 5,8% for 
guidance and navigation, 9,5% for audio and video animations, 25% for hypertext 
links, and 38% for the efficacy of the Site Map etc. Even if the tasks were performed 
successfully, user efficiency , satisfaction and preference levels are not fulfilled [6]. 

Very few interfaces are adapted to elderly people, even in the domains where 
universality is essential, for example, the electronic vote [9]. Even if there is a large 
amount of knowledge which enables seniors to access technology today [10], 
especially specific ergonomic guidelines, they are not often taken into consideration 
by the designers. This is the case for cognitive stimulation software programs too. 

We initially carried out an ergonomic inspection of several cognitive stimulation 
software programs. This assessment of the consistency with the guidelines for seniors 
showed that all the software programs contained errors, proving that the ergonomic 
guidelines had not been taken into account at the conception phase. 

4 Ergonomic Evaluation  

4.1 Method 

The evaluation was carried out using a user test, a satisfaction questionnaire and an 
observation grid. The questionnaire consisted of a data sheet and a satisfaction 
evaluation, based on Bastien and Scapin criteria [11]. It included 6 categories and  
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18 items presented in the form of a 5 point Likert scale. The observation grid 
accounted for the occurrence of difficulties, participants’ remarks, timing of sessions 
and the number of game requests expressed by our participants.  

4.2 Presentation of the Interfaces  

Two cognitive stimulation exercises were tested. The first one was the « Displaced 
characters » from the ProfessionalTool software program (a well known software in 
the field of cognitive stimulation softwares), which aims to boost mental functions, 
particularly those of seniors. This program appears to be the most popular one used in 
France, the one most often mentioned in articles about cognitive stimulation and the 
most common one on the internet. ProfessionalTool consists of thirty exercises 
targeting different cognitive skills. We chose one of the most typical which is a 
memory training exercise (see Fig.1). 

 
Fig. 1. ProfessionalTool settings screen 

 
Fig. 2. First page of the parameters of the StudyTool Software  
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This exercise of ProfessionalTool is a memory training exercise using slightly 
abstract figurative characters (hieroglyphics etc.). After memorizing these characters, 
they are displayed again but have to be recognized among other different pictures. 

The second exercise of image memorization was designed for this study applying 
user centered design (see Fig.2). Initially, several adjustments were made to the 
memory training software program following well known ergonomic guidelines. To 
be able to guarantee the exercise usability both in substance and in form, we pretested 
a group of seniors. This approach enabled the final version of the exercise to be 
designed. 

4.3 User Tests  

In our user centered research we set about to test interaction as thoroughly as possible. 
We allowed for discussion time with the participants before each session to enable 
them to feel confident and able to ask any relevant questions, making sure that they 
could handle the tools, especially the mouse, particularly the participants with little 
practice.  

The test period began with filling in the data sheet , followed by the test user and 
ending with the satisfaction questionnaire. This procedure was repeated for each 
software being studied. 

Population Details. Our sample was made up of a total of n = 47 participants. For the 
group of seniors the number of participants were n = 32 the average age was 78,19 yrs 
old with 87,5% women and 12,5% men. As for the younger control group n= 15 with 
an average age of 30,47 years old, 73,3% of whom were women and 26,7% men. 
9,4% of the seniors had already used technology compared to 93,3% for the control 
group. The volunteers were either met in their homes or at a retirement home, which 
had displayed notices informing the residents of the study. The seniors were divided 
into 2 groups: A and B, group A began by testing ProfessionalTool, group B began 
with the StudyTool software. The groups formed were of the similar age and had the 
same level of computer skills. 

Results. Only part of this study will be presented here. It deals with observation of the  
problems encountered. We compared the number of problems encountered, their 
frequency per minute, and finally the game time calculated per session (see Table1). 

Regarding the number of problems encountered the feedback was very 
enlightening. For the senior group , the average number of problems is 8,63 lower for 
our version (M= 1,47 ED= 1,46) than for ProfessionalTool's (M= 10,09 ED= 4,30). 
The same tendency was found for the control group with a noticeably lower average 
for our version (M= ,60 ED= ,74) than for ProfessionalTool 's (M= 8,93 ED= 4,99). 
This result can be applied generally to the control group (p= ,000 < ,05) as well as to 
the senior group (p= ,000 < ,05). 
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Table 1. Results of the assessment of problems of use ( Senior group ) 

 
 

For the senior group the average frequency of the occurrence of problems is (M= 
,00 ED= ,000 ) for our version. It is significantly lower (p= ,000 < ,05) than 
ProfessionalTool's (M= 1,50 ED=,55). For the control group the average is also lower 
for our version (M= ,20 ED= 1,63) than for ProfessionalTool' (M= 2,70 ED= 1,63). 
This result can be applied generally (p= ,000 < ,05). 

Significantly, for interaction time (p= ,000 < ,05), the session times for our senior 
group, are clearly lower for our version (M= 1,49 ED= ,65) compared to 
ProfessionalTool's (M= 6,16 ED= 6,15). The situation is similar for the control group 
with a lower average time for our version (M= ,93 ED= ,17) than for ProfessionalTool 
's (M= 2,87 ED= 1,36). This tendency can also be applied generally (p= ,000 < ,05). 

This tendency also appears for the control group with a much lower average for our 
version (M= ,60 ED= ,74) than for ProfessionalTool's (M= 8,93 ED= 4,99). 

The results of the satisfaction questionnaire also indicate problems concerning 
visual ergonomics guidelines, workload, control and error handling, uniformity and 
consistency, significance and compatibility. Taken as a whole the results of the  
evaluation eventually showed that ProfessionalTool has a low level of usability in 
terms of efficiency and the occurrence of user errors. 

5 Discussion 

This experience highlights the importance of certain ergonomic aspects of cognitive 
stimulation software. Their adaptation to a public with specific needs is often 
insufficient. This experience also underlines the necessity of the support of ergonomic 
recommendations (feed-back, usage intention, persuasion techniques engaging 
interaction, reinforcement…) and more generally, using an ergonomic approach to 
improve interface quality therefore enhancing use and acceptance of these tools. We 
must point out that these ergonomic improvements do not only benefit the population 
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targeted, but also significantly benefit the control population; this is a typical result in 
research which is destined, in theory, to populations with specific needs. 

6 Conclusion 

Our study demonstrates the almost total lack of ergonomic considerations at the 
concept phase of the SC systems and to prove the positive effect of their inclusion. 
Beyond the actual effect of cognitive stimulation that is no longer in doubt, the 
challenge is to support the use and empower the user. This is only possible through 
tailored interactions..  

According to [12, 13, 14, 15] these results give weight to the importance of the 
concept of “Perception of Gamification”. This experience shows clearly that the lack 
of gamification implies a lower usage. Cognitive stimulation systems have to 
introduce persuasive technologies and graphic design to explain the interface’s 
appearance and users commitment. To a certain degree, gamification will amplify the 
use of software. It would thus appear as a decisive factor for the design of a successful 
human-technology relationship beyond classic theories of technology adoption and 
use.  

However, it relies on motivators dealing with nonfunctional needs; the usefulness 
of a system is not covered despite its importance, notably on work context. It thus 
questions the contribution of Gamification to casual systems, especially considering 
the kind of motivation triggered. We state that Gamification is about creating an 
interactive universe that would be simple, beautiful, appealing and engaging. It 
implies a will to mislead the user by modifying the core meaning of use: the 
conflicting relationship between elderly and cognitive stimulation. 

Some Gamification upholders are currently talking about he concept of significant 
Gamification [14, 15, 16], calling for user-centered game elements selection. It would 
be interesting to apply gamification criteria in order identify design rules that could be 
generalized in cognitive stimulation software. 

Going beyond the scope of this research, we are currently working on a set of 
specific guidelines (intended for the designers of these systems) in which we 
incorporate knowledge from persuasion technology to enable enhanced acceptance 
and efficiency of these systems. 
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Abstract. The elderly population is faced with barriers when using new Infor-
mation and Communication Technologies (ICT). These barriers include their 
low ability to read, as well as fears or lack of involvement with the media con-
tent. With the interactivity provided by the interactive Digital TV (iDTV), it is 
possible to attract greater interest among this audience. This paper provides data 
from a case study conducted to analyze the emotional responses of the elderly 
when interacting with a movie enriched with additional multimedia content. 
This content was added in excerpts with narrative structures that can trigger 
feelings of doubt or dissatisfaction and require reasoning or prior knowledge of 
the subject. The results suggest that the elderly prefer to watch TV more pas-
sively and without the intervention of other media. Considering the results a set 
of good practices and strategies was formulated for the design and of TV  
programs for this audience.  

Keywords: Interactive Digital TV, Narrative Structures, Additional Multimedia 
Content, Emotional Responses, Elderly and Interaction Design. 

1 Introduction  

Television plays several roles in the lives of the elderly. It is probably their main 
source of information and entertainment. Some researchers believe the use of media 
and leisure have come to be almost indistinguishable in the daily lives of elderly 
people [1]. They have also suggested that television replaces lost social contacts for 
elderly viewers and helps them maintain an ongoing sense of participation in society 
and overcome feelings such as alienation and loneliness [1], [2], [3], [4]. However, this 
sense of participation and satisfaction provided by TV may be reduced if the viewer 
experiences physical and cognitive difficulties, which are typical of elderly people, 
such as the loss of hearing, vision or understanding of what is broadcasted [2], [5].  

In the guide for the development of interactive TV services for elderly viewers, Carmi-
chael [2] states that, to find an appropriate solution for the elderly, it is necessary to know 
this public and the difficulties experienced on account of their age. Important issues should 
be taken into account when designing interactive television services for these viewers. 

In the context of interactive TV media, it is possible to offer additional content, 
with the purpose of displaying extra media information. This solution may provide the 
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viewer with a more valuable experience at the end of the TV session [6]. With regard 
to the elderly audience, interactive TV should provide them with an opportunity to 
extend the use of TV so that it includes similar activities to the Internet. The elderly 
can look for information, customize their viewing habits, carry out activities related to 
e-commerce (shopping, using banking services etc.) and interact with other viewers, 
by playing an increasingly active role [5].  

In this study, additional multimedia content refers to extra information added to TV 
media in excerpts containing complex narrative structures with the aim of offering 
something more to the viewer, how to clarify, inform, criticize or make suggestions [6]. 

In a previous study, which appeared in HCII 2013 [5], we showed that additional 
content solution can assist the elderly viewer to be more closely engaged with iDTV. 
It can also help them to appreciate TV programs, especially by involving viewers in 
the media plot and making the TV experience more interactive and playful. The case 
study allowed evaluating the behavior of the elderly viewer after interactions with 
additional content previously added to a TV program. We investigated which addi-
tional media formats are more appropriate for the studied group. This previous study 
also included the formalization of some lessons learned and recommended good prac-
tices for the design of additional content for the elderly viewer [5]. 

This paper provides data from another observational case study conducted to ana-
lyze the emotional responses of elderly viewers - during and after the interaction - at 
this time to a movie that was enhanced with additional multimedia content. This con-
tent was added in excerpts including narrative structures that may induce feelings of 
doubt or dissatisfaction and require reasoning or prior knowledge about the subject. 
The results allowed a new set of good practices and strategies for the design and en-
hancement of TV programs for this audience. 

The case study was conducted for eight months with elderly people from a Brazili-
an Reference Center for Social Assistance (CRAS in its Portuguese acronym). During 
this that period, the elderly group interacted with different devices such as tablets, 
smartphones, and printers. In two of these meetings, they were involved in activities 
with an interactive Digital TV. In this study eight elderly people were invited to watch 
a fourteen- minute long fiction movie. The emotional response of the audience was 
measured by means of the approach adopted by Xavier [7] and took account of three 
different methods and techniques. 

This paper is structured as follows: Section 2 describes the main narrative structures 
used in film production and examines the inclusion of additional multimedia content in 
TV programs. Section 3 analyzes the observational case study conducted with the elder-
ly audience. Section 4 discusses the results. Section 5 discusses some of the lessons that 
have been learned and investigates the question of good practices for the design of inter-
active additional content for elderly viewers. Section 6 summarizes the conclusions. 

2 Narrative Structures and Additional Multimedia Content 

For many people, including the elderly, the difficulties in monitoring a single medium 
often appear while the program is being shown and may be related to the content dis-
played. These situations occur because cinematographic art is formed of a complex 
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system of languages that are always difficult for the viewer to understand [8]. New 
technologies are also engendered in the media systems and configure another phase of 
this art. These changes require the viewer to have new cognitive skills to ensure a suc-
cessful outcome from the narratives [8]. The way that someone receives and interprets a 
given message, in a given context, depends on issues related to the way this message 
was sent and his/her earlier experiences [8], [9]. 

The filmic narrative consists of a sequence of events. During this sequence, the charac-
ters move in a given space. The script of the narrative is based on action and this involves 
characters, time, space and conflict [8], [9]. The narrative structures that can be found in 
movies include metalinguistic resources that may require greater cognitive skills and lead 
to situations that appear confusing to the viewer. These structures mean that there is com-
plex narrative thread. The most commonly used technical devices in filmic narratives are: 
a) a change of temporal plane (flashback or flash forward), b) intermittent cursor (e.g. 
music to create suspense in scenes of tension, filming techniques to highlight something) 
c) metalinguistic resources and hypermedia (direct citations, self-referencing, external 
references that require prior knowledge by the viewer to understand), d) linear and non-
linear characters (the role played by the character is explained slowly and causes changes 
in the direction of the plot), e) metalanguage (using other languages to merge different 
kinds of information. These overlapping languages may derive from other media such as 
paintings, photographs and comic strips, for instance) [8]. These resources make the narra-
tives and outcomes of these media more complex. Several cognitive competences are 
needed by the viewers to ensure a good outcome obtained from the entertainment prod-
ucts. These include intellectual skills; such as reasoning and logic, sensory skills; such as 
attention and perception, and social and creative skills [9]. We believe that, in some situa-
tions, the use of narrative structures may trigger feelings of doubt or dissatisfaction. The 
viewers may get lost at various times during the movie if they are not attentive or lack 
any related prior knowledge. In view of this, these authors propose the use of additional 
information to support the television viewers' experience at times when there are inci-
dents in the narrative structures that prevent the movie from having a successful out-
come. Studies on additional multimedia content point towards the need for ´static 
solutions´. Some authors combine interactive Digital TV with hypervideo. The addi-
tional information is combined with the objects shown in the scenes and hyperlinks 
are embedded in the video being transmitted. The viewer can access the additional 
information by selecting a point on an area of the image displayed [10].  

Although it is a useful solution, it fails to take account of the need to support the 
different viewers' profiles and their specific features. It also overlooks some of the 
difficulties and the fact that, for example, when the elderly public uses new technolo-
gies, it often rejects them. 

Carmichael [2] argues that when offering   products or interactive television services, 
the provider will have more chances to attract this audience if the service is combined 
with a menu (choice of options). Obrist et al. [4], however, warn that it is necessary to 
address the usability factors that are offered on screens as a set menu, because the elder-
ly often encounter difficulties in using these interactive TV resources. 

In light of these difficulties, designers and HCI professionals have the task of  
analyzing which features must be developed. This analysis must be carried out in 
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partnership with the final users so as to meet their requirements for interaction with 
the additional content available. There is also a need to determine how best to display 
and interact with the features so that they are not rejected and the interactive expe-
rience can provide pleasurable and satisfying moments. 

In the context of this research, thought should be given to the question of a suitable 
design for the display of content, which must be flexible and allow additional multi-
media content to be provided for different viewers' profiles, including the elderly. In 
the light of this scenario, this paper presents results from an observational case study 
conducted with eight elderly viewers. The practice allowed an evaluation to be con-
ducted of the emotional responses of a particular sample of elderly people and some 
good practices and strategies were formulated for the design of additional content for 
this audience. 

3 Observational Case Study 

The case study conducted with elderly people evaluated some aspects of the way this 
audience interacts with movies and with the additional content offered in some ex-
cerpts from this media. The main purpose was to analyze the emotional responses of 
the elderly when they interact with movies which are created with the aim of making 
use of narrative structures that induce feelings such as doubt, confusion, tension, or 
dissatisfaction. Alternatively they may require from the viewer some type of reason-
ing and/or previous knowledge of the subject being addressed.  

It is believed that interaction with these excerpts and narratives can influence and 
define the effects of the viewer´s emotional experience. If this impact is negative, it 
might make the viewer more hesitant about using TV and its new available resources. 

The case study was conducted at a Reference Center for Social Assistance (CRAS) 
run by the City Hall of São Carlos-SP-Brazil. This center is frequented by an elderly 
group of people aged between 60 and 85, with an average monthly income of around $ 
300.00, a low level of literacy and little experience in the use of technology. The elderly 
take part in physical, recreational and cultural activities. The aim of the partnership 
established between the researchers involved in this work, the City Hall and CRAS, as 
well as participating and collaborating with the existing physical, recreational and cul-
tural activities, was to disseminate information about how the new ICT can be accessed 
and used, while taking account of the range of abilities and competences of the elderly 
population, as well as their manner of interacting with these technologies. As a result, 
the research and extension work conducted at CRAS provided for this public the access 
to devices such as smartphones, tablets and high-end TV sets with touch sensitivity. 

The environment planned for the case study simulated a living room with a couch, 
a television set and remote control. The elderly group was invited to participate in an 
activity that consisted of watching a fiction movie that lasted for fourteen minutes. 
The eight elderly volunteers were divided into pairs in a way that took account of 
similarity in profiles, such as age group, level of schooling, physical mobility abilities 
and skills /experience in using a TV set. Two of the pairs formed a part of a "control 
group" and watched the film with no additional multimedia content, while the other 
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pairs formed a part of the "treatment group” and watched the same media enhanced 
with additional content on occasions when the narrative structure was thought to be 
complex. The additional content included media in text, audio or image formats. 

3.1 Planning 

Objectives of the Case Study: To analyze the degree of satisfaction of the elderly viewer 
when watching movies and observe whether this increases with programs that are enhanced 
with additional multimedia content in parts where the narrative structure is complex.  

Hypothesis: It is believed that the elderly audience will obtain more satisfaction if 
they watch TV programs that are enhanced with explanatory additional content, 
which is made available on occasions when there might be doubts about the meaning. 
Alternatively, there might be additional content that can display relevant information. 

Method and Prepared Questionnaires and Forms: A group of viewers was subjected 
to observation during a TV session to evaluate the emotional experience of the elderly 
viewers when they watch a movie with additional multimedia content. After the ses-
sion, the group answered an evaluation questionnaire and took part in discussions to 
clarify significant points of the research. Some forms and questionnaires were pre-
pared which included the following: a) a participant observation form, b) a SAM pic-
tographic questionnaire (Self-Assessment Manikin) [11], c) a Brazilian protocol for 
research with Human Beings and, d) Authorization for Capture of Name, Image and 
Sound. The observation form supported the researchers in the analysis of the interac-
tions and emotional reactions (gestures and facial expressions) and reported useful 
information about the viewers during the session. 

Media: The media employed in the study was approximately fourteen minutes long and 
its genre was fiction. The choice of the media took into consideration information that 
had been collected from a profile questionnaire which had been given to this group of 
elderly people at the beginning of the project. The researchers sought for media that 
would arouse the interest of the audience, with a length of time that was compatible 
with the period they spent doing CRAS activities. It comprised excerpts of narrative 
structures that might cause doubt, misunderstanding or dissatisfaction, or excerpts that 
required some previous knowledge from the viewer. The elderly from the treatment 
group watched the movie which had been enhanced by three additional content. The 
first was included in textual format and contextualized a flashback scene. The second 
was in the format of text followed by an image and was incorportated in a scene with an 
external reference that required the viewer to have previous knowledge. The third was 
also included in a scene with an external reference; it was in audio format and supplied 
useful information for clarifying the context. The additional content were shown in parts 
of the movie when there was no speaking so as to avoid the loss of the main audio con-
tent. The added information was shown at the same time as the movie, and did not allow 
the video to be stopped so that the additional multimedia material could be enjoyed. 

Interactivity Icon: In the ten seconds that showed the additional content before, an 
icon that indicated its presence was displayed in the upper right-hand corner of the 
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TV screen where it remained for five seconds. The screen on which the media was 
shown was 21.5 inches in size and the action icon for the additional content was a 
static interface feature occupying approximately 3% of the screen.  

Figure 1 (a) illustrates one of the additional contents that has been included with 
image and text formats, Figure 1 (b) illustrates the screen showing the interactivity 
icon and, Figure 1 (c) shows the elderly viewers participating in the TV session. 

 

  

Fig. 1. a) Additional content added to the Textual and Image formats; b) Interactivity icon 
displayed in the displayed media; c) Elderly viewers participating in the TV session 

3.2 Interaction with the Movie 

In this stage, the pairs were invited to watch the movie, one at a time. At the begin-
ning of the session, the viewers were informed of how the session was going to be 
conducted and that they were free to leave it at any time.  

The elderly could interact with each other during the session. At the same time, the 
researchers analyzed the viewers in accordance with the ´Brazilian protocol for research 
with Human Beings´, and filled out the observation form that involved describing the 
gestures and expressions that arose during the session. The images of the viewers’ faces 
and bodies were captured during the session for subsequent evaluation. 

In the second period, at the end of the movie session, each viewer filled out  
the SAM form and took part in a discussion in which they were questioned about the 
experience they had undergone in the session. The discussion was conducted with the 
aim of obtaining, (in the most spontaneous manner possible), information about  
the feelings experienced during the movie. The discussion was also designed to obtain 
information that could allow an evaluation to be carried out of on the displayed inter-
face solution (for the "treatment group" – movie with additional content). 

3.3 Methodology for Assessing the Collected Data  

The hybrid approach adopted by Xavier [7] was employed to evaluate the data collected 
during the TV session. The approach is used for the evaluation of the emotions of users 
when they interact with information systems. On the basis of the experiments, the authors 
found that, when used in an isolated manner, approaches for emotional evaluation may 
yield imprecise results. To overcome this problem, Xavier combined methods and assess-
ment tools that exist in the literature. The approach takes into account different stakehold-
ers such as users and experts, in addition to using data collected at different times of the 
evaluation, and involving interaction before, during and after the interaction. 

(b) (a) (c) 
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The Xavier's approach is based on the semantic model for emotions proposed by 
Scherer [12]. The model is composed of a structure in a circular format that categoriz-
es distinct emotions through the staggering of four main hemispheres: Valence, 
Arousal, Goal Conduciveness and Coping Potential. When an evaluation is conducted 
with users, this model takes account of the observation of components such as physio-
logical responses, subjective feelings, cognitive appraisal, behavioral tendencies and 
motor expression. Xavier [7] determines a set of methods and tools for each compo-
nent, which can be used to collect information. 

Only three of these components were evaluated in this case study, which are: sub-
jective feelings, motor expression and cognitive appraisal. These components were 
chosen because they are the most closely related to satisfaction, which is the focal 
point of our research. Among the assessment tools listed by Xavier [7], we have 
adopted: the SAM [11] questionnaire to evaluate subjective feelings; Discourse Anal-
ysis of Collective Subject (ADSC in Portuguese) [13] for cognitive appraisal and, 
analysis of Emotion Heuristics [14] to evaluate motor expression. 

SAM [11] is an evaluation method that uses pictograms and addresses issues relat-
ing to the affective quality of a computing system. With SAM, it is possible to eva-
luate three dimensions of a person when using a computer system: Pleasure, Arousal 
and Dominance. The SAM questionnaire used in this study evaluated two affective 
dimensions: pleasure and arousal, which are categorized in this research as 
´satisfaction´ and ´motivation´, respectively. 

The ADSC method allows a qualitative analysis to be conducted of the user's dis-
course and is evaluated on the basis of the number of occurrences of keywords in the 
user's speech during the interaction. After establishing the keywords, these are evaluated 
for similarity of meaning [13]. In this study, the discourse analysis was used to evaluate 
the filming, the data collected from observation and the semi-structured interviews. 

A set of twenty-three emotion heuristics was used to analyze the motor expression 
and these represent the viewer’s behavioral patterns when interacting with TV programs 
or movies. These heuristics are called TV Emotion Heuristics (TVEH) [14] and allow a 
comprehensive assessment of the emotional response of the viewers. Some of the TV 
Emotion Heuristics are as follows: Restless feet and/or legs, Physical Adjustments, 
Shaking one´s head, Moving one´s hands, Crying, Breathing deeply, Sleeping/dozing 
off/yawning, Watching everything in a scene or paying attention, Brow Raising, Gazing 
away, Smiling, Hand Touching the face. The heuristics observation was carried out 
based on a video with the capture the user’s interactions. The heuristics can be classified 
as Positive, Negative or Neutral. However, if the evaluator does not feel the urge to 
make a characterization, or has doubts that the occurrence of that heuristic cannot be 
directly related to the media on display, he/she should use the ‘Nothing Can Be Con-
cluded’. Therefore, the user experience and the feelings associated with this experience 
should be defined based on an interaction scenario and interventions arising from them. 

The video, that lasts approximately 50 minutes and contains images collected in the 
case study with the elderly from CRAS, underwent a heuristic evaluation of five evalua-
tors, following the Molich and Nielsen [15] recommendations for heuristic evaluation. 
One of them was considered to be inexperienced, three had little experience and one of 
them was an expert in the method. The classification of the experience took into account 
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the number of times that the evaluators applied the heuristic evaluation of emotions. 
Thus, the following classification was considered: above 5 applications: expert evalua-
tor; 2-5 applications: evaluator with little experience; 0-1: inexperienced evaluator. 

The application of the hybrid proposal proposed by Xavier [7] allows the specialist 
to infer if an information system is capable of eliciting a positive, neutral or negative 
emotional response in the users. The approach is divided into three stages: 1) Select-
ing Measures, 2) Generalization of Results and, 3) Incidence Octants.  

In the Selecting Measures stage, the designer has to identify what measures will be 
used to evaluate the user's experience. In this case study, as mentioned earlier, the com-
ponents evaluated were subjective feelings, motor expression and cognitive appraisals. 

Table 1 illustrates the hybrid proposal in Stage 1 and for each of the three compo-
nents used, describes which were the assessment methods adopted, the moment that 
this evaluation was carried out and who was responsible for the final decision when 
the evaluation of each component was conducted. 

Table 1. Instantiation of the Selecting Measures stage 

Emotion 
Component 

Method and Domain Evaluated Moment 
Responsible 
Evaluator 

Subjective 
Feeling 

SAM –> Satisfaction Domain Post-interaction User 
SAM –> Motivation Domain Post-interaction User 

Motor  
Expression 

Emotion Heuristic + Observation  –> 
Satisfaction Domain 

Post-interaction and 
During the interaction 

Specialist Group 

Cognitive 
Appraisal 

Interview (ADSC) + Observation –> 
Motivation Domain 

Post-interaction and 
During the interaction 

Specialist 

 
In the Generalization of Results stage, each of the measures collected has its result 

evaluated individually and, for each measure employed, the designer must generalize 
the collected results in positive, neutral or negative terms. In the sequence, it is neces-
sary to relate each result to the respective hemisphere (four octants) and consider the 
positive and negative side of each domain. According to Xavier [7], neutral results are 
not related in the octants of the semantic emotional space [12]. 

To carry out the Incidence Octants, the specialist must increment the octants of the 
semantic model on the basis of the results of the evaluated measures. The results ob-
tained from the application of Stages 1 and 2 are described in the next section. 

4 Results  

The results obtained from each method and emotion component, that take account of the 
control groups (CG) and treatment group (TG), are summarized in Table 2. In this stage each 
elderly person had his/her experience evaluated as positive (+), negative (-) or neutral (0). 

In Stage 2, the results computed for each method are generalized. In Stage 3, the 
octants incidence is evaluated. The designer must relate each positive or negative 
result to the respective hemisphere which is considered to be a positive or negative 
domain evaluated by the measure. In this instantiation, only two domains were eva-
luated: Satisfaction and Motivation.  
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Table 2. Evaluation of the elderly people´s (E) emotional experience 

Emotion  
Component 

Method Evaluation (Positive +, Negative - , 
Neutral 0) 

Subjective Feeling 

TG: SAM - Satisfaction E1= +   E2 = +   /  E5 = +    E6 = + 
CG: SAM - Satisfaction E3 = +  E4 = +   /   E7 = +    E8 = + 
TG: SAM - Motivation E1 = +  E2 = +  /   E5 = +    E6 = + 
CG: SAM - Motivation E3 = +  E4 = +  /   E7 = -     E8 = + 

Motor  
Expression 

TG: Emotion Heuristic E1 = -   E2 = -   /   E5 = 0    E6 = - 
CG: Emotion Heuristic E3 = +  E4 = +  /    E7 = 0    E8 = + 

Cognitive  
Appraisal 

TG: Observation + Interview E1 = +  E2 = +  /    E5 = -     E6 = - 
CG: Observation + Interview E3 = +  E4 = +  /   E7 = 0    E8 = + 

 
When carrying out the incidence process in the octants, the specialist must com-

pute how often a given octant was determined by the results of the measures adopted. 
The hemispheres related to the domains of Motivation and Satisfaction are 
north/south, east/west, respectively.  

Taken as a basis the results shown in Table 2, Figure 2 illustrates the application of 
Stages 2 and 3 of the hybrid approach for each viewer, and also takes account of the 
partial and total evaluation of the groups for each domain evaluated. In accordance 
with the hybrid approach, the neutral results are not related to the octants of the emo-
tional semantic space. Figure 2 (a) illustrates the results for the treatment group and 
(b) refers to the control group. The elderly people represented by number 1, for ex-
ample, had positive results when viewed in the motivation domain evaluated by SAM, 
interview (ADSC) and observation (Table 1). The two measures are generalized in the 
respective hemispheres. This procedure is carried out for all the elderly and for all 
results of the applied methods. After the partial results have been obtained, these 
measures are added and represented in another hemisphere (Final Evaluation). 

By means of the octants incidence process is possible to verify that the end result 
of the emotional responses for the control group (CG) coincides with the responses 
for the treatment group (TG). In both groups the emotional responses were concen-
trated in octant 7/8 (as illustrated in Figure2).  

 

 a  b 

Fig. 2. Octants Incidence: a) for TG group and, b) for CG group 

According to the hybrid approach and Scherer’s semantic space [12], emotions 
concentrated in this octant suggest a positive experience. For the satisfaction domain, 
it can be understood that the viewers felt satisfied and had a pleasurable experience. 
In the case of the motivation domain, the indications are that they were interested and 
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enthusiastic. This evidence can be confirmed in statements from viewers: "I found it 
very cool and funny", "Very interesting". However, with regard to the hypothesis that 
the elderly public might feel more satisfied when watching movies enhanced with 
additional content, the results point to the rejection of this hypothesis. These results 
corroborate those of previous research studies [5] and suggest that this profile of el-
derly viewer prefers to watch TV more passively, without the need for any kind of 
interaction, effort or intervention from other media on the main media. Given this 
information, it is necessary to reevaluate the purpose of offering interactive and addi-
tional content to this audience, because it is possible that this audience just wants to 
obtain the information and has no interest or inclination to interact with it. 

5 Lessons Learned and Good Practices for the Design 

The case study provided us evidence that elderly viewers constitute an audience with 
particular needs, which are not only physical but also ‘affect-cognitive’. If they want 
the TV content to be more interesting for this audience, especially for the elderly with 
profiles similar to those studies here, the producers of this ‘content’ must think of new 
strategies and the possibility of offering more flexible content and interface solutions.  

As regards the physical and emotional characteristics of the elderly in the interaction 
with additional content, there are a number of strategies that arise from our studies with 
this audience (and are also based on the literature) which include the following: 

• Providing familiar interface element which do not require memorization and which 
might be more intuitive;  

• Providing flexible and adaptive interfaces to define the profile of elderly viewers and 
their preferences. The likelihood of the elderly wanting to interact with the content 
might be higher if the provision of content took account of the pre-defined profile; 

• Helping them to understand the new paradigm and the new possibilities it opens up 
by offering a playful and attractive design; 

• Offering only what is needed at that time and also, if possible, respecting the prefe-
rences indicated. A great deal of information and opportunities for interaction may 
leave the elderly viewer bewildered and lost;  

• Additional content, which is very important as a form of information, as a public 
utility or is related to health, might be provided in a compulsory mode. This strate-
gy should be used for situations in which it is very necessary to ensure that the in-
formation reaches the elderly. 

With regard to the interface features for interactive TV programs, it was possible to 
formulate some good practices which could be employed in the design of the interac-
tion with additional content for the elderly viewer. These good practices supplement 
those that were initially proposed as a result of the first meeting with the elderly group 
[5], as well as supporting the practices described by Carmichael [2]. They also take 
into consideration some factors that arose from the study carried out by Obrist et al, 
[4]. These good practices are as follows:  
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• The interactivity icon should be attractive, preferably animated, larger than 3% of 
the display screen and available at the top left-hand corner of the screen (respecting 
the natural reading orientation for Western viewers);  

• The way of displaying the additional textual content, for these viewers, must be differ-
ent from that proposed by the Brazilian regulatory agencies [16]. It is suggested that the 
content with subtitles is displayed on the upper part of the screen because the visual ex-
ploration of the underside part of the screen only happens on a second occasion [4];  

• The elderly may not associate the interactivity icon (interface element) on the TV screen 
with the same color button on the remote control. We should seek to overcome this prob-
lem to that does not require memorization or association with colors. One alternative is to 
define a single button on the remote control that can activate the interactions;  

• In the design of the interface, (apart from considering a study about size and the disposi-
tion of text fonts), account should also be taken of a study about colors and contrast. A 
white font on a yellow background is not advisable. White fonts on a black background 
are preferable for a configuration format that allows more effective reading [16]. 

The profile of the elderly that has been studied here reveals that they adopt a more passive 
posture while watching TV. This characteristic may result from different influences rang-
ing from low literacy and little experience with technology to characteristics related to 
´affect-cognitive´ issues. The implementation of these practices is expected to reduce the 
effects on this audience resulting from their rejection of the more interactive contents, and 
allow them to enjoy the interactivity services provided, as well as enabling them to appre-
ciate TV programs such as movies and give them live positive experiences. 

6 Conclusion 

The data collected from the study provide evidence that there is a demand for inter-
face features that are more flexible and better suited to the needs of the elderly. These 
features also make it necessary to take account of the physical and emotional charac-
teristics of the elderly viewer when designing interactive interfaces. The study also 
revealed that the elderly viewers from the studied sample seem not to mind the pres-
ence of complex narrative structures in the media. As they adopted a more passive 
posture during the session, many of these structures are not identified, understood or 
absorbed in the context of movies. The same occurs when there is additional content 
included. The results of the data collected from the application of the hybrid approach 
suggest that there is no difference in the emotional responses between the ´control´ 
and ´treatment´ groups that were produced by either the presence of narrative struc-
tures or the additional content supporting them. However, these results only take ac-
count of the profile of one particular viewer. Elderly people with a higher degree of 
literacy and who are users of new ICTs may show a more active posture and interact in 
a different manner with interactive TV content. Nevertheless, these assumptions require 
further study before they can be corroborated. We believe in immersing elderly viewers 
in new forms of communication. Moreover, there is a widespread belief that it is possi-
ble to digitally include these people by making them undergo experiences provided by 
the new ICTs, by making use of services without leaving home and enjoying pleasura-
ble moments in the company of good TV programs. 
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Abstract. Touchscreen interfaces are increasingly more popular. However, they 
lack haptic feedback, making it harder to perform certain tasks. This is the case 
of text-entry, where users have to constantly select one of many small targets. 
This problem particularly affects older users, whose deteriorating physical and 
cognitive conditions, combined with the unfamiliarity with technology, can dis-
courage them from using touch devices. In this study, we analyze the perfor-
mance and behavior of 20 older adults when inputting text on a tablet. We 
tested a baseline QWERTY keyboard, as well as 2 variants that use text predic-
tion in order to aid seniors typing. From our results, we derive a set of design 
implications that aim to improve the performance and usability of virtual touch 
keyboards, specifically for the older users. 

Keywords: Older adults, Text-Entry, Tablet, Pre-Attentive Interfaces. 

1 Introduction 

In our daily life, we find ourselves surrounded by multi-touch technology, which 
gained popularity in the past few years through mobile devices such as tablets and 
smartphones. This enables new opportunities and forms of social interaction, instant 
information access, constant availability and higher control of the surrounding envi-
ronment. Since touch screens allow users to directly interact and manipulate the in-
formation displayed on the screen by touching it, they are considered to be one of the 
most natural interaction technologies [7]. 

This is an opportunity for user groups that, until now, have shown some resistance 
in adopting technology. The fact that this technology interface relies more on software 
than hardware makes it highly flexible, and thus easy to adapt to users’ needs. This 
offers the opportunity to design more accessible systems [4]. However, it has the dis-
advantage of lacking the haptic feedback of physical buttons, making it harder to 
accurately select targets. This characteristic hampers certain tasks, such as text-entry, 
where the user has to constantly select one of many small targets. Moreover, since 
text-entry is a task transversal to many applications, it particularly affects users that 
have difficulties in aiming and performing movements that require precision. 
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That is the case of older adults, whose deteriorating physical and cognitive condi-
tions combined with the unfamiliarity with technology, deprives them from the innu-
merous opportunities created by touch devices. Furthermore, the lack of experience 
with the QWERTY layout can discourage them from using this technology. Although 
there is a large body of work that tries to understand the touch behavior and improve 
the typing experience on touchscreens, studies that target older adults are few. Since 
the requirements for senior users are different due to the declining of their motor and 
cognitive abilities, the solutions found for young adults may not be suited for seniors. 

Therefore, we performed a study to better understand how we can improve the typ-
ing speed and/or reduce the error rate of older adults on tablets. Also, we take into 
account that older people may have little or no experience with the QWERTY layout, 
and thus developed 2 QWERTY keyboard variants that aim to aid older adults typing. 
We performed a user study with 20 senior participants. Then, we systematically ana-
lyzed the performance of each variant, thoroughly discussing the touch patterns found 
and the errors committed by the older adults. 

Our main contribution is a thorough understanding of text-entry performance on 
tablets by senior users. We found that visual changes on the keyboard decrease the 
typing speed, without improving error rate; older adults systematically hit targets to 
the bottom and to the side of the hand used to type; single touch and a threshold be-
tween key taps can be used to reduce accidental insertions; and when a vertical slide 
occurs between rows, 96.4% of the times users want the character in the above row. 

2 Related Work 

Generally, older users easily adapt to touch technology. Loureiro et al. [10] analyzed 
different aspects of 8 touch based tabletop interfaces for the seniors. In all surveyed 
works, they concluded that touch yields a natural, direct and intuitive way of interac-
tion with a device, allowing easier human-computer interaction for older people. 

Stone [15] argue that, considering older people degraded physical capabilities, this 
kind of interfaces should have multiple sizes for fonts, buttons and icons. To solve the 
problem of text-entry, authors propose a gesture that allows switching from the tradi-
tional QWERTY keyboard (26 buttons), to a 12 button mobile phone interface (0-9*# 
layout), or even a binary interface. However, no implementation or experimental 
evaluation was performed. 

Other researches have focused on optimal target size, spacing and positioning to 
improve the usability of touch interfaces for older users [9]. Indeed, Hwangbo et al. 
found that the target size is an important factor in pointing performance [8]. They 
recommend square targets with a side of at least 12mm. They also found that when 
target size reaches this level, the spacing between targets looses importance. Howev-
er, these studies neglect the particular case of text-entry, which can be considered one 
of the most difficult tasks to perform on touch devices, due to the large number of 
targets and small key size and spacing. 

Nicolau et al. [13] focused on the particular problem of text-entry. They performed 
a user study with 15 seniors, measuring the speed and accuracy of participants while 
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performing text-entry tasks, both on a smartphone and a tablet. They also analyze 
users hand tremor profile and its relationship to typing behavior. Authors derive a set 
of guidelines for accessible virtual keyboards for seniors. However, the user study 
was performed using only the QWERTY keyboard, no alternatives were tested. 

Although the body of work regarding older adults is relatively small, there is a ex-
tensive body of work focusing on average adults. Henze et al. [6] argue that shifting 
touch events can improve the typing error rate. Authors found that touch events are 
systematically skewed towards the lower-right corner of keys. Findlater et al. [4] 
opted for an adaptive keyboard. He evaluated two personalized keyboard interfaces 
specifically for ten-finger typing, both of which adapt their underlying key-press clas-
sification models. One of the keyboards also visually adapts the location of keys. 
Results have shown that only the non-visual keyboard improved typing speed and 
error rate. 

As noted by Cheng et al. [3], people use different hand postures to type on tablets 
depending on how they were holding these devices. The authors developed iGrasp, a 
keyboard that automatically adapts its layout and position based on how the device is 
held. Another way to reduce the error rate of soft keyboard usage is through language 
models. Several approaches to highlight keys have been studied which involve mak-
ing the rendered keys larger or smaller, depending on their likelihood [1]. The authors 
reported that users were faster and more accurate with this variant than with the regu-
lar QWERTY keyboard. Gunawardana et al. [5] developed a method that expands or 
contracts the keys’ underlying area, keeping the visual feedback intact, based on a 
language model. A simulation suggests that it reduces the error rate. 

As we have seen, previous studies are mainly focused on finding solutions for able-
bodied adults. Although some studies have already analyzed the touch patterns and 
the optimal target size and spacing for senior users, none have presented and tested 
different alternatives to improve the typing experience for older people. 

3 Developed QWERTY Variants  

Due to the lack of haptic feedback, text-entry remains slower and more error-prone on 
touch devices than on traditional computer keyboards. Since one of our goals is to aid 
new users to input text, without hindering older users who are already experienced 
with QWERTY keyboards, we developed alternative keyboards based on the 
QWERTY keyboard layout. After developing the regular QWERTY keyboard to 
serve as a baseline, we developed 2 variants, which are described in the following 
subsections. These were the variants that achieved the best results in our previous 
study [14]. These variants use letter or word prediction to anticipate what the user is 
going to write. Detailed information about the text prediction algorithm is not the 
focus of this paper and has been previously published in [14]. The keyboards were 
implemented as a Windows Modern UI application for Windows 8. 

Color Variant. The Color variant uses the developed letter prediction algorithm to 
highlight the next most likely letters for the current word (Figure 1a). We expect this 
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before. Although 17 participants had used the QWERTY keyboard whether in type-
writers and/or personal computers (17 participants), most of them (12) reported to 
have little or no experience with QWERTY keyboards. 

Procedure. The user study had two main phases: training and evaluation. At the be-
ginning of the first phase, we explained how to use the virtual keyboard. Users were 
asked to type on the developed traditional QWERTY keyboard and the 2 variants. 
Participants were free to type in the position they found more comfortable. During the 
training phase, participants were allowed to type 2 sentences per keyboard variant. 

In both phases, the task consisted in copying a sentence that was displayed at the 
top of the screen. After typing the sentence, the user could proceed to the next sen-
tence by pressing a button. Copy typing was used to reduce the opportunity for spel-
ling and language errors. Both required and transcribed sentences were always visible. 
The sentences were chosen randomly from a set of 88 sentences, such that no sen-
tence was written twice per participant. Each sentence had five words with an average 
size of 4.48 characters and a minimum correlation with the language of 0.97. These 
sentences were extracted from a Portuguese language corpus of another study [12]. In 
order to avoid different correction strategies by the users, the delete key was removed. 
Participants were instructed to continue typing if an error occurred. 

On the evaluation phase, participants were instructed to type the sentences as 
quickly and accurately as possible. Each user was asked to type 5 sentences for each 
variant, being the first one still trial (it did not account for the results). The order of 
tested variants was random to avoid bias associated with experience. In the end, users 
were asked to answer a survey with some demographic data, as well as satisfaction 
regarding each variant. The whole process took approximately 1 hour per participant. 

Apparatus. A Samsung ATIV Smart Pc Pro 11.6” was used in the study. Each key 
has 20mm of width and 15mm of height. Visually, there is a space of 2mm between 
keys, horizontally and vertically. However, our implementation does not allow press-
ing between keys: each touch is always assigned to a key. This makes the keyboard 
more responsive, thus avoiding the frustration of performing a touch that does not 
produce a character. All participants’ actions were logged through our evaluation 
application, so posterior analysis could be performed.  

5 Results 

By analyzing the log data produced by our application, we are able to draw conclu-
sions on input speed and accuracy for each keyboard variant. We also focus on types 
of errors and their main causes. We performed Shapiro-Wilkinson tests of the ob-
served values for Words Per Minute (WPM), Minimum String Distance (MSD) and 
types of errors to access if dependent variables were normally distributed. If they 
were, we applied parametric statistical tests, such as repeated measures ANOVA, t-
test, and Pearson correlations. If measures were not normally distributed, we used 
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nonparametric tests: Friedman, Wilcoxon, and Spearman correlations. Bonferroni 
corrections were used for post-hoc tests. 

Input Speed. To assess typing speed, we used the WPM [11] text input measure cal-
culated as: 

(transcribed text - 1) x (60 seconds / time in seconds) / 5 characters per word 

Figure 2a illustrates WPM by variant (without outliers). As expected, we found a 
correlation between input rate, QWERTY experience and number of hands used to 
type. A repeated measures ANOVA revealed significant differences between key-
board variants on text-entry speed (F(2,30)=3.84, p<0.033). Bonferroni post-hoc tests 
showed significant differences between QWERTY and Color variant, meaning that 
users type significantly slower with the latter. This result contradicted our hypothesis 
that inexperienced users, who are not acquainted with the QWERTY layout, would 
benefit from the Color variant. We believe that the main reason for the lower input 
rate in the Color variant is that the highlighting of the keys was distracting. However, 
no user reported this. We also noted that, in some cases, despite the correct letter was 
the only one highlighted by the Color variant, some participants took a long time to 
find that letter on the keyboard. This means that some seniors were not paying enough 
attention to the highlighted keys, excluding them from the benefits of the suggestion. 

Regarding the Predict Words variant there was no significant difference when 
compared with the QWERTY keyboard. However, only 7 of the 20 participants ac-
cepted at least one suggested word from the list during evaluation; the remaining 13 
participants used the Predict Words variant as a normal QWERTY keyboard. Still, we 
did not find a correlation between text-entry speed on Predict Words variant and inte-
raction methodology, i.e., if the participant accepted suggested words or typed as a 
normal QWERTY keyboard. 

Quality of Transcribed Sentences. To measure the quality of typed sentences we 
used the MSD error rate, calculated as: 

MSD(required text, transcribed text) / Max(required text, transcribed text) x 100 

Figure 2b illustrates the MSD error rate by variant. A repeated measures ANOVA did 
not reveal significant differences between keyboard variants (F(2,32)=1.044, 
p=0.364). Opposed to the results obtained on input speed, no correlation was found 
between quality of transcribed sentences and previous experience with QWERTY 
keyboards and number of hands used. 

We expected both Color and Predict Words variants to outperform the QWERTY 
keyboard regarding MSD. Although we are not sure why the Color variant did not 
outperform the QWERTY keyboard, several situations occurred that are important to 
report. For instance, one participant ended up typing a word similar to the expected 
one because the Color variant suggested it, and he tapped the suggested letters  
without thinking too much. This is an issue related with the prediction algorithm. 
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Since the system does not always suggest the right letter, the user still has to pay at-
tention to the suggested letters. Sometimes it seemed that participants were afraid of 
tapping a certain key if the system was not suggesting it, especially after tapping a 
sequence of keys correctly suggested. The performance of the Color variant was also 
affected by the fact that older users made many errors. This means that the Color 
variant cannot make good suggestions, because once there is an error in the current 
word, the system is not able to correctly predict the sequence of letters intended by 
the user. 

The Predict Words variant also had a MSD similar to QWERTY, mainly because 
most participants (13) did not accept any suggestion. From the remaining 7, only 3 
accepted a high number of suggested words (between 9 and 11 suggestions). From 
these, 2 participants had worst results in the Predict Words variant when compared 
with QWERTY. This happened because sometimes, when accepting a suggested word 
(located at the top of the keyboard), users tapped below the intended area, selecting a 
key from the top row of the keyboard instead. Another common error is to tap the 
space bar after accepting a suggested word. This counts as an insertion error because 
after accepting the suggested word a space is automatically inserted. Therefore, the 
use of the Predict Words backfired because participants ended up making mistakes 
they would not make in other situations. 

 

 

Fig. 2. (a) Participants’ WPM by variant; (b) Participants’ MSD by variant 

Typing Errors. We classified the types of input errors using MacKenzie’s et al. cate-
gorization [11] (substitutions – incorrect characters, insertions – added characters, and 
omissions – omitted characters). In some cases, we assign a more specific categoriza-
tion to errors, but when we do, we explain the differentiation. 

In Figure 3, we can verify that insertion errors are the most common type of error 
committed by senior participants. This type of error is unevenly distributed through 
all the participants: participants #2 and #17 are responsible for 62% of all insertion 
errors. Omissions were the second most common error type, followed by substitu-
tions. The Predict Words variant was not analyzed thoroughly regarding typing errors, 
because most of the participants used it as a QWERTY keyboard. 
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Fig. 3. Contribution of each type of error for the total amount of errors 

Insertion Errors. We found that most of insertions (more than 60% of all insertions) 
occurred due to multiple interleaved points of contact, i.e., the second point of contact 
occurs before the first one is released. Since this insertion error exists because the 
keyboard is multi-touch, it is relevant to assess if this kind of error is mostly commit-
ted by participants who used both hands to interact with the keyboard. However, no 
correlation was found between number of hands used and multiple points of contact 
insertions. 

We found that this type of accidental insertion was committed mostly by partici-
pants #2 and #17, which interacted with just one hand. We noted that participant #2 
interacted with the index finger of her left hand (intentionally), and sometimes she 
would touch the screen with the thumb of the same hand (unintentionally), thus gene-
rating insertions. Despite participant #17 interacting with just one finger, logs showed 
that at least two interleaved contact points were recognized. Although we are not sure 
why this happened (maybe a cut or a dirt in her finger), the only way to correct this 
kind of error is to disable interleaved touches, i.e., transforming the multi-touch key-
board into a single touch keyboard. 

We divided insertion errors into accidental (when users unintentionally add a cha-
racter) and cognitive (when users intentionally add a character other than the ex-
pected). The proportion of each type of insertion error is similar across variants: 
81.6% of accidental vs. 18.4% of cognitive insertions. This was expected since, in 
general, the Color variant does not aim to correct insertion errors. 

Substitution Errors. We considered two types of substitution errors: neighbor (instead 
of touching the intended key, users touch an adjacent key) and cognitive (when users 
touch a different key from the expected) substitution errors. After analyzing the touch 
data, we found that touch points are skewed to the bottom and slightly to the right for 
users that interacted with their right hand. Other studies have also reported this result 
[13, 6]. We also found that the horizontal direction of the shift was related to the hand 
being used to type. For users that used their left hand, we could not verify the pattern 
across all keyboard, but it could be that our data might not be enough (only 2 partici-
pants used the left hand). Regarding participants that used both hands, we verified that 
the left side of the keyboard has its touch points skewed towards the bottom-left, 
while the right side of the keyboard has its touch points skewed towards the bottom-
right. These results were true for both QWERTY and Color variant, which means that 
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highlighting keys does not influence aiming. We verified that shifts have a bigger 
vertical deviation (Mean=13px; SD=11.5px) when comparing to the horizontal devia-
tion (Mean=4.5px; SD=14.7px), for all typing methods. We also found that the vertic-
al shift increases gradually, from the top to the bottom row (average vertical  
deviations: row1=11px; row2=14px; row3=18px; row4=20px). 

In the QWERTY keyboard, users committed 29 neighbor substitution errors and 9 
cognitive substitution errors. However, users significantly committed more cognitive 
substitution errors on Color variant (Z=-1.845, p=.065); they committed 30 neighbor 
and 30 cognitive substitution errors. We verified that in 65.5% of cognitive substitu-
tions the user inserted a character that was highlighted by the Color variant. And, in 
the remaining 34.5%, the expected key was highlighted, but it did not prevent the user 
from inserting an erroneous character which was not highlighted. We also noted that 
in 20.7% of the cognitive substitution errors both expected and inserted keys were 
highlighted. Despite acknowledging this result, we could not find a justification for it. 

Omission Errors. We subdivided omissions into 3 sub-categories: failed (the user 
presses an empty space instead of the intended key – only applicable to the keys in the 
edges), slide (the press action was in a different key when compared to the release 
action) and cognitive (user forgets to insert an expected character). Omission errors 
had approximately the same proportion across variants, being the cognitive most fre-
quent (52%), followed by slide (27%) and failed (21%) omissions. We also found that 
forgetting to enter a blank space between words was a common issue among older 
people (44.8% of the total cognitive omissions), most likely due to a lack of practice 
in typing on computers. Since the Color variant highlights the next most probable 
keys, it would be expected that, if correct, the suggestion could minimize omissions. 
Still, cognitive omissions were as frequent as on the QWERTY keyboard. When fur-
ther analyzing this type of error, we found that in 65% of cognitive omissions the 
expected key was highlighted. However, the next key taped by users (which was an 
error), was highlighted only in 22% of the cases. This means the Color variant was 
often helping the participant, but still they pressed an erroneous key that was not hig-
hlighted 78% of the time. 

The slide omissions differ from the previous, because the user presents the inten-
tion to type a character, but fails in the execution. It occurs when the user presses and 
lifts his finger on different keys and therefore no output is generated. We classified 
slide omissions in three subcategories: (1) correct land-on, characterized by the finger 
landing on the intended key, and then sliding to another key; (2) correct lift-off, cha-
racterized by the finger landing on a neighbor key, and then sliding to the intended 
key; (3) and accidental slide, on which the user has no intention to tap either of the 
keys. The first type accounted for 36.4% of the slide omission errors, the second 
57.6% and the third 6%. We found that all the errors classified as correct land-on, 
ended always in a key below the intended one; that is, the slide was always performed 
from the top to the bottom. Contrary to this, 89.5% of the errors classified as correct 
lift-off, ended in a key above the pressed one. On the remaining cases the slide was 
performed from the right to the left. This means that when a user performs a slide 
starting at a key in a given row, and lifts his finger on a key in the row above, we are 
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100% sure that the user intended to tap the key in the row above. When the slide is 
downwards, in 85.7% of the times, the user also wants the key in the row above (the 
key were he landed his finger). In the remaining 14.3% times, we do not know what 
the intentions of the user were, since the slide was accidental. This pattern was also 
verified for the Color variant. We hypothesize that this occurs because when the user 
slides down, it is because he is already moving his hand to the rest position, bellow 
the tablet. When the movement is upwards, it is a corrective movement, because the 
user adjusted the touch position in a contrary motion to the resting position. This pat-
tern, to our knowledge, has not been reported by any other study, presenting an oppor-
tunity for improvement of virtual keyboards. 

User Satisfaction. At the end of the user study participants were debriefed and asked 
about their preferred keyboard. We also collected comments during and after the test 
about their opinion regarding the several keyboard variants. When asked about their 
satisfaction (5-point Likert scale) regarding each variant, participants gave a higher 
rate to the QWERTY keyboard (Mean=3.8; Median=4), closely followed by the Color 
variant (Mean=3.75; Median=4) and finally by the Predict Words variant (Mean=3.1; 
Median=3). Still, 6 participants rated the Color variant with the highest score (5), 
while only 1 participant rated each of the remaining keyboards with the highest score. 
Statistically significant differences were only found between Predict Words and the 
other variants; participants were not as satisfied when using Predict Words. 

Some users also reported that the tablet was too sensitive, referring to the fact that 
it is easy to make typing mistakes by lightly touching the device. A participant re-
ported that it was faster to type with the Color variant, referring to a specific case 
when the system was able to always suggest the right letter. Some participants told us 
that the Color variant was really helpful but, in order to take full advantage of it, pay-
ing attention was necessary. When participants were asked about why they did not use 
the suggestions presented in the Predict Words variant, most participants said it was a 
feature too complex and they would need more practice in order to correctly use it. 

6 Design Implications 

From our results, we derive the following design implications. 

• Keep visual changes to a minimum. As verified in the user study, visual changes 
that aim to focus the user attention on the most probable keys have a negative im-
pact in text-input speed. Also, the Color variant had twice the cognitive substitu-
tion errors, when compared with the traditional QWERTY. Therefore, visual 
changes should only occur to give feedback about the pressed and released key. 

• Shift the touch points to the top and to the opposite side of the hand the user is 
using to type. Our results confirmed that users who used only their right hand to 
interact with the virtual keyboard had a tendency to touch on the bottom-right of 
targets. This means that users will benefit from a top-left shift of their touch points 
to compensate the tendency. Conversely, users who only used their left hand  
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benefit with a top-right shift of their touch points. Users who interact with both 
hands will benefit from a top-left shift on touch points performed on the right side 
of the keyboard, and a top-right shift of the touch points performed on the left side 
of the keyboard. If it is not possible to detect the user's hand posture, an upward 
vertical shift of touch points will also benefit users. 

• When a vertical slide occurs between two keys of subsequent rows, produce 
the character in the row above. When users perform a vertical slide from one 
row to a subsequent row (up or down), 96.4% of the times the user intends to select 
the key from the row above. In the remaining 3.6% times, we do not know exactly 
the intentions of the user were, since the slide was an accidental touch.  

• Choose single touch over multi-touch. Older users have different necessities and 
capabilities. Regarding a generic keyboard that should fit all types of older users, 
single touch is the best choice. The quality of the sentences of the 2 most proble-
matic participants in our user study increased drastically, while it only slightly  
prejudiced some other participants and had no effect at all on most participants. 

• Omit touch interactions that are below a certain threshold. Sometimes, the 
older users would quickly and accidentally insert two characters instead of one. 
This occurs due to poor coordination and hand tremor. These insertions are charac-
terized by a reduced time interval between the release of the first key and the press 
of the second key. Therefore, to enhance older adults’ error rate, we can omit  
interactions that occurred below a certain time threshold. 

7 Conclusion 

Given the increasing use of touch mobile devices and, in particular, tablets, this study 
is timely and pertinent. The use of tablets by older citizens brings into sharp focus the 
need to bridge the gap between our aging population and advances in information 
technology. This is particularly important for tasks that are difficult to perform on 
touch devices, such as text-entry. 

In this study, we investigated the text-entry performance of 20 older adults on a 
touch-based device. Our user study featured 3 virtual keyboards: traditional 
QWERTY, Color and Predict Words variants. We found that users typed faster with 
the traditional QWERTY keyboard. Regarding the quality of transcribed sentences, 
no significant differences were found across variants. We also found that older adults 
have difficulties using Predict Words variant mainly because it was too complex and 
they needed more training to use it. Lastly, we identify some design implications that 
should improve typing accuracy and encourage researchers to create more effective 
solutions for older adults. Future research should apply the design implications  
described here and investigate their effect on text-entry performance. 
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Abstract. We present an overview of recent works in which age is an
important driving factor for Human-Computer Interaction design and
development. These serve as starting grounds to discuss current practices
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in the field.

Keywords: age diversity, overview.

1 Introduction

Age related approaches to HCI, with some notable exceptions, are nowadays
strongly focused on the elderly [20] boosted by applications in areas such as am-
bient assisted living [40] and, although to a lesser degree, on children. Neverthe-
less, age related characteristics of different age groups [48,39] make it important
that users are not just divided in two (elderly and remaining users) or three
(children, adults and elderly) categories. Even when the physical and cognitive
characteristics of users seem equivalent, intrinsic differences in motivation and
social needs as observed, for example, between teenagers and adults [49], might
pose challenges regarding which methodologies to use to include them in the
design process, elicit opinions or collect data.

The challenges posed to HCI by age diversity have led researchers to follow
different methodologies to support design and development and assess user per-
formance using different modalities, devices and user interfaces. We consider that
the community might profit from an integrated view regarding how age associ-
ated characteristics/differences are addressed, not necessarily coinciding with an
universal design approach. This should highlight and contribute to a first level
of organization of the plethora of design and development methods that can be
used by researchers in order to improve their work for specific age groups.

This paper is intended to present a general overview of the literature covering
age-related issues and methodologies in HCI by focusing on the most recent
surveys, studies, trends and challenges (mostly published after 2010) on the
subject.
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While selecting the surveyed literature we wanted to cover works regarding
different age groups in four main categories: input/output modalities, target de-
vices,applications and contributions to guidelines and methodologies. This pro-
vides us the grounds to highlight aspects that we consider might profit from
further attention and discussion by the HCI community.

This article is organized as follows: Section 2 presents a brief overview (given
the range and complexity of such matters [48]) of human characteristics affected
by age, the motivating factors for differenced/adaptable approaches in HCI de-
sign and development; Section 3 presents a survey on recent literature regarding
HCI works for which age is a driving factor covering aspects concerning different
input/output modalities, the target devices, applications (and their graphical
user interface) and main contributions on the form of reviews, guidelines and
methodologies (and frameworks); Section 4 discusses some of the challenges de-
picted by the surveyed literature and some desirable routes for future work in
the field; finally, section 5 presents some conclusions.

2 Age Related Characteristics

Literature is prolific in describing ageing effects and these can be felt at different
levels in the individual. It is nevertheless important to consider intrinsic char-
acteristics of particular age groups that might affect performance, for example
due to early levels of motor skills development.

Researchers should consider physical, motor and perceptual limitations and
cognitive changes, but must also contemplate socio-cultural aspects regarding
other factors such as social integration (e.g., the need to fit a certain social
group), cultural backgrounds and how different resulting mental models are used
to organize information, influencing performance [39,57].

Physical and sensorial — Children might exhibit limitations due to their
height, arms length and finger and hand size [47]. Furthermore, their motor
skills might still not be mature enough resulting, for example, in visual-motor
dis-coordination [25], reduced precision and inability to perform fine move-
ments [48,5]. Although evolution occurs continuously, studies show that, impor-
tant improvements in these aspects occur between six and eight years of age [25]
and they refine and get more consistent by the age of 12 [2].

Physical performance is progressively affected by ageing resulting in reduced
fine motor skills [11], strength and speed, sometimes leading to tremors. It is im-
portant to note that even if these aspects are not very pronounced, the effects of
long term immobility might also pose problems, such as articulation and muscle
pain, precluding certain interaction gestures/positions (e.g., long time standing
or with arms in a fixed/rigid position). With age, a decreasing sensibility is also
observed in hands and fingers. Physical limitations, although not expected to
directly affect interaction, might pose problems. For example, if a user has trou-
ble walking and uses a walking aid (cane or frame), the hands will have to deal
with it and are less available for interaction.

With age, vision is affected in many different ways and naturally occur-
ring changes often include reduced visual acuity, with decreased focus on near
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objects, different colour perception, increased sensibility to glare and decreased
brightness perception [30,57]. These may also be aggravated by diseases such as
diabetes.

Hearing loss is also observed with a particular emphasis on low volume sounds
and higher frequencies [52].

Cognitive — Such as happens with the motor skills, the cognitive skills of
young children are also under development [48,31] and vary much with age. One
important characteristic is that children have short attention spans [10,47], i.e.,
the amount of time they manage to focus on a particular task is small. Attention
is also much more easily given to aspects that stand out, even if they are not
relevant to the current task [48] (e.g., coloured animated clown on screen instead
of the instructions to reach the next stage). Furthermore, small children might
have limited or no spelling skills.

Teenagers also present some important cognitive differences when compared
with children and adults. These differences affect judgement, decision-making
and risk-taking [49]. Teenagers are more willing to take risks and have a strong
desire for autonomy and to develop an individual identity [16,41]. Furthermore,
they seek association with peers and are highly susceptible to their influence
(e.g., brands, technologies, clothes).

With advancing age, changes are felt affecting memory, information process-
ing and intelligence. Working memory is used as a working space for storing
information which needs to be readily available or used to perform decisions and
comprehend written and spoken language [57]. Its decline therefore results in a
slowdown in learning new (large amounts of) information, but also in a reduced
capability to process complex information. This, added to increasing times to
access long term memory elements, significantly affects the time required to
perform tasks.

Changes to intelligence can be explained recurring to the concepts of fluid
and crystallized intelligence [48,6]. Fluid intelligence refers to the ability to rea-
son abstractly and to adapt to new situations despite of acquired knowledge.
On the other hand, crystallized intelligence deals with the ability to use skills,
knowledge and experience accumulated through the years. While both types of
intelligence increase during childhood and early adulthood, between the ages of
30 and 40, fluid intelligence starts to decline while crystallized intelligence con-
tinuously increases and only starts declining much later in life [6]. By reviewing
the literature regarding web navigation, Hanson [20] points out that crystallized
intelligence is a particular advantage for older adults towards younger adults
when faced with complex ill-defined tasks that require some thought and benefit
from acquired experience.

Is is also important to understand that people can sometimes present several
limitations. Even if taken individually they are of minor gravity, they might in-
teract with each other resulting in a performance degradation that is far superior
than that expected for the individual disabilities. [18,20].

It is important to note that all these age related effects are subject to indi-
vidual variability precluding treating each of the age groups as a homogeneous
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group [32,43] and further stressing the importance of using proper methodologies
that help design HCI for age diversity.

3 HCI for Age Diversity

To provide an overview of the various aspects involved we briefly analyse how
research in the field can yield insight on the age-related aspects influencing user
performance concerning different input/output modalities, devices and applica-
tions and how these results have contributed to propose guidelines and method-
ologies that might support further (systematic) developments. Notable previous
surveys regarding specific age groups are those by Wagner et al. [54], for the
elderly, and Read et al. [42] for children).

3.1 Interaction Modalities

The many existing modalities are not equally adequate or adopted by the users
of different ages. Several recent studies investigated preferences and user
performance.

Weiss et al. [56] remark that studies on modality preference are often restricted
to younger users. In their study, they addressed the effects of age on modality
preference (speech, touch and 3D gestures), but no evidence of such effects was
found.

The most common interaction modality for desktop computers is the mouse.
Mouse pointing performance has been assessed for particular age groups (e.g.
children [25]) or comparing among age groups (e.g. young adults, adults and
elderly [21]). In summary, main findings show evidence that speed and accuracy
improve with age, for small children and that adults tend to perform better than
young adults and the elderly. The latter, although performing slower than the
remaining age groups did not commit more errors.

Interfaces using touch have been increasingly used, as a result of the techno-
logical advances in the field. Herztum et al. [21] and Findlater et al. [15] show
that touch screens are easily used by the elderly and their use reduced the per-
formance gap between young and older adults when compared to performances
on traditional desktops (a survey on multi-touch for elders can be found in [29]).
Jochems et al. [24], present a comparative study for three input devices (mouse,
touch screen and eye-gaze control) and conclude that, irrespective of age group,
touch screens attain the best performance (shorter execution time), most no-
tably for elderly. Culen et al. [13] briefly describe a set of experiments also using
touch with elderly, in different application scenarios, and analyse some of the
challenges faced in using such technology regarding, e.g., how motor disabilities
affecting movement accuracy might affect usage. Hwangbo et al. [23] report that
older adult performance in pointing tasks can be improved by adding audiotac-
tile feedback. Rodrigues et al. [45] assessed how different QWERTY keyboard
variants, on touch screens, influenced young and old adults performance.

Regarding interaction with touch screens and focusing on gestures, Aziz et
al. [5] assessed which gestures (e.g., tap, drag-and-drop, pinch, spin) children
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from two to twelve years old were able to use and found some evidence that
children bellow age four had difficulty in performing some of the gestures. In
a study by Arif et al. [4], older adults seemed to favour pen gestures (faster;
better accuracy) instead of touch and no such effect was observed on children.
Furthermore, according to Stoessel [50], gestures result in improved performance
and satisfaction for the elderly who mostly favour single-finger gestures.

Anthony et al. [2] assess the performance of children and adults while using
a touch screen and identify performance differences between the two age groups
along with several technical challenges to use this modality. For example, gesture
recognition modules have a poorer performance for children gestures and it is
advisable that age-specific recognizers are trained. Furthermore, the gestures
should be tailored in order to make conceptual sense to the child.

Jochems et al. [24] present a study where eye-gaze is combined with different
methods for input validation (keyboard space key, foot pedal and speech) with an
advantage for the keyboard key, mostly due to user familiarity with the keyboard
vs the foot pedal and to time coordination problems between the moment an
object is fixated and the speech input is performed.

Speech interfaces have also been subject to user performance assessment, in
particular considering the elderly. Aman et al. [1] provide some insights about
well known issues regarding automatic speech recognition problems with the
elderly [53] and how to cope with them. Portet et al. [38] assess acceptability of
voice interfaces in a smart home context. Although with a particular focus on
the elderly, the authors perform a user study involving different age groups and
conclude for overall acceptance provided the system does not drive users to a
lazy lifestyle. Considering children and speech interfaces, an example, involving
conversational agents, can be found in Prez-Marin [35].

Sometimes, when choosing the input/output modalities it is relevant to not
only consider the specific motor and cognitive characteristics and limitations
of the target age group (and context) but also how these will impact on other
aspects, such as skills development in children. The work by Antle et al. [3] is
a good entry point to these concerns. The author conducts a study in which
children use three different ways of interacting with a spatial puzzle task (phys-
ical, graphical and tangible interfaces). For example, the mouse and graphical
user interface, although serving the intended purpose, favoured a trial and error
approach which might limit skills development for which the tangible interface
was more suited.

3.2 Target Devices

As interaction modalities are not of universal use in all situations - be it devices
or even concrete applications - they are, in most occasions, tightly related with
the device used. Nevertheless, researchers have also assessed user performance
considering devices (mobile phones, tablets, interactive TVs, desktop comput-
ers, etc.) as a whole, in different application scenarios. Boosted by the recent
technological developments and current research trends, mobile devices are the
most assessed platform.
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Leung et al. [27] have performed a study in order to understand how the
elderly learn to use mobile devices. By conducting the study for three groups
(young adults, adults and older adults) they were able to identify which aspects
were specific of older adults. For example, older adults significantly used less
trial and error and preferred to learn alone. Therefore, better support should be
provided for trying out tasks. A thorough review regarding handheld computers
and their use by older adults can be found in Zhou et al. [59].

In a study by Zhou et al.[60], they conclude that the use of mobile phones
is guided by age-dependent user requirementsand that older users had more
difficulties than younger users to use multi-tap and touch and hold features.

Perrinet et al. [36], while studying different methods to input text using virtual
keyboards in digital television applications, have detected significant differences
in writing speed and error rates among age groups (not including children) even
considering just expert users.

3.3 Applications

Regarding the evaluation of overall user performance and satisfaction using com-
plete applications (i.e., with no specific focus on the platform or particular
modalities, but on the graphical user interface), it is also important to approach
users according to their characteristics and age related approaches have been
proposed.

Website usability, considering the age factor, has been addressed by several
authors. Punchoojit et al. [39] observed that age influenced the performance
of users on different culturally oriented sites. Bergstrom et al. [46] used eye
tracking while assessing the usability of websites, comparing young and older
adults. They observed that older adults looked to the centre of the screen more
frequently, looked to the peripheral left less frequently and took longer to look to
the top periphery. Martens et al. [31] cover the design challenges and children’s
performance in using digital resources (review in Wirtz et al. [57]).

Game development and other applications, mostly for educational purposes,
have also been addressed [51,33,34] advocating for participatory design and
proposing methodologies to elicit contributions from children at different lev-
els of the design and development cycle.

Studies have also focused on how individual elements in the graphical user
interface can be modified to improve understandability to certain age groups
(e.g., mobile device icons [26]) or performance in pointing and selection (e.g.,
target expansion [22]) and on how particular input modalities affect the way
graphical user interfaces should be designed (e.g., touch [2]). Brajnik et al. [8]
conclude that the inclusion of specialists (on-screen tutors) and tool tips does
not have the same positive impact in older adults as in young adults probably
due to the potential benefits of such design choices being out-weighted by the
increasing complexity of the user interface felt by older adults.
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3.4 Methodologies, Guidelines and Heuristics

Regarding children, the works by Read and colleagues have covered several as-
pects of child computer interaction and a recent review of the field can be found
in [42].

Guha et al. [19] review the literature on Cooperative Inquiry and propose how
this method can be used to support design with (and to) children by analysing
a set of wrong assumptions concerning the work with children as design part-
ners. Since children, nowadays, differ considerably from those of ten years ago
given they are more independent and information active, the methods used must,
therefore, consider such differences. The authors also emphasize, including ex-
amples taken from their experience, that adults working as proxies for children
simply do not work as expected and methods have been proposed to tackle age-
related issues (e.g., children’s short attention spans [34,9]) or harder situations
involving children with special needs (e.g., [17]).

Developing games involving children has been addressed, for example, by Tan
et al. [51] and Moser et al. [33] by proposing methodologies that guide children’s
involvement along all the design and development cycle. Rounding et al., [47]
discussed evaluation of user interfaces by children. Brown et al. [10] identify chal-
lenges of conducting usability studies, designed for adults with young children
and found that issues like the smaller attention span of small children and the
influence of the research setting (academic usability lab) need to be seriously
considered in these cases.

Poole et al. [37,41] look into interface design for teenagers and provide a
general description of notable cognitive/emotional and physical changes, assess
the different challenges in research involving this age group and propose a set
of best practices. Fitton et al. [16] point out that teenagers require a different
approach than children or adults and that they might provide valuable insights
regarding aspects for which younger children are too young and adults lack the
technical skills. They gather a set of research questions concerning, for example,
the methods used to engage teenagers in participatory design or which contexts
(school, home, research lab) might be more appropriate to work with them.

Barros et al. [7] evaluate a mobile user interface for the elderly. Multiple
evaluation stages are performed and a wide set of recommendations for inclusive
design and design for older adults. In a similar approach, Ferreira et al [14]
present a methodology using elderly centered design to support the development
of a mobile application. Zhou et al. [59] and Liu et al. [28] present a literature
review regarding the use of handheld computers by the elderly and provide a
set of recommendations regarding input/output, menus, main required functions
and applications.

Lynch et al. [30] discuss the importance of accounting for differences regarding
elderly performance on websites and propose weighted heuristics to assess the
usability of websites for this age group. Instead of putting all the heuristics at
the same level the authors, based on input by older adults, proposed different
weights for each, according to their importance, and managed to predict, based
on the heuristics, differences in elderly performance for three websites.
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4 Discussion

Considering the reviewed literature we identify several aspects deserving further
attention from the HCI community and concerning age-related factors.

With the rapid technological advances, previous evaluation studies
need to be reviewed — One very important aspect, as stressed by Hwangbo
et al. [23], is that previous studies covering human performance for different in-
put devices should be constantly reviewed since recent advances in technology
might have considerable impact [6]. For example, extrapolating evaluation re-
sults gathered for mobile phones to smartphones is not straightforward as user
requirements and expectations shift [60];

Lack of simultaneous assessment of performance for multiple age
groups limits generalization of outcomes and comparison with other
studies — Researchers often consider only specific age groups (e.g., children or
adults) when assessing their performance using particular modalities or devices.
This, although providing data for a particular scenario, only allows indirect com-
parisons between age groups. In fact, in most cases, even if the main purpose is
to address the needs of a specific age-group, it is important to include additional
groups in order to provide insight into which are the unique needs of the tar-
get group [27]. In an interesting article by Martens [31], the author points out
that even the diversity among different age-stages, for children, should motivate
duplication of previous studies to cover these intrinsic differences. Therefore,
evaluation studies that assess performance for a wide range of ages would allow
a greater insight into age differences and provide additional value to HCI;

Designing for adults and then adapting to another age-group can
hinder more adequate solutions — One important aspect to consider is that
it is still common that children and old adults are only involved in the design
process at the time of the first prototypes. This, although valuable, works to
modify an existing technology/approach, usually developed by adults, to cope
with age related limitations instead of considering the broader context and a
possible different approach to the problem from the start [58,40];

Ageing does not always translates to cognitive disadvantage — Con-
trary to what is common belief in HCI, Ball et al. [6] show evidence that older
adults have some advantage in familiar tasks which depend on crystallized intel-
ligence, i.e., skills learned over a lifetime and are outperformed by young adults
when presented with unfamiliar tasks which profit from fluid intelligence (ability
to deal with unknown situations). If these aspects are well understood, tasks can
be designed to profit from them as previously highlighted.

Systematic multidisciplinary approach to understanding age-related
characteristics and their impact is important — A systematic assessment
of the physical and emotional characteristics of different age groups along with
the challenges they pose to the individual and to HCI, and a collection of exper-
imental results and best practices derived from the literature (in the line of what
is proposed by Revelle [44], for children, and by Poole et al [37], for adolescents)
might provide an important contribution to the HCI community.
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Systems Used by Diverse Ages Should Aim for Coping with Diver-
sity — Most works in the literature aim for approaches focused in particular age
groups, rarely considering age diversity. It would be interesting to see works that
gather efforts to develop devices, interaction patterns and user interfaces that
can cope well with age diversity and the related challenge of intergenerational
co-design (e.g., [58]). The effort of providing adaptive user interfaces is already
performed, to some extent, in multimodal scenarios, to cope with different user
limitations [] and might also be considered for age diversity.

Age estimation, e.g. [12], to the best of our knowledge, has not been used in
the context of HCI design and might make it possible that, based on different
user models, the interface could be age customized.

Research and evaluation methods must be adequate to the subjects
ages and environment — The methodologies followed, for example, to elicit
information from users, including them in the design process, should consider
their physical and cognitive characteristics and account for the environments in
which the systems will be used [42]. It is also important not to look into age
groups with a set of preconceived ideas, but to actually test if these ideas have
real impact considering the target users and context [20,55].

5 Conclusions

As mentioned, this paper does not aim to be a thorough survey of age-related
aspects in HCI design, development and evaluation. Its purpose is to gather
recent literature that spans what researchers are currently doing regarding age
diversity. From the surveyed literature it is clear that several challenges still
need to be tackled by the community or might provide clues for new research
lines. Overall, age-related issues are being addressed for some age groups, but
some of the research still relies on a preconceived idea of their characteristics,
on adapting existing designs instead of building new ones, including users since
design, and lacks methodologies that allow comparison among studies.

This article is just the first stage of what we consider should be a systematic
approach to HCI for Age Diversity and many improvements to the presented
work are possible (some of them not considered here due to a lack of space).
For example, the surveyed works should gradually cover older publications and
be organized according to a taxonomy that allows looking into the literature
through different angles (age groups, devices, etc.).
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Abstract. Elderly population is growing all over the globe. Novel
human-computer interaction systems and techniques are required to fill
the gap between elderly reduced physical and cognitive capabilities and
the smooth usage of technological artefacts densely populating our en-
vironments. Gesture-based interfaces are potentially more natural, in-
tuitive, and direct. In this paper, we propose a personalized hand pose
and gesture recognition system (called HANDY) supporting personalized
gestures and we report the results of two experiments with both younger
and older participants. Our results show that by sufficiently training our
system we can get similar accuracies for both younger and older users.
This means that our gesture recognition system can accommodate the
limitations of an ageing-hand even in presence of hand issues like arthritis
or hand tremor.

Keywords: gestural interaction, gesture recognition system, elderly.

1 Introduction

According to demographic studies, elderly population is growing all over the
globe. This demographic shift is a by-product of lower fertility and better health
conditions leading to lower mortality among older persons. The number of older
persons aged 60 or over is projected to be 2 billion in 2050, three times the
number in 2000, comprising 22 percent of the world population [1]. It is be-
lieved that population ageing will have significant socio-economic consequences
for which a preparation is needed [2]. The WHO Active Ageing framework [3]
considers health, safety, independence, mobility, and participation as the five
higher level needs of the older persons for a higher quality of life. The important
role ICT can play in this context is widely recognized [4]. For instance, AAL
(Ambient Assisted Living) is a joint European project focused on the usage of
ICT to help older persons in ageing well and is supported by the biggest EU
Research and Innovation program, Horizon 2020.

For the realization of the inclusive society of future in which age and capability
related discriminations are lifted and the older persons have the same opportu-
nities as others, “Design for All” plays a central role. It concerns the design of
products, services, and applications with accessible and adaptable interfaces for
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special users like the elderly [4]. As far as the interfaces are concerned, novel
human-computer interaction systems and techniques are required to fill the gap
between elderly reduced physical and cognitive capabilities and the smooth usage
of technological artefacts increasingly populating their environment.

Gesture-based interfaces have been around for several years and are considered
to be potentially more natural, creative, and intuitive [5]. Gesticulations could
be done with different body parts. [6] states that the hand is the most effective
part of the body for communication through gestures. [7] supports this idea by
analysing the gesturing literature and finding that hand-based gestures are at
the top. [8] lists a set of requirements for effective hand-gesture interfaces which
indicate two major research challenges: one concerns technical issues on the
machine side to guarantee responsiveness, recognition accuracy, gesture spotting,
etc; the other concerns interaction design issues on the human side like the
gesture vocabulary size, learnability, comfort, etc.

Gesture-based interaction design is even more challenging for elderly people
mainly due to their reduced physical and cognitive capabilities. Effects of ageing
on sensory modalities, perception, cognition, and movement control are described
in [9]. One of the challenges of hand gesture-based interfaces for the elderly
lies in confronting the impacts of ageing on the hand. Research and studies in
geriatrics suggest that for elderly people, both men and women, degenerative
changes in musculoskeletal, vascular, and nervous systems lead to hand function
degradation in terms of handgrip and finger-pinch strength, maintaining pinch
force and posture, and dexterity of manual movements [10]. Other challenges
include hand tremor which concerns involuntary shaking of the hand, and joint
pains due to arthritis. These restrictions in hand functionality could impede an
effective interaction with the interface. However, despite these age-related issues,
studies like [11], comparing younger and older participants, suggest that age is
not an exclusion factor for gestural interaction. We think that personalization
could make gestural interaction more accessible and adaptable to some age-
related issues, especially for an ageing hand.

In this work, we propose a vision-based hand gesture recognition system lever-
aging intuitive and natural poses and gestures of the hand that can be person-
alized. This system (called HANDY) is flexible enough to be trained (with a
small number of trainings) for a variety of hand poses and gestures that meet
the user’s specific needs. In order to evaluate the system, we conducted two ex-
periments: the first one on younger adults and the second one on older adults.
We measured recognition accuracy of the system in both cases and qualitatively
evaluated the difficulty of hand pose creation and gesture performance. Our re-
sults show that by sufficiently training our system we can get similar accuracies
for both younger and older users. This means that our gesture recognition sys-
tem can accommodate the limitations of an ageing-hand even in presence of hand
issues like arthritis or hand tremor.

The following parts of the paper are structured as follows. In Sect. 2 we briefly
review the work which has been done in the areas of gesture recognition systems,
gesture interaction design, and gesture interaction and its applications for the
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elderly. Section 3 introduces the different parts of our gesture recognition system
(HANDY). Section 4 is devoted to the description of our two experiments on
younger and older adults. The results of the evaluation are discussed in Sect. 5.
Finally, in Sect. 6, we present our conclusions and our future research path.

2 Background and Related Work

2.1 Hand Gesture Recognition Systems

Gesture recognition methods fall into two broad categories: wearable-based and
vision-based [12]. Data glove is an example of a wearable sensor (e.g., [13])
which can provide accurate measurements of hand pose and movements. How-
ever, wearable sensors are commonly costly and intrusive. Vision-based tech-
niques can be divided into two broad approaches [14]: model-based approaches
that take advantage of a 3D or 2D model of the hand and appearance-based
approaches which are used to extract the features of the visual data for ges-
ture recognition. Model-based approaches usually suffer from high complexity
in implementation and cannot be used in live applications. Appearance-based
approaches use RGB or depth data or both as input. Our framework falls into
this category. In our system, we will take advantage of the body tracking infor-
mation extractable from Kinect SDK, so that depth thresholding (to locate and
segment the hand) can be done regardless of the position of the hand.

Zhu and Pun [15] use Kinect depth data for extracting the trajectory data
sequence of the hand movements, but, do not consider hand postures. In a similar
way, [16] and [17] introduce a gesture recognition approach that considers the
motion and shape information of the hand using depth data. However, the hand
shape is considered to remain the same during the gesturing and pose estimation
is done once at the beginning of the gesture. In another study by Chen et al.
[18] HMM continuous gesture recognition is proposed considering the spatial and
temporal features of the gestures. Yet, a small number of poses is recognized in
this approach and the posture of the hand does not change while performing
the gesture. HMM has been adopted also in the work by Starner et al. [19] for
American Sign Language (ASL) recognition. To recognize the sign language they
have ignored the detailed shape and pose of the hand and have only considered,
coarse hand pose, orientation, and the trajectory of the gesture through time, and
used such information as input for the recognition system. In a more recent work,
Molina et al. [20] proposed an approach for static pose estimation and dynamic
gesture recognition. They successfully recognized the gestures that include the
change in the hand postures. They obtained an accuracy of 90% for recognition
of combination of static hand postures and dynamic gestures.

Differently from these approaches, we consider hand poses and gestures com-
posed of their combinations: hand poses are modeled by their skeleton, and time
series analysis algorithms and HMM techniques are used to recognize sequences
of hand poses. Using these techniques also personalized gestures can be defined
and more flexibility can be added in case of gesture evolution.
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2.2 Gestural Interaction for the Elderly

In general, gestural interaction was recognized as an important form of com-
munication already in early studies (e.g., [21]). There has been a lot of research
studying 3D spatial hand gestures. For instance, [22] studies freehand pose-based
gestural interaction for novice users. [23] conducts a user study to understand
users’ preferences to manipulate digital content on a distant screen. Gestures
represent an important aspect towards Natural User Interfaces. However, ac-
cording to [24] even if gestures represent a useful addition in the interaction,
many gestures are neither natural nor easy to learn or remember. Also [25] be-
lieves that the currently available systems are not natural, since they require
to learn predefined artificial gestures, typically depending on the device or the
application. This makes specific users like elderly reluctant to approach such
applications.

As for the elderly, the very first question to face with is whether gestural
interaction is even suitable for them taking into account their age-related sensory,
motor, and cognitive impairments. In [11], authors describe the results of their
devised experiment in which they compare the performance of younger and older
participants in terms of accuracy and speed for a set of 42 one finger touch
gestures. Their findings show a significant impact of the age only on the speed
and not on the accuracy of the performance. And thus, they conclude that there
is not anything intrinsic to gestural interaction which prevents the elderly from
using it. They mention some motor problems from the literature which could be
potential barriers for gestural interaction for older users: reduced wrist flextion
and extension, less efficient perceptual feedback system, not having enough force
for quick movements, having more submovements, and problems in performing
continuous movements and movement coordination.

There are different application domains that could benefit from gestural in-
terfaces. Gesture-based interfaces in smart homes for elderly with mobility im-
pairment is one of the applications. Authors of [26] present an implemented
gesture-based interface for elderly people for communication with an assistive
robot in the context of a smart house. Defining six word signs (defined based
on baby signs), using a monitor-mounted webcam, colored gloves, and Hidden
Markov Models for gesture recognition, they claim to reach a recognition accu-
racy of 94.33%. Exergame is another potential application of gestural interac-
tion for elderly that mainly focuses on physical well-being and rehabilitation. In
[27], authors have developed two mobile games for the elderly using 3D gestural
interaction for rehabiliation purposes. They concluded that gesture recognizer
performance in terms of spotting quick gestures and ignoring unintended ones
plays an important role in usability measures. Moreover, they consider familiar-
ity and naturalness as two factors important in engaging older users in mobile
gestural games. In another study [28], authors present the results and findings of
two studies concerning gesture set design for a full-body motion-based game for
institutionalized elderly people. They argue that user specific abilities are usu-
ally ignored by game designers. So, considering physical limitations, intuitiveness
of the gestures, and learning easiness, they suggest a gesture set comprised of
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Fig. 1. The HANDY Gesture Recognition System

four static and four dynamic gestures. Discussing the results, they conclude that
adaptability of the interaction is essential because of the heterogeneous partic-
ipant abilities, either physical or cognitive. Finally, gestural interaction could
be used in multimodal interfaces, especially those involving speech and gesture.
In [29], authors describe a user study concerning speech and gesture interac-
tion. The study takes place in an ambient assisted living lab with an intelligent
wheelchair for assisted mobility and smart furniture for device control.

Our work is independent from the applications: it focusses on the possibility
of personalizing the gestures taking into account also the characteristics of the
hands of the elderly.

3 The Handy System

Figure 1 depicts the architecture of the HANDY system for hand gesture recog-
nition. The description of the different parts of the architecture follows. A more
detailed explanation of our gesture recognition system is presented in [30].

3.1 Hand Localization and Segmentation

This part of the system is responsible for locating the position of the hand and
tracking it through time. RGB and depth information are extracted from Kinect
sensors to locate and track the hand. NiTE skeletal tracking is used which gives
the position of the wrist and the center of the hand. This information is used
to perform hand segmentation with depth thresholding. Depth thresholding is
an easy and quick way for real-time hand segmentation and it can be greatly
beneficial for separating the hand from the background to exclude the effects of
cluttered or dynamic backgrounds.
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3.2 Hand Skeleton as Feature

In this part we extract the features of the located hand. We use hand skeletons
as features based on which we define and compare different hand poses. The
skeleton is a graph that summarizes the shape of an object and can be employed
as an efficient shape descriptor for object recognition and image analysis. In order
to obtain the skeleton of the hand, the Voronoi Diagram algorithm [31] is applied
on the boundary points of the segmented hand, followed by a pruning process
to extract the main skeleton. Using this approach, defining new postures can
be as easy as saving a snapshot of the posture into the system. In the HANDY
framework, the user can perform the custom poses in front of the Kinect and
the system saves the skeleton data of the specified poses for later use in hand
pose and gesture recognition.

3.3 Hand Pose Estimation

Extracted features of the hand are analyzed in this part to estimate the hand
pose. Hand pose estimation refers to the recognition of a single posture of the
hand. Hand poses are defined based on their corresponding skeletons. In the
proposed approach, each user is initially required to make a pose bank consisting
of a series of reference hand poses which are used later for pose estimation
based on a similarity measure. Dynamic Time Warping [32], an algorithm for
comparing time series, is used for the similarity estimation of two skeletons.
Skeleton points are ordered as DTW applies on mono-dimensional time series.
Moreover, for a fair comparison, the skeletons are normalized to be transition
and scale insensitive.

3.4 Gesture Recognition

The aim of this part of the system is to analyze the sequence of the hand pose
features to recognize the performed gesture. The HANDY system is able to rec-
ognize generic (dynamic) gestures. Each gesture is represented by a sequence of
hand poses defined in our hand pose bank. A gesture gets sampled during its
performance and each sample frame is analysed and the hand pose is extracted
and mapped to the closest hand pose in the pose bank using our pose estimation
method. Due to the stochastic nature of gesture performance by the users, we
adopted Hidden Markov Models (HMMs) to represent each gesture. It is worth
noting that misrecognition of an intermediate hand pose and assignment of the
closest hand pose from the bank is tolerated by the gesture recognition mecha-
nism thanks to HMMs. Using HMMs for gesture recognition, training is needed
before the system be able to recognize the gestures. In practice, the recognition
system encodes a user gesture into a sequence of hand poses and calculates the
probability that the sequence belongs to one of the trained gestures. The trained
gesture which obtains the highest probability is chosen as the performed gesture.
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4 Methodology

We conducted two studies to evaluate our gesture recognition system regard-
ing its effectiveness for older users. The rest of this section is dedicated to the
explanation of these two studies.

4.1 Experiment 1: Younger Participants

Seven younger subjects without any hand problems participated in the first study
(average age=29, SD=6.3). The study took place in our lab environment. At the
beginning a brief explanation of the system was given along with the necessary
instructions on its use. The participants were guided to record 21 static hand
poses in order to build up the hand pose bank and then train the system with
a set of five more generic gestures. The participants were asked to perform 20
trainings for each gesture followed by 30 test gestures in order to evaluate the
recognition accuracy. Gestures had a fixed length of 1 second, and were sampled
10 times during their performance. Figure 2 depicts a generic hand pose bank
created by a participant. Five generic gestures are illustrated in Fig. 3. The hand
poses in the pose bank and the gestures were designed by the authors. Gestures
contain key point poses in their performance which belong to the hand pose bank.
In [30], we have explained in detail the technical aspects concerning the number
and choice of hand poses in the pose bank as well as for the gestures. Finally,
participants were asked to comment on the difficulty of hand pose shaping and
gesture performance.

The recognition accuracy of the system was evaluated under two scenarios: 1)
the system is trained and used by a single participant; 2) the system is trained
by other participants and then used by another participant, so the training data
of the whole set of participants is used for the gesture recognition.

4.2 Experiment 2: Older Participants

In the second study, 10 elderly people volunteered to participate (7 females,
average age=68.5, SD=4.45). In the first part, they were asked to carry on a
lighter version of the same test which had been done on younger subjects in
order to evaluate how age affects the recognition accuracy of the system. Among

Fig. 2. Hand pose bank consisting of 21 static hand poses
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Fig. 3. Five gestures younger participants were asked to perform

the older participants we had one case of arthritis, one case of hand deformity,
and one case of hand tremor. Like in the previous experiment, after explaining
the purpose and potential applications of such gestural interaction system and
providing the participants with required instructions on how to shape hand poses
and how to perform gestures, they were asked to register 21 hand poses to
create the pose bank, and then perform a set of 3 gestures instead of five with
lower training sets. This was done to lessen the physical burden. In some cases,
particularly hand deformity and arthritis, the final hand pose bank contained
a reduced number of reference hand poses (minimum = 13). The recognition
accuracy of the system was evaluated just for the scenario where the system is
used by single person. In case of hand tremor, the participant was asked to keep
the pose for a certain amount of time (1 second in our tests) and more than 1
sample was taken from the hand pose (10 in our case). From these 10 samples,
the most repeated hand pose was considered as the estimated hand pose. Using
Hidden Markov Models was another alternative to tackle hand tremor: sampling
the hand poses in 1 second and considering the hand pose as a gesture.

5 Results and Discussion

5.1 Experiment 1: Younger Participants

As mentioned before, a total of 7 younger adults participated and completed
the test. No significant change was observed in the results. Table 1 summarises
the obtained results for each participant and for each of the gestures (previously
depicted in Fig. 3) in the first scenario in which the system is trained and used
by a single user as well as for the second scenario where the system is trained
by other participants and used by a new participants. Participants P6 and P7
were asked to use their left hands.

For the second scenario (S2) only the training sets of the 5 participants that
used their right hand were considered. In average, slightly less accurate results
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were obtained in scenario 2 (S2:96%) with respect to scenario 1 (S1:97%). This
suggests that with external training data for some universal gestures, initial
training is not needed. Participants were asked to rank the gestures based on
their difficulty. Gestures involving difficult hand manoeuvres like wrist rotation
(gestures 2 and 3, see Fig. 3) were commented to be the most difficult ones.

Table 1. Recognition Accuracy (%) for Experiment 1 - Younger Participants

Gesture1 Gesture2 Gesture3 Gesture4 Gesture5
S1 S2 S1 S2 S1 S2 S1 S2 S1 S2

P1 100 100 90 90 100 100 96.6 100 100 93.3
P2 100 100 100 100 100 100 100 96.6 100 100
P3 100 100 100 100 96.7 100 96.6 86.6 100 96.6
P4 90 100 100 96.6 100 93.3 100 80 100 90
P5 83.3 96.6 100 93.3 100 93.3 76.6 100 96.6 100
P6 86.6 - 80 - 100 - 100 - 100 -
P7 96.6 - 100 - 100 - 96.6 - 93.3 -

5.2 Experiment 2: Older Participants

For the second study on older participants, 10 older persons volunteered to
participate but only 6 of them completed the test (for reasons which will be
mentioned). One of the participants was left-handed and thus performed the
gestures with his/her left hand. Each test was done in one session. Most of the
tests were done in an institute for elderly education (run by elderly themselves)
and a few of them in our lab environment. Each test started with a general
friendly talk describing the system and its potential applications setting a smooth
start for the rest of the test. At the beginning, elderly participants were asked to
specify their preferred interaction modality with technological artefacts and what
applications they could think of using hand gestures. Five (out of 10) chose voice
as their preferred interaction modality. They argued that this modality is easier
to use and more natural. Three participants preferred traditional (keyboard,
mouse) interaction modality. Having already learned how to use it, satisfaction
of current small needs, and its tangibility and physical interaction were among
the mentioned reasons. Finally, one participant chose touch interaction and one
participant the gestural interaction. It is worth mentioning though that only this
last participant was aware of potential applications of gestures having known TV
sets controllable by hand gestures. When asked if they come up with any ideas for
an application using hand gestures, most of them had a difficult time fantasizing
one. A participant suggested it as a way to facilitate difficult manipulative tasks
(like a door handle requiring much force to be turned). Another one mentioned
mobility problems of the elderly and usage of gestures to issue commands from
a fixed position.

In the next stage, we asked the participant to register the hand poses to create
the pose bank. Required instructions were given orally; they needed to wave to
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draw the attention of the hand tracking mechanism and then keep the hand sta-
ble for a couple of seconds. Some participants (including the participant suffering
from arthritis) mentioned that some hand poses were uncomfortable (specifically
poses 4,20,21,15,17,19, see Fig. 2). The participants with hand deformity (suf-
fering from Dupuytrens contractur) could perform only poses involving the first
three fingers: if it would be possible to choose the input modality, he definitely
prefers voice communication. He was not forced to go on with the test.

Afterwards, older participants were asked to complete a reduced version of
the same gesture performance test done by younger participants. The number of
gestures was reduced to 3 (gestures 1,2, and 5, see Fig. 3). Furthermore, rather
than 50 training and test performances for each gesture, they were asked to do
only 25 performances for training and test. The fatigue caused by the complete
test had become evident in a mini pilot test. However, even with a lower number
of required performances, three participants left the experiment at this point. We
think this happened not only because of fatigue due to gesture performance but
also because of lack of motivation. So, a more cheerful training phase through a
game and/or having several test sessions could be beneficial. For the participant
with hand tremor, the part of the system handling tremor was activated.

An average gesture recognition accuracy of 80% was achieved (compared to
90% range for younger participants). The main factor responsible for the lower
recognition accuracy is less training numbers for elderly participants. Indeed, if
we decrease the training number for younger participants, accuracy drops into
the 80% range (similar to elderly results). Online training (training when the
system is in use) could compensate for the lower numbers of training at the
beginning. It is important to note that although hand problems like arthritis
might lead to less accurate hand pose estimations but using HMMs diminishes
these less accurate estimates at gesture performance level.

6 Conclusions and Future Work

In this work we proposed a vision-based hand gesture recognition system which
is able to estimate user hand poses based on a personalized hand pose bank.
Moreover our system is able to recognize generic hand gestures represented as
stochastic sequences of hand poses modeled by HMMs. Furthermore, we con-
ducted two experiments to investigate the potential benefits of our system for
elderly people.

Our results show that our system is flexible enough to accommodate some of
the physical limitations elderly people suffer from, mainly limitations related to
an ageing hand, like hand tremor and arthritis. This was achievable in our system
mainly thanks to personalizable hand poses and hand gestures. Thus, we think
personalizability is an important ingredient of an effective gestural interaction
system especially for users with specific needs.

There is still a lot to do to fill the gap between the technical requirements and
human factors requirements for an effective, natural and inclusive gestural inter-
action system especially for specific users like the elderly. A gesture recognition
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system with high potentiality for personalization (flexible gesture definition with
no or minimal decrease of accuracy) could be a suitable solution. The strength of
personalization lies in the fact that it is a natural (and sometimes unconscious)
way to adjust the gestural interaction to one’s physical -and even cognitive- ca-
pabilities. This requires further investigation and is what we plan to examine
in the future: evaluating the potential benefits of personalization on gestural
interaction for specific target users like the elderly.
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Abstract. Smartphones have great potential for elderly people to enrich their 
lives. Elderly people, however, hesitate to use smartphones compared to young-
er people due to several factors such as anxieties about the difficulties of unfa-
miliar devices and the lack of daily assistance. Moreover, a conventional  
research reported that elderly IT novices struggled with basic operations in the 
first stage. Hence, we tried to find the common issues faced by the elderly with 
no previous smartphone experience and then created an interactive self-learning 
application (app) of the basic smartphone operations. Our demonstration app 
was designed to give "hands-on" experience by using integrated real videos. 
Results of usability testing showed that the subjects easily learned by them-
selves how to operate the smartphones without background information. The 
subjective evaluation results showed that the app engaged the interest of the 
subjects and also gave them confidence about acquiring operational skills by 
themselves. 

Keywords: Interactive self-learning app, real videos, elderly people, user  
interfaces, smartphones. 

1 Introduction 

Smartphones such as Android phones and iPhone have great potential for elderly 
people by helping them to maintain their independence and enrich their quality of life 
(QoL) [1]. Smartphones improve their lives by not only providing the means of daily 
communication, but also giving strong support to health care, providing an intelligent 
navigation service, giving access to knowledge resources, and connecting them to 
valuable online services. However, it is difficult for many elderly people who are 
information technology (IT) novices to use IT devices like feature phones, smart-
phones and PCs. We use the term "feature phone" as the mobile phone, typically hav-
ing a phone number pad, other than the smartphone here after. The elderly people 
have barriers that prevent them from trying smartphones out as reported by other stu-
dies. Some of these barriers are the fear of failure and anxieties about the difficulty of 
learning the various functions [1], [2]. Weilenmann et al. [3] described another barrier 
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facing elderly IT novices in the case of texting using feature phones. They reported 
that elderly feature phone novices have problems related to mundane and seemingly 
simple skills such as pressing the keys. This finding is not different from what we 
found in our observational survey in the case of the basic smartphone operations. We 
know from interviews with experienced lecturers of smartphone classes for elderly 
people and the participants in their classes that elderly people with no previous smart-
phone experience struggle with basic operations such as tapping a touchscreen, even 
though they have experience of using feature phones and PCs. All of these barriers 
make them hesitate to use IT devices. While young people often have helpful friends 
or coworkers who support their daily use and web searches for more information, 
many of the elderly people do not have such supporters and resources [1], [4], [5]. 
Therefore, we need new elderly friendly ways to overcome these barriers.  

In this paper, a video-based interactive self-learning app is proposed for use by el-
derly IT novices. We want to offer a way of self-learning smartphone operations with 
apps that run on the smartphones. Another objective is to find a new learning method 
and a way to increase enthusiasm for learning how to use smartphones. To address 
these objectives, we conducted an observational survey and interviews. Based on the 
findings from these survey and interviews, a prototype app was designed. The app 
was used for user testing with the elderly. We also evaluated the comprehensibility of 
the instructions delivered by our video-training app. Our research design is shown in 
Figure 1. 

This paper first reviews related work. The detailed design began based on user ob-
servations, and its effectiveness was verified by a pilot study and a primary study. 
Finally, the results of our research are discussed leading to our conclusions and future 
works. 

 

Fig. 1. Research Design 
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2 Related Work 

Many studies have tried to assist IT novices, including elderly people, in making use 
of IT devices such as PCs, feature phones and smartphones. For the purpose of assis-
tance, two strategies have been studied. Customizable user interfaces (UIs) have been 
proposed in order to provide user-friendly UIs for IT devices [6], [7], [8]. Olwal et al. 
[6] provided a customizable UI on feature phones and smartphones. Automatic perso-
nalization of the UI for PCs was also proposed (e.g. [7], [8]). Although such custo-
mizable UIs are able to simplify complex interfaces, the IT novices need a way of 
learning the basic operation of such devices. 

Another strategy is a learning method for IT devices. Several investigations have 
focused on self-learning methods. They allow people to learn how to use the devices 
regardless of having helpful friends or coworkers who support their daily use. How-
ever, it is required easy-to-understand explanations and instructions for IT novices 
(e.g., avoiding technical jargon and complicated explanations). Hence, graphical tuto-
rials using images and videos were studied for elderly IT novices [1], [9], [10].  
Digmayer et al. [9] evaluated a video tutorial of a specific web site for troubleshoot-
ing. They reported that graphical tutorials were more effective than textual tutorials 
for the elderly. The same result was reported by Spannagel et al. [11]. However, their 
software did not offer "how-to" information. Struve et al. [10] evaluated effectiveness 
of a training method using video. Their research focused on a ticket vending machine. 
They reported that training methods for other software and system were their future 
work even though their findings were useful for future studies.  Leung et al. [1] de-
veloped a prototype named "Help Kiosk". Their prototype was able to support elderly 
people with interactive software on a PC to enable them to learn how to do tasks on 
smartphones. They tested two tasks, "adding a contact" and "setting an alarm", by 
using it. It is difficult for elderly IT novices to use their prototype because the know-
ledge about the basic operations of PCs and smartphones are required. It is not able to 
support with learning of basic operations that are tough tasks for them [3]. 

3 First Prototype of Interactive Self-learning App for Elderly 
Smartphone Novices  

3.1 Survey on Behavior of Elderly People in Smartphone Classes 

In order to find a better way of providing learning support to elderly smartphone  
novices, we conducted interviews and observed smartphone classes for elderly smart-
phone novices. This approach was based on two hypotheses: 1) Experienced lectur-
ers’ methods are available for app design. 2) We are able to obtain information about 
elderly people’s barriers related to the first step in learning basic smartphone opera-
tions by observing participants practicing these operations in classes. First, we inter-
viewed experienced lecturers of smartphone classes. Second, we made observations  
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during their lectures and conducted interviews with class participants. The purpose of 
the latter approach is to confirm details of the issues revealed by the interviews with 
the lecturers and get new information useful in a consideration of learning methods 
for our app. The results of these interviews and observations were utilized in the de-
sign of our app. 

The following two issues, (a) and (b), came to light as a result of the interviews 
with the lecturers. These were confirmed in the observational survey of their classes 
and interviews with class participants. Moreover, the issue, (c), and three other find-
ings, (d), (e) and (f), were revealed as a result of the class observation: 

• Issues revealed by our interviews and observation: 

(a) Elderly smartphone novices often press the screen too strongly or for too long. 
As a result, touch sensors in the screen misrecognize their action as a long tap. 

(b) Elderly people with no previous smartphone experience are confused by the 
sudden screen blackout caused by the auto sleep function. They mistakenly be-
lieve that the blackout indicates the phone battery is flat or a device fault has 
occurred. 

(c) Elderly people with no previous smartphone experiences cannot figure out what 
to do when they see the lock screen before they learn what it is and how to un-
lock it. They do not know what action to take when they see an icon with an ar-
row or a padlock. 

• Findings from our observation: 

(d) It is not difficult for elderly people to master basic operations and how to use 
basic applications if lecturers coach them carefully. The most important factors 
are mimicking lecturers’ examples about gestures and receiving prompt feed-
back from lecturers on operational errors made when using smartphones. 

(e) Elderly smartphone novices enjoy practicing the common touch screen gestures 
on smartphones such as dragging, flicking, and pinching in/out. They seem to 
feel that they are in control of their smartphones when learning and doing such 
gestures are seen as a first step. 

(f) Playing game apps with simple rules entertains elderly people. Multimedia 
feedback entertains them and is a clear guide to right or wrong action. They en-
joyed playing with the apps used in the classes even during breaks. 

3.2 Features of Our First Prototype 

To address the common issues faced by participants in the smartphone classes listed 
in the previous section, we selected two sets of tasks for practice using our app. The 
first is a set which includes tapping, how to resume from sleep mode and unlocking 
the lock screen. These tasks were selected to address the issues (a), (b), and (c) shown 
in the previous section. The other is a set of basic map operations. We selected these 
actions because map apps are some of the most popular smartphone app and required  
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the commonly used touch panel gestures of dragging, flicking, and pinching in/out 
related to the finding (e) shown in the previous section. Hence, elderly people are able 
to learn not only how to use a major smartphone app but also how to use typical ges-
tures according to the situation such as confirming details of particular locations and 
checking the route to their destination over a large area. 

After the tasks for our app were selected, we designed the first prototype app for 
elderly smartphone novices based on the findings (d) and (f) described in the previous 
section and the guidelines from other studies (guidelines for designing training pro-
grams [12], and multimedia instructional programs for elderly people [13], [14]). Our 
app was designed to have the following features: 

• Features related to the guidelines: 

─ Our app presents "how-to" information in a procedural step-by-step format. 
─ Images and colored shapes are used for graphical tutorials. Colored shapes, such as 

circles and ellipses, show the points where fingers need to be placed or the end 
points of the operations of dragging and pinching. Arrows denote the directions of 
the path from start points to end points of the operations. Animations and real vid-
eos were used to explain how to operate the smartphone. 

─ The shapes described above are deformed dynamically depending on user opera-
tion in order to provide feedback. This feedback indicates whether or not the opera-
tions were executed correctly. The app changes color to show completion of the 
operation.  

─ Each step of the operation is explained in considerable detail without using tech-
nical terms so that people with no previous smartphone experience are able to un-
derstand the video tutorials naturally and easily. In addition, we chose appropriate 
font sizes and colors taking the characteristics of elderly people into consideration 
[12]. 

• Features related to the findings in the survey: 

─ Opportunities for "hands-on" experience are provided immediately after instruc-
tions are given on the app. These steps were devised to achieve the same effect as 
mimicking the lecturers’ gestures in the actual smartphone classes. 

─ In accordance with the guidelines, our app provides real-time feedback. The app 
plays sound effects that indicate whether the user operations are correct or not. We 
selected game-like sound effects for feedback.  When users perform an incorrect 
operation, messages pop up on the app explaining the correct operation. Users are 
made aware of their mistakes and get information on correct operation instantly. 

The guidelines [12] indicate that graphics are sometimes better than actual pictures 
(e.g., photograph and real video) as they provide better cues and less clutter. It de-
pends on the elderly knowledge and learning experiences of the individual person. 
Hence, we used both graphics and real video to ascertain which was the more effec-
tive in a range of scenarios. 
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Fig. 2. Screen shots of instructions of our app ("Tap", "Resume", "Move", and "Rotate") 

3.3  Implementation of Our First Prototype 

Six tasks for training basic smartphone operations or map operations were imple-
mented as follows. (Four screen shots related to the implemented function are shown 
in Figure 2.): 

─ Tap: How to do a short tap on the screen.  A video tutorial (auto replay) and a 
button with the text "Press here for a short time" are displayed on the screen. If the 
button was pressed too long, the app displays the pop-up text, "Press it for a 
slightly shorter time". 

─ Resume: How to turn the screen on from sleep mode. Explanatory text and a static 
image are used to explain the operation for waking up the phone from sleep mode. 
In addition, a software button for sleep is placed under the instructions. 

─ Unlock: How to unlock the lock screen. A slider button is located below a video 
tutorial (auto replay) on the screen. 

─ Move: How to move the map. Two colored circles show start and end points of 
dragging on the map. An arrow and text shows the direction of dragging and de-
scriptions of how to operate, respectively. 

─ Zoom in/out: How to scale the map by pinching with two fingers.  
─ Rotate: How to rotate the map clockwise/anticlockwise. Two colored circles show 

the start points of pinching or dragging using two fingers. Arrows and text were 
used in the same way as in the other map tutorial. 

4 Pilot Study 

4.1 Experimental Design 

Our first prototype was implemented on a Samsung Galaxy S III with a 4.8-inch 
1280x720 HD screen. We conducted one-on-one usability testing in a laboratory set-
ting as shown in Figure 3. Ten elderly people aged 61-76 years (mean 67.6, SD 4.63) 
with no previous smartphone experience were recruited. They were retired workers 
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from an IT company. They were all paid for participating in the experiment. The ex-
periment duration was around 2 hours for each subject, including interviews using a 
paper-and-pencil questionnaire and a semi-structured interview. A camera recorded 
all operations on the smartphone. We conducted questionnaires using a 5-point Likert 
scale to ascertain subjects’ impressions of smartphones and the usability of our proto-
type. The experiment began with an explanation on the purpose of our study and how 
the experiment would be conducted. The subjects answered the questions about their 
sensory perception and cognition related to the results of the experiment. In addition 
they answered questions on their use of feature phones if they had one. We conducted 
a semi-structured interview before they used our prototype app. They performed the 
app tasks without receiving any explanation on smartphones or our app. Tasks were 
given to them in order of increasing difficulty (e.g., tasks using dragging and flicking 
were given after the tasks that required tapping, tasks using two-finger gestures were 
given after tasks using one-finger gestures). The subjects performed all the tasks by 
themselves without our support. They answered the questionnaire about the difficulty 
of tasks in two parts. The first part was after finishing basic operational tasks on the 
smartphones, and the second part related to tasks involving the operation of our map 
app. Moreover, we received their subjective feedback about our app and smartphones 
through their answers to a questionnaire administered after they had finished all tasks. 

 

Fig. 3. The one-on-one usability testing in a laboratory setting 

4.2 Experimental Results 

The tutorial on tapping was subjectively evaluated as easy by all subjects with a me-
dian rating of 1.5 on a scale from 1 (very easy) to 5 (very difficult). Half of the sub-
jects commented that the practice sessions for tapping were very boring. On the other  
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hand, instructions about how to resume and how to rotate the map were hard to under-
stand. The median scores were 4.0 (disagree) on a 5-point scale to the question,  
"The explanations are comprehensible." We found that 6 out of 10 started training 
before completion the video tutorials, which were displayed on the same screen with a 
button or a slider.  

The major findings from the pilot study were as follows:  

(a) It was difficult for the subjects to give their attention to both the video and the 
button or the slider at the same time. We displayed the video tutorial and but-
tons on the same screen; the subjects who gave attention to the button did not 
notice the video. A few subjects said "Was a video played on the same 
screen?". They knew that something was on the screen with the button; howev-
er, they did not recognize it as the video due to lack of attention. 

(b) Real videos were better than graphics for these subjects. It was difficult for 
them to understand instructions, especially operations that required several 
steps, using a graphic and text; on the other hand, they commented "I am able 
to easily understand the real video which shows a demonstrator doing basic op-
erations on the smartphone and using the map app. I preferred using the same 
smartphone as the one shown in the video for learning." and "It was difficult for 
me to learn operations with several steps when the instructions were provided 
via graphics and text only". 

5 Primary User Study with an Improved App 

5.1 Improvement on the First Prototype 

We improved our app based on the results of the pilot study:  

─ We displayed the button or the slider below the video player after completion of 
the first playback of the video tutorial to focus the subjects’ attention on the video 
tutorial. In addition, we added verbal and visual information that draws their atten-
tion to the video. Verbal explanations about the operation were added to the video 
data. This also compensates for the situation where visual information in the video 
is overlooked. We highlighted the button or the slider using colored frame borders 
and pop-up messages to shift attention from the video tutorial to the button or  
slider.  

─ We explained all operations using real video as shown in Figure 4 because the 
subjects commented that real video was easy to comprehend. 

─ The procedures for "Resume" include a few important parts. These parts were ex-
plained step-by-step in the video. To avoid overlooking these parts, we emphasized 
important scenes in the video using freeze-frame shots with colored shapes and 
text.  

─ We added training on long taps in order to make elderly people understand the 
difference between short taps and long taps in terms of the time duration their  
finger should be placed on the screen.  
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Fig. 4. Screen shots of our video tutorials about "resume" before and after improvement 

5.2 Study Setup 

We conducted usability testing with 40 subjects belonging to four different groups of 
elderly people (8 were alumni of an IT company, 22 were from human resource cen-
ters for elderly people, and the others were recruited by an online research firm). All 
subjects had no previous smartphone experience. Fifteen out of 40 had no experience 
using smartphones and feature phones. Twenty-three men and 17 women were 60-81 
years (mean 70.6, SD 5.14). Other conditions were the same as those of the pilot 
study. The experimental procedure of the primary user study was same as that of the 
pilot study. 

5.3 Experimental Results with Usability Improvement 

As a result of improving the resume tutorial, the median score for the comprehensibil-
ity question, "The explanations are comprehensible", improved from 4.0 to 2.0 (p < 
0.01) on a scale from 1 (strongly agree) to 5 (strongly disagree). The statistical differ-
ences in the questionnaire scores between the two studies were evaluated by the 
Mann-Whitney’s U-test. In the "Resume" tutorial, the median score for the compre-
hensibility question improved from 4.0 to 2.0 (p < 0.01). According to the comparison 
between the scores for the question, "Further explanations are necessary", in the two 
studies, adding multimedia feedbacks (e.g., the speech instruction and colored shapes) 
helped the elderly to understand the operation of smartphones without overloading 
them with confusing information. The score improved from 2.0 to 4.0 (p < 0.01) on a 
scale from 1 (strongly agree) to 5 (strongly disagree). The median scores for difficulty 
about the tap practice in the two studies did not change significantly from 1.5 to 2.0 
(1: very easy, 2: easy), although we added the practice of long taps and explanations 
about the differences between a short tap and a long tap. 
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Table 1 shows the answers to the questionnaire about our app and smartphones. 
More than 82.5 % of the 40 subjects reported that our tutorials were useful for im-
proving their operational skills (see Table 1, ID 1 and 2). They felt that a self-learning 
app enabled them to learn how to use a smartphone by themselves (see Table 1, ID 2). 
In addition, the "hands-on" parts of our app were regarded as preferable ways to prac-
tice basic operations on the smartphone and the map app (see Table 1, ID 3). These 
results showed that our instructional video tutorials were gave subjects the confidence 
that they could improve their operational skills when using smartphones even though 
they had no previous experience with mobile devices. 

Table 1. The number of selected answers about impressions of our tutorials on a scale from 1 
(Strongly disagree) to 5 (Strongly agree). Several people out of 40 unanswered some questions. 

ID Questions 5-point Likert scale 
1   2   3   4   5 

1 It is useful for improving my operational skills 0   0   3   21  12 
2 I had a feeling that I could make better use of a 

smartphone by doing more training on my own. 
0   0   2   23  11 

3 The "hands-on" parts of the app were useful for me. 0   0   0   22  13 
4 It was delightful for me to try new things. 0   1   2   24  9 
5 It would encourage me to buy a smartphone 0   3   5   19  8 
6 I would like to use a smartphone more. 0   1   8   17  10 
7 I had a feeling that I was able to take advantage of a 

smartphone. 
0   5   8   19  4 

 
Thirty-three out of 40 answered that they found trying new things to be enjoyable 

(see Table 1, ID 4). In this case, they learned what smartphones are and how to use 
them (basic operations and usage of the map app). Several subjects commented that "I 
feel like learning more about smartphones.", "I would like to go to a mobile phone 
shop to ask about smartphones." and "I feel like buying a smartphone before I go back 
home today". The effects on their interest in smartphones and buying motivation can 
be seen from the answers to our questionnaire (see Table 1, ID 5 and 6). Our tutorials 
reduced their fear of smartphones and anxieties about the learning difficulties for the 
various functions. The subjects who answered "neither agree nor disagree" or "disag-
ree" to question ID 5 did not have an interests and/or needs. The subjects using  
feature phones do not like a lot of extra functions and prefer to keep it simple with 
function that allow them to make phone calls, and send mail and take photos. The 
subjects who did not use feature phones were interested in mobile phones. The sub-
jects who answered "neither agree nor disagree" or "disagree" to question ID 6 wor-
ried about difficulties in relation to specific smartphone operations. These subjects 
made comments about them in the free description parts of our questionnaire such as 
"I could not get used to the operational feelings of the smartphone/touch screen.", 
"The operation of rotating the map was too difficult for me.", and "I failed to perform 
operations using two fingers". The subjects who answered "neither agree nor disag-
ree" or "disagree" to question ID 7 made similar comments as in the case of question 
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ID 6. It is important for elderly people with no previous smartphone experience to 
learn how to operate smartphones using tasks that are not too difficult for them. In our 
studies, we gave the subjects tasks in order of increasing difficulty. However several 
subjects felt that some tasks were too difficult for them due to the variations in sub-
jects’ knowledge and experience about IT devices. This issue was solved by adding a 
method that allowed the degree of success for each task to be rechecked and retried 
where necessary. Moreover, a way to manage the level of difficulty of tasks and the 
pace of learning depending on their personal skills is useful.  

6 Conclusions and Future Work 

In this paper we have presented our interactive self-learning app for elderly smart-
phone novices. Our app was designed based on the findings of a survey on smart-
phone classes for elderly people and two experiments (pilot study with 10 people and 
primary study with 40 people). In the experiments, the elderly people with no pre-
vious smartphone experience were able to learn how to perform several basic smart-
phone operations and how to use a typical map app. A multimedia instructional  
program using real video comprising an instruction part and a "hands-on" practice 
part were shown to be effective for learning "how-to" information. We verified that 
our app not only raised the interest of the subjects in smartphones but also gave them 
the confidence that they acquire the needed skills to use smartphones. In the future,  
we will evaluate our app in field trials including elderly people with different IT 
backgrounds and interests. 
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Abstract. Telemedical technology is constructed with the purpose of compen-
sating distance in delivery of healthcare provisions within institutional frame-
works utilizing supply-side-driven service models and ICT to "organise the  
delivery of healthcare". The aim of this paper is to  outline "a framework of 
understanding" (clinical, philosophical, and ethical concepts) that uses technol-
ogy to deliver personalised insilico medicine for use in daily demand-driven 
“Coproduction of Health” - and hence, take advantage of distance from health-
care resources and make health management of a chronic medical condition in-
clusive and pervasive in society; however, still founded in evidence-based 
medicine including use of  computer-supported behavioural science models to 
"organise the consumption of health". Personalised insilico supported “Co-
production of Health” encompasses the five levers of change compiled by the 
high level eHealth2020 task force of the EU - #1: My data, my decisions, #2: 
Liberate the data, #3: Connect up everything, #4: Revolutionise health, and #5: 
Include everyone. The framework uses the WHO definition of health and the 
concept of “health capital” and introduces the “Digital Health Continuum” from 
100% citizen to 100% patient and the associated ranges of "professional health-
care delivery" and "co-produced health management"- thus fusing and augment-
ing current supply-side driven service models with an ICT-supported and  
demand-side driven service model. Insilico personalised medicine implemented 
through the Coproduction of Health service-model is to be seen as a paradig-
matic example of mobilizing - for the individual - all available health resources 
within social hubs empowered by design of innovative and collaborative 
frameworks to align otherwise conflicting, silo-shaped, and scattered interests. 

Keywords: health, wellbeing, evidence-based medicine, telemedicine, preven-
tion, non-communicable chronic diseases, NCDs, information and communica-
tion technology. 

1 Introduction 

Information and Communication Technology (ICT) for use in telemedicine has  
been designed to compensate for distance of a patient to institutional based healthcare. 
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The innovations gained in this context have been of incremental type and introduction 
and first implementations of such telemedical services have stimulated only minor  
secondary changes in organisation and business models within the healthcare sector. 
Seen in a societal perspective, it has been difficult to obtain reasonable cost-benefit 
ratios in large scale demonstrators of telemedical services when evaluated using 
gained Quality of Life indicators [1].  

“Co-production of health” (CpH) is a coherent, compatible, complementary, aug-
menting, and demand-driven service-model in relation to conventional healthcare 
service models, where ICT is used to take advantage of distance from institutional 
healthcare for an active citizen with a health problem by creation of cross-sectional 
and -organisational ecosystems – which including also healthcare based resources. In 
CpH ICT is used to communicate, implement, and render operative evidence-based-
medicine in societal settings and in the daily context of the individual citizen. The  
Co-production of Health service-model can only be real in an advanced, ubiquitous 
ICT-infrastructure able to recruit and exploit conventional and unconventional  
resources for health management. 

Establishment of “integrated care” in Europe has been easier said than done proba-
bly due to the tradition in how healthcare is organised. CpH can however offer a  
platform for: 

• Using knowledge as a tool of coordinating cross-organisational formal and infor-
mal care meaning “evidence-based, personalised, coordinated care and insilico 
medicine” - the European way of "integrated care". 

• Support an extended corporate-social-responsibility of e.g. the food and beverage 
sector, meaning that commodities in the future will be sold with digital information 
transmitted in a format that allows for further electronic processing in relation to 
context and health of an individual person.  

• Make knowledge on health and prevention of non-communicable chronic diseases 
pervasive in society. 

• Support business-models based on knowledge-share principles. 

This paper will not deal with the above macro-organisational issues of CpH, but de-
scribes an amalgamated, descriptive ontology for Co-production of Health with the 
aim of contributing to the overall framework of future design and implementation of 
ICT for Health and Wellbeing.  

2 Materials and Methods 

2.1 Creating a Framework for Understanding Health in the Context of CpH 

The starting point of this work was taken in World Health Organisations definition of 
health from 1948, which has been unchanged since: "Health is a state of complete  
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physical, mental and social well-being and not merely the absence of disease or infir-
mity" [2]. This definition can be criticized for not being operative and for the use of the 
word "complete" in relation to three non-independent criteria: "physical, mental and 
social wellbeing". However, if instead perceived as a vision or a theoretical goal for 
efforts in relation to gaining personal "health capital"[3], the definition becomes rather 
operative. The term "health capital" was introduced in 1972 by Michael Grossman, 
who aimed at constructing an economic model for the commodity "good health" and 
the related stock of "health capital" using a "shadow price" principle that depends on 
many other variables besides the price of medical care.  This was the introduction of 
welfare economics that later was continued by among others by the Nobel Prize laure-
ate Amatya Sen [4]. Both Grossman and Sen view citizens as both consumers and 
producers of health and verify theoretically that the commodity "good health" has con-
ceptual distinctions from other goods, which should be taken into account when build-
ing service models, value creation models and the associated business models. 

2.2 Advancement in the Framework of Understanding: 

The FP-7 Support action project PREVE (FP7-ICT-2009.5.1- #248197) was a series 
of workshops on: "Directions for ICT Research in Disease Prevention" with selected 
experts receiving pre-workshop materials prepared by the project consortium1. The 
project-results are summarized and published in a Whitepaper [5] and serves as a part 
of the advancements in the framework of understanding of health reported in this 
paper. The behavioural aspects are based on a mutual US-EU funded workshop: “In-
ternational Workshop on "New Computationally-Enabled Theoretical Models to Sup-
port Health Behavior Change and Maintenance" October 16-17, 2012 in Brussels, 
Belgium” [6]. 

3 Results 

Figure 1 depicts on the horizontal axis the conceptual development in ICT in the  
last decades, where the technology has matured from being expert-operated, corpo-
rate-centred, discrete systems to now a day's also include individual user-centred, 
layman-controlled, pervasive ICT-infostructures.  On the vertical axis is depicted the 
conceptual development in medicine from the patient as a "passive patient object" 
receiving care to being proactive in gaining health capital. The combined develop-
ment in the two domains - health and ICT - enables the new models and concepts 
reported in this paper.  
 
 

                                                           
1 Consortium and core-persons in PREVE: VTT Finland – Niilo Saranummi (coordinator); San 

Raphaelle Hospital, Milan, Italy - Alberto Sana; UPV, Valencia, Spain – Vicente Trevor, M 
Teresa Meneu Barreira, Aarhus University - Niels Boye.   
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Fig. 1. Disruptive innovation towards Co-production of Health is enabled by multi-axial incre-
mental innovations 

 
The supply side service-model of conventional healthcare has a number of compo-

nents. Figure 2 depicts these supply-side model-components in relation to an arbitrary 
"Digital Health Continuum (DHC)" from 100% citizen to 100% patient.  The provi-
sions are divided in a professional range and in a co-production range. 

 

 

Fig. 2. The Digital Health Continuum fuses supply-side service models (Lifestyle -> Hospital) 
into two demand-side service models: Co-production of Health and Healthcare professional 
range 

 
The PREVE project surveyed the biomedical literature in relation to clinical impact 

of self-care in relation to the eight most significant and lifestyle modulated.  
 

Non-communicable Chronic Diseases (NCDs). During the discussions in the expert-
groups a descriptive matrix from The Danish Council for Prevention was modified 
and compiled into the so-called Danish Matrix Reloaded depicted on figure 3: 
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Fig. 3. The Danish Matrix Reloaded (see text for details) 

Our original figure is interactive and the "evidence connections" of impact of spe-
cific self-care can be shown from single risk factors (citizen view) or from single 
health conditions (healthcare view); furthermore they can be combined in multiple 
risk factors (lifestyle view) or multiple conditions (comorbidity view). "Family his-
tory and gender" is a placeholder for genetic information.  

“Personal medicine” is a vision originating in the idea of "tailor-made" drugs for 
the single individual. Due to regulatory and safety perspectives, it will be a vision that 
is difficult to accomplish for a foreseeable future. Other expressions which implies 
that "one size does not fit all" in medicine are "stratified medicine" and "precision 
medicine".  Medical evidence is not directly based on information on individual 
health-trajectories, but on knowledge gained by scientific methods as depicted in 
figure 4 (in the left side of the figure). These statistical-based clinical and epidemiol-
ogical methods imply a grouping of the participants in the trial. This grouping is de-
fined by inclusion and exclusion criteria for participation in a trial. The highest grade 
of medical evidence is achieved, if a number of well-conducted trials with similar 
grouping by meta-analysis show matching results. In the professional conducted  
clinical process personalisation in relation to the single patient is done utilizing the 
statistically derived evidence-base containing a “non-existing average patient” with a 
relevant condition. The evidence is broad into action for the individual patient in the 
context of the single individual (right side of the figure 4) and hence tailored to that 
individuals’ particular health problems.  
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Fig. 4. The process of building health knowledge for evidence based medicine (left part of 
figure) and the process of personalizing this evidence in the clinical process (right side of fig-
ure) by healthcare professionals and by technology (virtual individual model), citizens  (and 
professionals) in co-production of health  

In co-production of health a similar mechanism is to be built using computational 
power and a Virtual Individual Model (VIM) that can personalise and contextualize 
the knowledge. 

Figure 5 displays the societal boundary conditions of the Virtual Individual Model 
- that functions as an insilico digital avatar of the single individual. Choice architec-
ture describes the way in which decisions may (and can) be influenced by how the 
choices are presented in order to influence the outcome [7]. Hence, the Virtual Indi-
vidual Model provides personal preferences parameterization of an advanced "rec-
ommendation engine" where computational power will survey data on options, 
choice- possibilities and -architectures and fuse these with data from advanced sen-
sors and furthermore, relate the information thus created to health knowledge in real 
time. The model with the insilico digital avatar in the centre is an example of "em-
phatic ICT-systems" that assist in bridging the gap between behavioural science theo-
ries and practical living with a chronic non-communicable disease [8].   

The ethics governing our healthcare in Europe are directs descendants of the ab-
stract principles in the Hippocratic oath with three main components: autonomy, jus-
tice and beneficence ("do good") - or at least non-malfeasance ("do no harm") - in 
relation to the patient [9]. These abstract ethical principles are also in force in  
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Fig. 5. Co-production of health is using technology to make health management demand-
driven, pervasive, and inclusive in society by supporting cross-sectional ecosystems able to 
recruit unconventional resources and provide personalized recommendations in context 

co-production of health but the implementation is slightly different from contempo-
rary healthcare as discussed below. 

Table 1 gives a comparison of some characteristics of the two complementary 
methods for building health capital. 

Table 1. High Level Characteristics of Healthcare and Coproduction of Health 
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4 Discussion 

The WHO definition of personal health implies that there is more to personal health 
than receiving professional care for your diseases, although this may be an important 
pre-requisite in collecting health capital. The client-centred approach in medicine and 
the user-centred approach in ICT are both achieved by incremental innovation in 
knowledge and services in health and digital technologies respectively; however, 
when combined they can be the basis of a disruptive type of innovation able of creat-
ing novel organisation- service- and business models.       

In healthcare "disruptive innovation" may not mean to put an end to what is work-
ing. It could mean creating a parallel service-model that improves some elements in 
the complicated machinery of care and health(care) and provide a model for how 
these improved elements can work with the conventional elements in institutional 
healthcare that do not need to be changed. The aim of the Digital Health Continuum 
(DHC) is to make available the framework of understanding on how the conventional 
and novel elements can be combined in synergy. In the professional range of DHC 
(hospital, clinics, and telemedicine) the ethics and regulatory instruments of profes-
sional healthcare are in force, while in the co-production range there will be a well-
defined mixed responsibility and response ability between professional and lay-men 
resources operated on a common knowledge base.  

The high-level eHealth2020 taskforce of the EU has compiled five levers for 
change of healthcare using Information and Communication Technology (ICT) [10]: 
#1 My data, my decisions, #2: Liberate the data, #3: Connect up everything, #4: 
Revolutionise health, and #5: Include everyone. Co-production of health is a contain-
ment of these levers and has abilities to “package” them into a coherent method or a 
service-model compatible with the current service-models of healthcare e.g. lifestyle 
management augmenting primary, secondary, and tertiary prevention of non-
communicable chronic diseases. Since healthcare has a daily and very efficient, well-
organised production to look after, the lever "#4 Revolutionise health" should not be 
perceived as making profound changes current healthcare operation, but the knowl-
edge and data contained in healthcare should be liberated and communicated in an 
agreed electronic format with the aim of “organising the individuals consumption of 
health” with the use of behavioural science models.  

The Danish Matrix Reloaded should in the context of this paper be seen qualita-
tively. Based on already existing medical evidence there are self-care opportunities 
that can be personalised according to condition, disease state of condition, and identi-
fiable risk factors.  Hence, a personal "mix" of self-, informal-, and professional-care 
including the use of an individualised mix of pharmaceuticals and doses are within 
reach as a full functioning substitute for "personalised medicine". Personalised-, 
stratified-, or precision-medicine requires that current and future health-knowledge 
can be meticulous and detailed activated. This will on the other hand demand a finer 
granulation in computing methods and in grouping of data in more dimensions than 
usual in clinical medicine. These additional dimensions must include biomarker mark-
up and other molecular medicine annotations [11]. A biomarker is anything that can 
be used (and measured) as an indicator of a disease, a disease state, or a physiological 
state.     
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In the early stages of a chronic disease the trajectory and outcome is very suscepti-
ble to life-style management - performed in synergy with conventional treatment - 
since the disease process is not gone to near completion and to a clinical overt state 
with irreversible lesions, where only supportive therapy is possible. The advances in 
molecular medicine enabling the utilisation of biomarkers for early diagnosis and 
interception of chronic diseases will therefore prompt for alternative trajectory types 
to conventional institutional healthcare using ICT for pervasive knowledge handling 
in eco-systems, and taking advantage of distance to healthcare institutions. A positive 
psychology focus mainly on health and obtaining the "the good life" despite an NCD 
could be a side-effect of CpH. 

In the industrial society "knowledge was power". Nowadays knowledge is in princi-
ple a shared resource, but often in bits and pieces and without the proper (individual) 
context and some of these pieces are furthermore of inferior quality. The "power" in 
the knowledge-society lies in the ability to fuse, filter, relate, and operationalise 
knowledge, whether it is derived from the internet or from scientific information ob-
tained by scientific methods based on grouping and statistics, which can be considered 
distant to "personalised medicine". The Virtual Individual Model will have the purpose 
of combining, filtering, and relating information, and hence upgrade information to 
individual knowledge that can be operationalised with an impact on personal health in 
the WHO definitions scope; hence tailoring of the general knowledge to specific 
knowledge in context of the individual. The division of the Digital Health Continuum 
in complementary professional- and co-production range is important in relation to 
this. Citizen in need for healthcare should not be deprived from professional attention 
by a technological solution; the professional health resources will however create more 
impact, if in-context, personalised knowledge in "professional grade" is at hand for the 
citizen wishing a good and healthy life despite a chronic disease. 

A prerequisite for the development of emphatic systems for personal health is an 
algorithmic, model-driven approach to data handling. Taking the GPS-navigation 
system based software and hardware as an example on a model-driven "micro-
decision support system". You have the analogue problem of getting from A to B. 
This is converted to a digital representation of the problem and the possible solution is 
calculated on the basis of digital description of the appropriate geography (options 
and choice architectures) and the digital result is converted to an analogue display 
(e.g. a map). There are challenges in this. The two conversions of analogue informa-
tion to data and back after the calculation must be with high validity as also the digital 
representation of options and choice architectures. Since a Virtual Individual Model 
for Health will receive much more heterogeneous input data compared to what is 
coming out of a GPS-satellite also the data-foundations quality, quantity, and com-
patibility are major challenges. 

Since care was part of the Church's business-model centuries ago "care has been 
something that we give to each other in Europe" - in principle a societal task, that has 
been "tendered out" by to some extent different methods in the European countries. 
Complicated organisational and financial systems are built to ensure high professional 
standards, equal access to healthcare, an effective isolation of the patients from the 
true costs of healthcare, and a cost-effective operation of each link in the chain of a 
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healthcare process. The abstract ethical principles originating in the Hippocratic Oath 
are in the healthcare systems given a tangible implementation dependent of social, 
cultural, technical and societal conditions. The present healthcare systems are de-
signed to respond to acute diseases and embodies concepts of autonomy, informed 
consent, privacy, equal access etc. which reflect these particular systems, practices, 
and institutions. Autonomy is typically conceived of as a right to reject a treatment 
recommended by professionals, or in general as a right to free choice. Justice is un-
derstood as any citizens’ right to equal access to services available within the health 
care system.  In implementing of the five levers of the EU eHealth2020 taskforce one 
must be careful not to confuse the abstract principles with how these principles are 
currently implemented in healthcare, since such confusion may lead to cyclical argu-
mentations. ICT can contribute to an expansion in the principles of autonomy and 
justice and in line with history make care coproduced in society in an open, deregu-
lated - but mature and transparent - marked. Autonomy in CpH would be a right to 
manage your health and get the data that is needed for this (EU taskforce eHealth2020 
lever 1). Justice would in CpH be different from the current implementation in  
distribution-ethics of standardised healthcare provisions and will also include the 
complementary right to personalised insilico medicine with own responsibility and 
response-ability. Persons who take advantage of this additional right are not violating 
the equal access principle in the healthcare sector for professional produced provi-
sions, on the contrary - co-production is expected to free resources and create overall 
additional impact.  

In essence CpH will for health-
care institutions and installations 
mean "core-business as usual", but 
complemented and augmented by 
"an outreach" to society employing 
evidence-based knowledge as the 
coordinating mechanism in health 
eco-systems. Insilico personalised 
medicine implemented in the Copro-
duction of Health service-model is 
seen as a paradigmatic example of 
mobilizing for the individual all 
available health resources in social 
hubs with design of innovative and 
collaborative frameworks to align 
otherwise conflicting, silo-shaped, 
and scattered interests. 

Finally, on the societal level is 
lifestyle because of welfare is on the 
brink of threating the same welfare 
both in the Western and in the third 
world according to both OECD  
and WHO (see inset). Addressing 

Diseases that break the bank 
”The worldwide increase of non-

communicable diseases is a slow-motion 
disaster, … These are the diseases that 
break the bank. Left unchecked, these 
diseases have the capacity to devour the 
benefits of economic gain. … A recent 
World Economic Forum and Harvard 
University study estimates that, over the 
next 20 years, non-communicable diseas-
es will cost the global economy more than 
US$ 30 trillion, representing 48 percent 
of global GDP in 2010. … non-
communicable diseases deliver a two-
punch blow to development. They cause 
billions of dollars in losses of national 
income, and they push millions of people 
below the poverty line, each and every 
year.” (MARGARET CHAN, Director-
General, WHO, addressing the UN Gen-
eral Assembly 2011) 
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prevention and retardation of impacts on lifestyle related disorders on all levels in 
society by employing an online, distributed problem-solving production model should 
therefore have high priority.   
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Abstract. One of the basic conditions to learn is motivation. Thus it is essential 
for learning environments to motivate the students to proceed into the learning 
process. Several researches propose the inclusion of new technological trends, 
such as the Gamification, to engage the users. In this paper the solution adopted 
in UBICARE system, where the Gamification approach has been used for 
training and learning purposes, is presented. The Gamification was used in the 
simulation of clinical cases aimed to both empower the patients to adopt healthy 
life-style and train the medical and paramedical staff about diagnostic 
procedures, therapeutic interventions and follow-up of patients. In particular, 
the paper presents the trainer interaction that is useful in order to keep the 
system up to date over time and to allow the definition of clinical cases tailored 
on the basis of users’ needs. 

Keywords: e-health, gamification, game based learning, learning by doing. 

1 Introduction 

The effectiveness of the learning by doing and the game based learning approaches 
has been largely documented in the literature [9, 15, 16, 17, 18]. In the latest years, 
the Gamification approach has revealed the value of game-based mechanics to create 
meaningful learning experiences in non-gaming contexts. “Gamification” is an 
informal umbrella term for the use of video game elements in non-gaming systems to 
improve user experience and user engagement. In other words, the Gamification can 
be defined as the use of game mechanics, dynamics, and frameworks to promote 
desired behaviours into domains like marketing, politics, health and fitness [1]. 

The mechanisms and dynamics of the game increase user’s engagement and 
stimulate their active participation enhancing the learning outcomes. This is one of the 
crucial issues in e-learning: the learning experience will be more effective the more 
the participants will be involved and active in it and not merely passive users of a 
content. 

In this perspective, the Gamification in learning processes can be a solution to 
achieve excellent training goals. Moreover, the use of gamification approach in  
e-learning environments addressed to e-health domain is not new. The entertainment 
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and fun that the game adds to the learning process is essential to engage the patients 
in learning how to manage and preserve their health status. This is particularly 
successful when the users are young, but it has been proved that also adults can be 
attracted to the games [10, 11, 12, 13, 14]. In Pain Squad [6], for example, the 
gamification approach is used to keep kids and teens with cancer engaged and 
motivated to complete their pain surveys twice a day. In Septris [7], instead, it is used 
to provide a practical approach to train medical and paramedical staff to manage daily 
activities of the patient, the therapy and the critical events.  

In order to understand the role of gamification in education it is necessary to study 
in depth how the elements of the game can support the three dimensions of learning: 
cognitive, emotional and social [2, 8]. 

In the cognitive area the gamification can provide challenges perfectly tailored to 
the player’s skills, in fact, the difficulty of the challenges increases as the skills of the 
player. Moreover, to propose specific problems and to encourage the students to set 
attainable sub goals for themselves that are proximal and specific are features that 
motivate the players. Those properties represent the basis of the game experiences and 
the gamification approach that are particularly useful to support students during the 
learning process. 

In the emotional area the game involves a wide range of user’s emotions: curiosity, 
frustration, and joy. The game often provides positive emotional experiences, and in 
case of negative ones, it encourages the players to use and transform them. One of the 
standard examples of negative emotional experience in a game is the defeat. Usually, 
the game implies repeated failures and often the only way to learn how to play is to 
repeat the game several times, each time the player learns something. In order to 
maintain a positive relationship between the player and his/her failures, the game 
provides rapid feedbacks to encourage the player to try until s/he succeeds. In 
traditional learning, instead, the feedbacks are not immediate and the students have 
few opportunities to try the exercises and when they can, the risks are high since the 
failures are monitored. The result of this process is anxiety and desire to escape. On 
the contrary, the gamification approach creates a learning environment in which any 
attempt is rewarded, in fact, when a failure occurs the player can correct her/his 
mistakes over and over again. Thus, the defeat becomes a necessary part of the 
learning process and students can see the failure as an opportunity, rather than being 
overwhelmed or become helpless and fearful.  

In the social area the game experience allows players to experience new identities 
and roles, asking them to take decisions according to different points of view. For 
example, in most of video games players can take on roles that are imaginary, but 
sometimes they involve the players in real situations and environments. Moreover, the 
gamification allows to publish and share the achievements, which otherwise might 
remain invisible. In traditional learning, teacher traditionally provides the recognition, 
but in the gamified environments players can reward each other encouraging them to 
participate to the class/community.  

On the basis of those premises it is possible to assert that a well-designed learning 
system that uses gamification approach can help students to assume meaningful and 
productive roles for learning [2].  
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For these reasons in the UBICARE (UBIquitous knowledge-oriented 
HealthCARE) project, aimed at creating a social network to share clinical data and 
knowledge in order to favour the de-hospitalization of patients suffering from 
peritoneal dialysis and chronic heart failure, the Gamification approach has been used 
to both empower the patients to adopt healthy life-style and train the medical and 
paramedical staff about diagnostic procedures, therapeutic interventions and follow-
up of patients [3, 4]. In particular, the paper describes the UbiGame component that 
support the acquisition of skills related to the treatment protocols and diagnostic 
procedure. The main innovation introduced in the UbiGame component of the 
UBICARE project with respect to the available solutions in the literature, is the 
trainer profile, which allows users to create new games according to specific users’ 
learning needs. The paper describes the trainer interaction, which allows new 
simulations to be built in order to keep the system up to date.  

The paper is organized as follows: the next section describes the whole UBICARE 
system, section 3 describes the Simulation of clinical cases component, section 4 
supplies an example of the trainer interaction and finally, some conclusions and future 
works are proposed. 

2 The UBICARE System 

In order to meet the final aim of the project, to allow the communication and 
information sharing between different figures involved in the patient management, the 
UBICARE system has been developed according to the social network paradigm. In 
particular, the missions of the system are to empower patients and caregiver in the 
disease management and to support and train medical and paramedical staff on 
specific procedures and guidelines. From a technological point of view, the offered 
services have been implemented using hybrid architecture, based both on plug-in and 
SOA (Service Oriented Architecture), to ensure the scalability of the whole system, as 
detailed in [4]. 

The Health Care Network (1) (Fig. 1) is the core of the system: it is a social 
network based on the open source framework ELGG (www.elgg.org). The use of an 
open source framework has allowed the developers to focus on design and 
development of the services to be offered by the system to better meet the functional 
requirements of the application scenarios. 

The Data Acquisition plug-in (2) allows the collection of basic data useful for 
patient’s management and monitoring. It uses both automatic acquisition, using 
medical devices, and manual acquisition of parameters monitored daily by the 
patient/doctor/paramedic. The Patient Monitoring plug-in (3) allows doctors and 
caregivers to be continuously informed about the health conditions of the patient. In 
particular, on the basis of the data collected using the Data Acquisition plug-in  could 
be sent both automatic alerts, to regularly remind of controls and to point out critical 
events, and manual alerts, to aware the patients of some events that can be critical for 
their health. The Knowledge Management Service plug-in (4) is the e-learning 
component devoted to the e-learning activities and allows the sharing of educational  
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Fig. 1. The UBICARE system architecture [3] 

resources among the community of users. In particular, the services available are the 
suggestion of personalized learning resources, simulations of clinical cases to train 
learners to deal with the main problems of their diseases, and the management of 
experience to share information about both official guidelines and medical protocols. 

The Decision Support Service (5) is a web service that aims at supporting the 
medical and paramedical staff in managing the patient.  In particular, it is able to 
suggest alternative therapies, to send automatic alerts based on patient monitoring, 
and to select interesting case studies to be used in learning and training processes. The 
Data Service Gateway (6) is a service infrastructure that allows the integration and 
interoperability of data in the whole system. The component ensures the extensibility 
of the system, the decoupling between distributed components, the transparency of the 
communication model, and the integration of the system with all different 
management systems of existing patient records (SSN DB in the figure). 

3 The Simulations of Clinical Cases: UbiGame Component  

The simulation component, named UbiGame, is part of the Knowledge Management 
Service. Starting from real medical records it builds a realistic problem, in order to 
allow specific skills about treatment protocols and diagnostic procedure to be 
acquired. In order to improve usability and maintainability of the component, the user 
interface and the decisional engine were split. A web service was built to retrieve all 
useful information for the simulation experience and to provide real patient data to 
help users to learn best practices in real case studies.  

From the user perspective, the game consists of a web environment where a 
clinical case is defined according to a detailed patient clinical record, his/her actual  
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Fig. 2. The simulation component architecture 

 
Fig. 3. The simulation game 

monitoring parameters and the user profile and learning needs. The simulation of 
clinical cases is mainly addressed to general practitioners and paramedical staff, 
which have to be empowered to take care of patients according to standard protocols 
and to manage any critical state of health of the patient [5]. 

The simulated patient asks to the expert (the player) what to do in order to improve 
her/his health status. The possible alternatives proposed to the player are: therapies, 
actions and examinations. The player has to respond to the patient within 90 seconds 
to prevent the patient from getting worse. The time is visualized by means of a 
counter and an avatar indicates the worsening of the patient by images (Fig. 3). The 
player’s answer could be completely wrong, correct or partially correct. In the first 
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two cases, the game ends, while in the latter case a bonus of 5 seconds is given to 
allow the player to provide the correct answer.  

When the simulation ends, a summary supplies detailed information about the 
game just ended. In particular, a detailed feedback is supplied for and against each 
possible answer.  

UbiGame offers different scenarios to the different players according to the 
specific knowledge and skills that they should acquire. In particular, in the system 
have been defined the: caregivers, patients, nurse, general and specialist physicians. 
The professional figures involved in the patient’s management are organized in a 
pyramidal hierarchy.  

Patient and caregiver profile is the lower profile within UbiGame. The game goal 
for caregivers is to point out only real problems and train them to call a doctor or a 
medical institute only when necessary. Nurse is a medium profile: s/he is able to 
identify simple problems, to check therapy and to support patients and caregivers by 
suggesting who can solve particular problems but they can not take decisions about 
therapy, and they have to redirect patients to general or specialist practitioner. General 
practitioner, instead, is asked to solve simple/medium problems according to their 
skills, such as change therapy or recognize critical events by suggesting the 
appropriate actions. In this way, the patient will refer to the specialist only if 
necessary. The specialist physician indeed handles problems with a high level of 
difficulty. His goal in UbiGame is to test the system and to suggest possible specialist 
advice. 

The main problems in the gamification approach applied to learning contexts are 
the addiction to the system and the scalability of the didactic contents. In this view, it 
is important to involve the player in the game updating process. The main aim of the 
updating process is to extend the player experience, over the time, before s/he, as 
naturally happens, get bored and finds the game repetitive and monotonous. 

To avoid the mentioned problem of addiction, a trainer, among the different users 
of the game, has been defined. The trainer can create new simulation sessions and 
modify an existing one. The updating actions can be required because players can 
send feedbacks about the quality of the simulation game and in order to suggest 
improvements. 

4 The Trainer Interaction 

As said before, the goal of the Trainer within UbiGame is to create and to manage the 
simulations of clinical cases. The Trainer profile is not necessary a specialist. As 
previously mentioned the profiles are organized in a pyramidal hierarchy, thus the 
trainer of each level can create a simulation game for the levels below him. For 
example, a nurse can create a game for patient, caregiver and other nurses. The main 
idea is to provide different kind of games with different difficulty levels and on the 
basis of the actual users’ learning needs (Fig. 4). 

When a trainer starts the game interaction, the system selects a real patient profile 
within a specific trainer specialization context: cardiology or nephrology. For each 
specialization a set of real patient records are stored in the UBICARE database. 
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service, the UbiGame generates a set of simulations of real clinical cases using 
clinical profiles and actions coherent with the knowledge base of the DSS. 
The second kind of simulation is generated starting from clinical profiles manually 
introduced by trainer. Using a simple interface (Fig. 5), in fact, the trainer can add and 
manage the monitoring data, their values and the possible problems related to them. 
Like in the previous case, the action engine of UbiGame will use those data in order 
to build a set of simulations on the basis of the data inserted by the trainer. 

 

 

Fig. 5. UbiGame Web Server: A subset of health problems of the patient 

When a user asks for a simulation of a clinical case in the system, both the sets 
defined as previously described are used to select the one that best fits the user’s 
learning needs. 

5 Conclusions  

The gamification approach can improve motivation and keep user engaged in order to 
make the learning process more effective. This is particularly useful in those contexts 
in which the learning is a necessity and, thus, often not pleasant. In the e-health field, 
for example, there are situations in which both patients and caregivers are forced to 
acquire knowledge and skills to improve their life-style. Moreover, the gamification 
approach could be helpful also to professional figures for acquiring new skills. These 
premises have led to the adoption of the gamification approach to design and build the 
simulation of clinical cases component, embedded in the Knowledge Management 
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Service of the UBICARE system. In order to make realistic the interaction with the 
learning environment, real patient records are used to build the simulated clinical 
cases. In addition, in order to keep the system up to date over time and to allow the 
definition of clinical cases tailored on the basis of the users’ needs, a trainer profile 
has been added among the players. The trainer is a special profile that can easily add 
new simulations based on her/his own experience and update her/his game according 
to the feedbacks of the community. This is one of the strengths of UbiGame 
component, since allow the contents (the simulations) to be continuously renewed 
both automatically using the knowledge base of the DSS and manually using the 
trainers’ expertise. Moreover, the use of an external web service, in which the logic of 
the game is embedded, guarantees a high level of scalability and variability without 
problems for the user experience. Currently, an experiment is underway at the 
Polyclinic of Bari that involves patients and medical and paramedical staff to measure 
the usability of the UbiGame component and the effectiveness of the simulated 
clinical cases. At present, the appreciation of medical and paramedical staff have been 
collected, they state that the simulation of clinical cases could be useful to learn about 
treatment protocols and diagnostic procedure. Also some results about the usability 
have been collected trough an online questionnaire; the main problem pointed out was 
the difficulty of access to the patient record. In the long term, more results about the 
patients learning effectiveness and usability will be collected in order to improve the 
component. 
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Abstract. Diabetes mellitus (DM) is a chronic disease affecting more than 285 
people worldwide and the fourth leading cause of death. Increasing evidence 
suggests that many DM patients have poor adherence with prescribed medica-
tion therapies, impacting clinical outcomes. Patients’ barriers to medication ad-
herence and the extent to which barriers contribute to poor outcomes, however, 
are not routinely assessed. We designed a dashboard for an electronic health 
record system to integrate DM disease and medication data, including patient-
reported barriers to adherence. The dashboard was pilot tested at multiple  
ambulatory clinics to examine whether integrated electronic tools can support 
patient-centered decision-making processes involving complex medication re-
gimens for DM and other chronic diseases. During pilot testing, we encountered 
several challenges when engaging patients and clinicians in using the dashboard 
as well as a portal used to gather self-reported psychosocial information directly 
from patients. In this paper we explore those challenges and suggest methods 
for better supporting the adoption and use of e-health technologies to improve 
care delivery processes as well as health outcomes for populations like diabetic 
patients. 

Keywords: Medication Adherence, Type 2 Diabetes Mellitus; Computerized 
Medical Records Systems, Personal Health Records, Physician-Patient Rela-
tions, Drug Monitoring, Patient-Centered Care. 
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1 Introduction  

Diabetes mellitus (DM) is a chronic disease affecting more than 285 people world-
wide and the fourth leading cause of death. Globally the prevalence of DM continues 
to rise at nearly epidemic rates, driven by urbanization, growing increases in obesity, 
and aging of populations [1]. Findings from several studies investigating the quality 
of DM care reveal a discrepancy between system-level disease management strategies 
and outcomes [2-6]. In essence, even though there are improved treatment strategies, 
expected outcomes are not occurring at a commensurate level. Therefore greater em-
phases on patient-level factors that may explain DM intervention outcomes are being 
explored. 

One such factor is adherence to complex medication regimens. Increasing evidence 
suggests that patients with diabetes often have poor adherence with prescribed medi-
cation therapies [7, 8]. However, the reasons why patients do not take their medica-
tions as prescribed are poorly understood [9]. Previous studies on adherence have 
relied on patient self-report data on medication use, or they have used more “objec-
tive” measures such as gaps in prescription coverage or technologies to determine if 
patients are taking their medications. An example is electronic MEMS caps, which 
document when a pill bottle is opened [10-12]. All of these approaches have limita-
tions which include accuracy; reporting and response bias; or limited effect size [13]. 

Despite existing evidence and efforts, patient-reported barriers to medication adhe-
rence and the extent to which those barriers contribute to poor DM outcomes are not 
currently assessed routinely in clinical practice [14]. Indeed, few have assessed the 
role of barriers perceived by patients to medications use and how perceived barriers 
may be addressed by intervention. 

To address medication adherence issues facing individuals with complex medica-
tion regimens, we developed a clinical information system to electronically integrate 
the capture and presentation of information regarding DM patients’ disease manage-
ment, medication adherence, and perceived barriers to adherence [15]. The system 
combines objective data regarding medication possession ratios with laboratory and 
point-of-care testing data as well as patient-entered data on perceived barriers to adhe-
rence. By routinely capturing patient-reported barriers and integrating such informa-
tion at the point-of-care with other electronic health data, we seek to better inform 
DM therapy decision-making processes. 

In this paper, we describe the system and our experience pilot testing the system in 
three primary care clinics. During the pilot testing, we encountered several challenges 
when engaging patients and clinicians in using both the dashboard as well as a portal 
designed to gather patient-reported barriers to medication adherence. Here we discuss 
those challenges and suggest methods for better supporting the adoption and use of  
e-health technologies to improve care delivery processes as well as health outcomes 
for populations like DM patients. 
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2 Methods 

2.1 System Description 

The primary system of interest is a dashboard (Figure-1) used by clinicians (e.g., phy-
sicians, nurses, pharmacists) in the context of routine primary care. Clinicians review 
the information on the dashboard either before or during a patient visit to understand 
the patient’s current adherence to their medication regimen for DM2. 

 

Fig. 1. Screenshot of clinical dashboard designed to integrate medication adherence informa-
tion from multiple sources into electronic health record (EHR) system 

The clinical dashboard is a Java-based module designed to plug into the Regen-
strief CareWebTM framework, an open-source electronic health record (EHR) platform 
developed by the Regenstrief Institute’s Center for Biomedical Informatics. CareWeb 
is a web-based version of the Regenstrief Medical Record System (RMRS) [16], pro-
viding primary care clinicians in Eskenazi Health facilities access to patients’ medical 
records. The framework provides all plugins with a common data retrieval and display 
interface, which the dashboard uses to access and visualize patient information. The 
framework also allows the dashboard to receive notification of and react to various 
events, including when a patient is selected by the user. 

The dashboard was explicitly designed to be passive, or non-interruptive. When the 
clinician selects a patient, the dashboard refreshes with content from multiple sources: 
the electronic health record (RMRS) providing recent physiological data, pharmacy 
data detailing which medications have been dispensed to the patient, and patient-
entered information on their personal challenges in taking their medication as pre-
scribed. System users have the option to view the dashboard or ignore it. 

When information is displayed, the dashboard uses several visual techniques to 
highlight normal as well as abnormal patient information. When a patient’s blood 
pressure or glycosylated hemoglobin (HbA1c) is elevated, is it highlighted in red; 
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normal values are shown in black. When the patient is believed, based on pharmacy 
claims information, to be non-adherent to a class of DM medications, the information 
is highlighted in red; acceptable levels are highlighted in green; potentially problemat-
ic values are shown in yellow. Such color differentiation enables quick review of the 
dashboard contents by clinician users. 

Electronic Health Record Data. The left panel of the dashboard displays informa-
tion extracted from the patient’s EHR. Three types of EHR data are displayed: blood 
pressure, HbA1c, and cholesterol. These data were targeted because they are relevant 
to DM patient populations. Clinicians routinely measure and analyze HbA1c levels to 
determine how well DM patients keep their disease under control. High blood pres-
sure and poor lipid management are also commonly co-related with DM2, leading to 
medications that treat multiple conditions. Therefore clinicians can conveniently re-
view common physiologic data for DM patients in one location. 

Medication Adherence Data. Adherence to DM medications and cardiovascular risk 
factors is displayed in the middle panel of the dashboard. The information originates 
from the Medication (Med) Hub, an independent web service within the Regenstrief 
technology infrastructure [17]. The Med Hub serves as a central source of medication 
data for all CareWeb applications. Two sources of information currently feed the Med 
Hub: the Wishard Health Services pharmacy system, an internal database of medica-
tions dispensed to Wishard patients many of whom do not have insurance, and  
SureScripts, a national dataset of medications dispensed from independent chain and 
mail-order pharmacies. 

Using the pharmacy data available from the Med Hub, we calculate the proportion 
of days covered (PDC), a ratio representing whether the patient possessed a drug or a 
class of drugs (e.g., all oral DM medications) during a defined measurement period. 
The PDC has been shown in numerous studies to accurately identify patients who fail 
to fill or refill their medications as directed by their physician or pharmacist [18]. We 
use a dichotomized 6-month (180-day) PDC with a cut-off point of 80%, which we 
have found to provide the strongest and most reliable correlation with patient glycem-
ic control [19]. 

Patient Feedback. The right panel of the dashboard displays feedback from patients 
on their challenges in taking their medications. Patients interact with a personal health 
record (PHR) system to answer questions about their medication regimen. The data 
are then available for query by the DM application for display. 

The PHR was developed using the Open Medical Record System (OpenMRS) plat-
form [20], an open-source EHR that originated at Regenstrief but is now implemented 
and supported by a worldwide collaborative involving individuals from numerous 
counties involved in EHR, PHR, and m-Health initiatives [21]. Although OpenMRS 
was selected for our project, the dashboard could be integrated with any other PHR. 

OpenMRS includes a forms module that allows collection of standardized data 
from patients. Using the forms module, we implemented a 5-point Likert style,  
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validated questionnaire developed by researchers at the Diabetes Translational Re-
search Center affiliated with the Indiana University School of Medicine [22, 23]. The 
questionnaire uses 20 items to assess possible barriers to medication adherence. For 
example, valid responses as to why one may not take his or her prescribed medica-
tions include “I can’t afford them” and “I just forget to take them.” Individual items 
are grouped into categories and ranked based on aggregate scores from patient res-
ponses. The highest ranking three categories are stored for retrieval by the dashboard. 

The 20 items in the patient survey are factor analyzed with varimax rotation and 
correlated with perceived health status as well as satisfaction measures.  Five factors 
or subscales can be identified and displayed to clinical users: poor access to medica-
tions; poor communication with providers; poor understanding of medications and/or 
difficulty in taking them; presence of side effects; and system-level barriers to use. 
Previous analysis suggests that persons with poor CVD risk factor control have more 
reported barriers that may inhibit medication adherence than do persons with good 
risk factor control [23]. 

2.2 Information Flow 

Physiologic and medication adherence data are captured routinely from health care 
delivery processes and electronically sent to the RMRS. Patient feedback on medica-
tion adherence requires manual completion of the questionnaire within the PHR. Pa-
tients are asked every 2-3 months to complete a survey as previous studies found 
adherence to be fairly consistent over time. 

The information needed for the dashboard is queried in parallel with other Care-
Web processes when a clinician opens the electronic medical record for a patient 
(Figure-2). First, the CareWeb server notifies the DM2 module that a patient record 
has been selected. The module then, in parallel, requests the three sets of data from 
the EHR, PHR, and CDS web service. The EHR returns physiologic data for the se-
lected patient. The PHR returns the highest ranking categories identified by the  
patient from their responses to the questionnaire. The CDS service retrieves the phar-
macy data from the Med Hub service and calculates the PDC. The PDC is returned to 
the DM module. All three data sets are stored in the server’s cache until the clinician 
selects the DM tab within the CareWeb application. Upon selection, the data sets are 
rendered into their respective columns for review by the clinician. 

2.3 System Pilot 

We completed development and implementation of the dashboard, DM module, and 
PHR in late 2012. In early 2013, we enrolled 15 primary care clinicians (Medical 
Doctors and Nurse Practitioners) at three community health centers part of Eskenazi 
Health, a publically funded health system that serves primarily the uninsured and 
underinsured population of the Indianapolis metropolitan area. Following enrollment 
of physicians, we enrolled 96 diabetic patients under the care of one participating 
clinicians. The pilot ran through the end of 2013. 
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Fig. 2. Information flow diagram depicting the architecture of the DM clinical information 
system module and its integration with existing electronic health record, clinical decision  
support, and personal health record system components 

2.4 Study Design 

We collected baseline perceptions of providers regarding medication adherence dis-
cussions between them and their patients. Baseline perceptions of patients regarding 
current conversations occurring about medication adherence were also captured. In 
addition, we collected demographic information about patients and providers to ena-
ble comparison across health center locations and socioeconomic data, which has 
been shown to effect patient access to the Internet impacting PHR usage [24, 25]. 

Following enrollment, a research assistant created PHR user accounts for each of 
the enrolled patients. Account information was emailed to the patients, and they were 
asked to complete a baseline questionnaire regarding medication adherence. Patients 
who did not complete a baseline questionnaire were reminded via email or text  
message, based on patient preferences. Patients were then asked to complete a ques-
tionnaire every 2-3 months after baseline. Reminders were sent to unresponsive par-
ticipants. After successful completion of each questionnaire, patients were mailed a 
$10 gift card to a local grocery store, gas station, or restaurant. 
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3 Results 

Primary care clinicians were eager to enroll in the study. Of the 20 total clinicians 
who practiced across the three clinic sites, 15 (75%) consented to participate in the 
study. Reasons for not consenting included pending retirement (N=2), too busy 
(N=1), too few diabetic patients (N=1), and unknown (N=1). Clinicians largely per-
ceived their diabetic populations as needing more attention with respect to medication 
adherence, so they elected to try out the clinical dashboard in their practice. 

Patients were less eager to enroll and engage. Out of 906 patients approached for 
recruitment, only 203 (22%) patients completed screening (92; 10% refused screen-
ing). Of those who completed screening, 108 (53%) were both eligible (defined as 
having access to a computer and able to provide informed consent) and interested in 
the study. Of those patients who did not participate, 72 (35%) were found to be inelig-
ible and 27 (13%) refused to participate after the screening. Lack of routine access to 
a computer or the Internet was the primary reason ineligibility. 

A total of 96 patients were enrolled. The research assistant was able to create ac-
counts for 92 enrolled patients. By the end of the pilot, just 24 (26%) patients success-
fully logged onto the portal and completed a questionnaire regarding their barriers to 
medication adherence. Many enrolled patients struggled due to computer or Internet 
access issues. For example, one patient repeatedly stated she was waiting for her 
daughter to come over to help her. Other patients’ email addresses bounced less than 
1-2 weeks after they provided them during the enrollment process. Text messaging 
and phone calls were helpful in reaching some of these patients, but access challenges 
remained for a significant number of study subjects. 

4 Discussion 

To fully realize the potential of health information technologies to impact population 
health outcomes, information and systems need to be integrated. Prior studies to im-
prove adherence have focused on singular modalities to change provider or patient 
behavior. For example, in Vollmer et al [26] an interactive voice response system 
called patients who appeared to have gaps in refilling their asthma medication. The 
system was statistically significant in changing adherence, but the mean change was 
not clinically meaningful. Similarly, a recent systematic review of patient portals 
identified just one study that demonstrated an effect on diabetes care delivery [27]. 
However, in the one identified study, the portal was found to be associated with a 
change in medication regimen but had no impact on clinical outcomes as measured by 
HbA1c and blood pressure [28]. Our DM module integrates multiple information 
tools to address medication adherence in a coordinated fashion. While our approach 
may not be the only method to stimulate better adherence for patients with chronic 
illness, we believe that future approaches need to draw upon the power of EHR, PHR, 
and CDS systems to make adherence easier in the context of routine clinical care. 

To be effective, ‘routine clinical care’ must include environments where patients 
exist (e.g., home, work, bus stop). Integrated informations solutions therefore must 
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incorporate technologies that can be integrated into daily routines of people. Our ef-
forts were hampered by system barriers that remain a challenge for many people, 
especially those who are elderly or of low socioeconomic status [29]. Therefore a 
digital divide still exists, even if it may be shrinking in populations burdened by mul-
tiple co-morbid diseases requiring complex drug regimens. 

Finally, it is possible that patients may be resistant to describing barriers they expe-
rience to taking medications as prescribed by their providers. These may include  
embarrassment over non-compliance, their economic status, or failure to disclose 
secondary problems such as side effects. Resistance may also reflect a fear that  
disclosing issues may result in having to take additional medications. Furthermore, 
resistance could suggest there is simply a lack of interest in logging onto a portal to 
communicate. Future research will need to explore the factors that impact patients’ 
willingness to use a portal to communicate with their providers about medication 
adherence. 

Some of the challenges we describe, however, might be overcome with a smart 
phone app that integrates better into daily routine over an Internet-based app that must 
be used on a computer. Yet singular mobile apps that focus on just one aspect of 
health or wellness may not be usable in large populations. Multi-functional apps may 
be, or at least apps that cover multiple aspects of a chronic disease. For example, 
management of DM involves not only medication adherence but also changes to diet, 
exercise, and co-morbid conditions such as hypertension. Therefore technologies that 
engage patients will likely be those which can address multiple concerns in an inte-
grated fashion (e.g., one-stop shop) rather than require multiple apps or interfaces. In 
addition, it will become critical that future applications include appropriate education 
that emphasizes the importance of patient-provider communication to enable shared 
decision making that will achieve optimal therapeutic outcomes. 

5 Conclusions 

We engaged a small number of physicians and patients in using novel e-health tech-
nologies to improve medication adherence by combining patient medication history 
data from a combination of electronic data sources with patient-reported barriers. 
Engagement of providers and patients was challenging. While providers were eager to 
enroll and try out the clinical dashboard, many patients experienced challenges in 
gaining routine access to the Internet to use a portal designed for patient engagement. 
Limited usage prevents integrated e-health technologies from impacting outcomes as 
providers continue to only see a partial picture of health. Further, digital divide issues 
remain important to address so that all patients can access and use e-health technolo-
gies, especially those who are vulnerable and at risk of serious complications from 
poor medication management. 
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Abstract. It is important to easily and cheaply monitor elderly person’s activi-
ties of daily living in order to allay the anxiety of their relatives and caregivers. 
We developed a smartphone-based monitoring system.   A smartphone of the 
elderly person continuously recognizes indoor-outdoor activities by using only 
built-in sensors and uploads the activity log to a web server. By accessing the 
server, relatives etc. at remote locations can browse the log to make sure the el-
derly person is safe and sound. The evaluation experiment showed that the pro-
posed system had practical recognition accuracy and satisfied the users’ needs. 

Keywords: Activity recognition, Smartphone, Accelerometer, Microphone. 

1 Introduction 

The developed countries face the aging problems.   After 30 years, emerging coun-
tries also will face the aging problems. The monitoring of the activities of daily living 
of elderly people is increasingly important not only for the elderly people but also for 
their relatives, friends and caregivers. Various activities have become recognizable by 
wearing accelerometers on several parts of the body [1], or wearing a dedicated de-
vice on the wrist [2]. However, it is impractical for users to continuously wear many 
accelerometers in daily life or, from the viewpoint of the cost, to use a special device. 
On the other hand, outdoor activities such as migration have become recognizable by 
using built-in sensors on a mobile phone [3]. Although activity recognition by com-
monly used devices has an advantage over the solutions envisaged in the above-
mentioned studies in terms of practicality, it is difficult to recognize various indoor 
activities. 

We proposed an indoor-outdoor activity recognition system on a smartphone which 
switches two engines based on GPS signal.   The indoor engine recognizes various 
activities of daily living based on accelerometer data and environment sound.   The 
outdoor engine recognizes the behavior based on accelerometer data and GPS data. 

2 Related Works 

Activity recognition researches are categorized into two types; embedded type and 
wearable type.  Georgia Tech’s Aware Home [4], Microsoft Research’s EasyLiving 
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Project [5], NiCT’s UKARI Project[6] are works of the embedded types activity rec-
ognition. The embedded type activity recognition needs many sensors, to be installed 
in the environment in order to get the accurate activity recognition.  In the result, the 
cost is high and the installation to the legacy home is difficult.   Intelligent distribu-
tion panel is one of the embedded type commercialized examples.  It realizes the 
power use visualization. Intelligent distribution panel only recognizes whether house-
holders is or not at home and cannot recognize the daily activities because the sensor 
information is only poser usage.  

The wearable type activity recognition uses wearable sensors such accelerometers, 
GPS, and other sensors. Early many researchers developed the special wearable de-
vices.  LifeMinderTM[7] is an example of the wearable device.   LifeMinderTM is 
able to collect two axis accelerometer, temperature, blood wave data and sends them 
to a cell phone in order to analyze and recognize behavior, such as walking, running, 
eating meals and so on. The prototyped healthcare application gives advices to the 
user; taking drug, exercising, and so on.   LifeMinderTM was commercialized as a 
body motion sensor with sleep monitoring software [8] in 2004.   

Nowadays, mobile phones equipped with a 3-axis accelerometer are becoming 
popular [9]. Studies on activity recognition using an accelerometer on mobile phones 
have also been reported. For example, [10] recognizes 5 migration activities—
walking, fast walking, climbing up stairs, climbing down stairs, and running—with 
about 80% accuracy. In such studies, several migration activities are detectable by a 
mobile phone. It is difficult, however, to precisely recognize our target activities—in-
home living activities, including not only migration but also housework and so on—
by using an accelerometer and GPS. 

A mobile phone naturally has a microphone for its primary function and it can also 
be used as an acoustic sensor. [11] recognized 19 sounds of 4 groups such as Kitchen, 
Office, Workshop and Outdoor, with more than 80% accuracy by using acoustic fea-
tures. However, acoustic analysis needs higher sampling frequency than acceleration 
sensing and needs to compute a large amount of data. So, considering processing 
power and power consumption, it is undesirable to continuously execute acoustic 
analysis. Thus we propose a low-throughput in-home living activity recognition me-
thod combined with acceleration sensing and acoustic sensing that firstly estimates a 
user’s movement condition roughly by acceleration sensing and then classifies the 
working condition in detail by acoustic sensing based on the estimated condition. 

3 System Overview 

We developed an indoor living-activity recognition engine and an outdoor migration 
activity recognition engine, and combined them into an AndroidTM application. By 
switching between the two engines depending on the acquisition condition of GPS 
satellites, the system enables users to continuously monitor indoor-outdoor activities. 
 
Indoor Living-Activity Recognition 
It consists of a two-step classification process [12] as shown in Figure 1. Firstly, it 
roughly classifies the user’s movement into “Resting,” “Walking,” and “Performing 
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an activity” by using variances of 1-sec data series from the 3-axis accelerometer. 
When it classifies “Performing an activity,” it activates the microphone and calculates 
MFCC (Mel-Frequency Cepstral Coefficient), RMS (Root Mean Square) and ZCR 
(Zero-Crossing Rate) as acoustic features. Then it classifies the nature of the activity 
by SVM (Support Vector Machine) every 1 second. Then, it smoothes the classifica-
tion results through an additional recognition scheme by majority voting for each task.  
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Fig. 1. Processing flow of indoor living-activity recognition 

Outdoor Migration Activity Recognition 

It works according to the following steps [13] as shown in Figure 2. It calculates de-
vice direction-independent feature quantities, namely, “Length of the acceleration 
vector,” “Inner product of the acceleration vector and the gravity vector,” and “Their 
cross product.” Then, it calculates statistics of the 3 quantities, namely, average,  
minimum, maximum and variance of these quantities in a certain time window. It 
classifies these quantities into 4 migration classes by a neural network using back-
propagation learning. Finally, it smoothes the fluctuating result by using a stochastic 
model generated by several heuristics. 

 

Fig. 2. Processing flow of outdoor migration activity recognition 
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Monitoring Server 

The monitoring server is built on a web server. It is composed of an activity log data-
base, an HTML5 generator, an anomaly detector and an e-mail generator. The activity 
log database stores the results of activity recognition from the smartphone in the el-
derly person’s home. Figure 4 shows an example of a one-week activity log generated 
in HTML5 format by the HTML5 generator. It allows observers, such as care manag-
ers and relatives, at remote locations to browse the log data on most browsers of vari-
ous information devices. Additionally, we also created a biological database to collect 
biological information such as ECG, pulse wave from a wearable vital sensor in  
 

 
Fig. 3. An example of one-week activity log 

 
Fig. 4. An example of simultaneous monitoring of activity and biological information 
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cooperation with the smartphone [14]. Simultaneous monitoring of activity and bio-
logical information enables users to analyze their health condition in detail as shown 
in Figure 4. It is also equipped with an anomaly detector and an e-mail generator to 
notify them of anomalous conditions. 

4 Evaluation Experiment 

An evaluation experiment was held with 22 subjects (6 men and 6 women in their 
60s, and 5 men and 5 women in their 20s to 40s) at a mock living room to assess the 
accuracy of indoor activity recognition and the requirements for a monitoring service. 

Assessment of the Recognition Accuracy 

In order to contrast smartphone positions, the subjects were asked to carry smart-
phones in three different positions, (a) in the breast pocket, (b) in the pants’ pocket 
and (c) on the wrist with a wrist band. The wrist position anticipated application of 
the proposed technology to wristwatch-shaped wearable devices. Target activities 
were “washing dishes,” “ironing,” “vacuuming,” “brushing teeth,” “drying hair,” 
“shaving,” “flushing the toilet,” and “talking.” First, in order to collect training data, 
we asked the subjects to perform each activity for 10 seconds. Then, we asked them to 
perform all target activities as usual. Confusion matrices of activity recognition are 
shown in Table 1 corresponding to the attached position.  

Averaged f-measures were 93.8% for the breast pocket, 89.5% for the pants’ pock-
et, and 91.0% for the wrist. This shows that the breast pocket is the best position. 
However, the other positions are also available. 

Assessment of Needs for a Monitoring Service 

We also conducted a questionnaire survey with the same subjects to assess the needs 
for a monitoring service.  We prepared a list of specific questions on a monitoring 
service and some demonstrations on the assumed service that would allow relatives 
etc. at remote locations to monitor the activity log and the biological information of 
an elderly person, as shown in Figure 3 and Figure 4, via a general-purpose browser 
on a TV. All subjects answered ‘Yes’ to the first question, “Do you find this kind of 
monitoring service beneficial?” Then, we asked them about the necessity of each 
monitoring activity from the perspective of an observer. Table 2 shows the result. 
From the perspective of an observer, they want to monitor various activities of the 
elderly person. Conversely, from the perspective of the elderly person, there were 
great differences among individuals as to which activities are acceptable to monitor. It 
suggests that the activities to be monitored should be customizable. Although, for the 
proposed technology, it is necessary to train each target activity for 10 seconds befo-
rehand, the technology is highly customizable. 
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Table 1. Confusion matrices of activity recognition results corresponding to the attached 
position 

 
 
 
 
 

Trained tasks Untrainedtask

Recall (%)

W
ashingdishes

Ironing

Vacuum
ing

Brushing teeth

Shaving

Drying hair

Flushingthe toilet

Talking

Trained
tasks

Washing dishes 20 1 1 90.9

Ironing 19 1 2 86.4

Vacuuming 22 100.0

Brushing teeth 19 1 2 86.4

Shaving 20 2 90.9

Drying hair 1 21 95.5

Flushing the toilet 21 1 95.5

Talking 1 18 3 81.8

Precision (%) 100.0 95.0 95.7 95.0 100.0 100.0 100.0 90.0
F-measure

93.8

Actual

Classified as
(a) Breast pocket 

Trained tasks Untrained
task

Recall (%)

W
ashingdishes

Ironing

Vacuum
ing

Brushing teeth

Shaving

Drying hair

Flushingthe toilet

Talking

Trainedtasks

Washing dishes 19 2 1 86.4

Ironing 19 1 1 1 86.4

Vacuuming 22 100.0

Brushing teeth 1 17 2 2 77.3

Shaving 1 18 1 2 81.8

Drying hair 1 21 95.5

Flushing the toilet 21 1 95.5

Talking 2 1 16 3 72.7

Precision (%) 95.0 86.4 95.7 81.0 100.0 100.0 100.0 80.0
F-measure

89.5

Actual

Classified as
(b) Pants’ pocket 

Trained tasks Untrainedtask

Recall (%)

W
ashingdishes

Ironing

Vacuum
ing

Brushing teeth

Shaving

Drying hair

Flushingthe toilet

Talking

Trained
tasks

Washing dishes 19 1 1 1 86.4

Ironing 18 2 2 81.8

Vacuuming 22 100.0

Brushing teeth 1 18 1 2 81.8

Shaving 18 1 3 81.8

Drying hair 1 21 95.5

Flushing the toilet 22 0 100.0

Talking 2 17 3 77.3

Precision (%) 95.0 90.0 95.7 94.7 100.0 100.0 100.0 77.3
F-measure

91.0

Actual

Classified as
(c) Wrist 
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Table 2. The result of the questionnaire survey on the necessity of each monitoring activity 

Activity Yes (%) No (%)

Brushing teeth 100 0

Drying hair 82 18

Shaving 93 7

Toileting 100 0

Washing dishes 75 25

Vacuuming 89 11

Talking 100 0

Walking 95 5

Running 65 35

Going outside 100 0
 

 

 

Fig. 5. Toshiba’s direction of medical electronics 

Conclusion and Future Work 

We developed a smartphone-based living-activity monitoring system to allay the an-
xiety of elderly people and that of their relatives, friends and caregivers by unobtru-
sively monitoring activities of daily living. 
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Toshiba continues to focus on the scheme of easy access to electronic medical 
records and sensing data concerning individuals’ health in order to improve overall 
healthcare shown in Figure 5. 
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Abstract. In this paper, we propose a framework of a cost-effective, en-
tertaining, and motivating home-based upper limb rehabilitation system
which consists of a cloud system and a client interface. The framework
provides real-time feedback to the patient subject, summarizes the feed-
back after each session, and predicts the rehabilitation performance. As
an implementation of the framework, a Kinect sensor is used to collect
real-time data for upper limb joints of the subjects while they are partici-
pating in rehabilitation exergames. The Dynamic Time Warping (DTW)
algorithm is then applied to compare the movement pattern of a patient
subject with the movement pattern of a healthy subject. Next, the Auto-
Regressive Integrated Moving Average (ARIMA) is utilized to forecast
the rehabilitation progress of the patients based on their performance
history. The prototype of this system is tested on six healthy individuals
and one patient. The results show that the patients’ movement patterns
have a similar curve shape to the healthy individuals’ movement pat-
terns and, hence, the DTW algorithm can be used as an effective index
to describe the rehabilitation statuses of the subjects. The forecasting
method is briefly tested by feeding the rehabilitation status history.

Keywords: Home-based Rehabilitation Framework, Model Matching,
ARIMA Prediction, Virtual Reality.

1 Introduction

According to the World Health Organization (WHO), there are about ten million
people who are injured in traffic accidents and fifteen million people who suffer
from strokes every year. Of those, six million of those suffering from traffic-
related injuries and five million of the stroke patients are permanently disabled
[1,2]. These people need a special rehabilitation program that starts when the
patient is admitted to the hospital and does not end, even after the patient has
been discharged from the hospital. Also, in many cases, stroke patients suffer
from depression, which leaves family members and caregivers to wonder how
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they can motivate the patients and better engage them in the rehabilitation
program.

Arm rehabilitation is a restorative process that aims to hasten and maximize
the recovery of the patients in order to get them as close as possible to pre- injury
levels. Researchers have revealed that duration, capacity, and intensity of the
training session have a huge impact on the rate of rehabilitation improvement [3].
However, adhering to the strict guidelines of a long-term rehabilitation process
might be cumbersome for many patients who do not have access to rehabilitation
es in their communities. Consequently, those people are required to travel a long
distance to get treatment. In addition, a long-term rehabilitation process can
be expensive and unaffordable for patients who do not have adequate public or
private health insurance.

Many therapists recommend that patients perform a daily life activity, such as
making coffee, in order to improve their upper limb movements. Since such tasks
may be dangerous for a patient with an arm injury, researchers have developed
virtual and augmented reality systems where tangible objects are associated
with a virtual object that simulates the real object [4,5]. The current technolog-
ical advancements have brought new perspectives to the rehabilitation process.
Researchers have designed computerized rehabilitation robotic tools associated
with virtual environments and games which are meant to be used at home.
Therapists use these tools to track the progress of patients. However, two of the
common inconveniences for many of these rehabilitation devices are related to
their bulky shape and the complexity of their deployment. Consequently, these
shortcomings make them impractical for home training because they require the
presence of an expert. Cost is also an important factor for many patients when
acquiring such devices. For these reasons, most of the robotic-assisted therapy
devices are commonly used in clinic centers or hospitals.

Besides informing family and close friends, showing the real progress to the
patients is another significant motivating factor. This can increase the self-
satisfaction, engagement, and enjoyment levels of patients [6]. Many time-series
matching algorithms have been used to compare kinematics data obtained from
patients with the data from healthy people [7,8]. However, those algorithms are
used in systems where the user is required to wear a garment (which is a difficult
task for many stroke patients.)

In this paper, we propose the framework of a cost-effective, entertaining, and
motivating home-based upper limb rehabilitation system which consists of a
cloud system and client interface. The framework provides real-time feedback
to the patient subject, summarizes the feedback after each session, and predicts
the rehabilitation performance. In addition, this framework shows a new style of
home-based rehabilitation system that motivates the patients by engaging family
and friends in the rehabilitation process, and allowing therapists to remotely as-
sess the progress of the patients and adjust the training strategy accordingly. As
an implementation of the framework, a Kinect sensor is used to collect real-time
data from the upper limb joints of the subjects while they are participating in
rehabilitation exergames [9,10]. The Dynamic Time Warping (DTW) algorithm
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is then applied to compare the movement pattern of a patient subject with the
movement pattern of a healthy subject. Next, the Auto-Regressive Integrated
Moving Average (ARIMA) is utilized to forecast the rehabilitation progress of
the patients based on their performance history. The prototype of this system
is tested on six healthy individuals and one patient. Results show that the pa-
tients’ movements have a similar curve shape to that of the healthy individuals
and hence the DTW algorithm can be used as an effective index to describe
the rehabilitation status. The forecasting method is briefly tested by feeding the
rehabilitation status history.

2 Framework Architecture

The high level architecture of the proposed cloud-based rehabilitation exergame
is shown in Figure 1. The aim of this framework is to motivate patients through
social engagement and provide doctors with a tool for continuous observation
and rehabilitation strategy predictions. The major components of the proposed
framework are briefly explained as follows:

Clients Interface

Cloud System

Rehabilitation Services

Game Content 
Service Game Engine

Game and 
Performance 

Database

Performance 
and Forecasting 
Analysis Tools

Cloud 
Controller

Internet
Patient

Cooperative 
Players

Therapist

Fig. 1. The cloud-based rehabilitation exergame framework

Client Interface: Stroke patients and therapists are the users of the rehabilita-
tion game system. The cooperative gamers (e.g., family members of the patient)
are engaged in the rehabilitation exergames in order to motivate the patient
subject in their rehabilitation process. A Kinect sensor is used to connect the
system’s users with each other through a cloud environment. Therapists guide
the patients and monitor their progress through the rehabilitation course. Addi-
tionally, therapists can change the difficulty level of the rehabilitation exercises
for both the patients and the cooperative players whenever it is needed.

Rehabilitation Services: Services needed by the users are provided through this
module. It consists of game content services, game engine services, and per-
formance assessment and rehabilitation forecasting services. The game content
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service is responsible for monitoring all the game-related logic by the help of the
game and performance database. Moreover, it manages the connection between
different system users and provides them with the necessary data. It should be
noted that the game engine also performs logical operations and is responsible
for synchronization. The difficulty level of the game is automatically adjusted at
real-time to adapt to the patient’s performance. As an implementation, a cloud-
based rehabilitation exergame that has been developed for stroke rehabilitation
is the Basketball game, which can be played by single or multiple users. The
physical setup of the game is shown in Figure 2. The Basketball game is de-
signed to measure the kinematics of the upper limb of the patient in the vertical
direction. The performance evaluation module provides the clients with real-time
feedback about the performance of the patients. The rehabilitation prediction
module gives the doctors a prediction about the prospective recovery of the
patients, depending on their rehabilitation history.

Cloud Controller: This component is responsible for instantiating a game session.
Like a facilitator, this enables the communication between the gamers and the
exergame servers. The cloud controller provides several services (including au-
thentication, profile and activity management, game statistics, and notification
management) to manage the whole exergame framework.

(a) (b)

Fig. 2. Physical Environment of the Basketball game. (a) Experiment view. (b) Avatar
view.

3 Forecasting of Rehabilitation Performance

We consider the movement pattern of a healthy subject (replacement, veloc-
ity, and acceleration) as a template, and the differences between the patient’s
movement pattern. This template indicates the recovery status of the patient.
Specifically, a healthy subject’s movement pattern is given as:
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Healthy Subject′s Pattern :

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Rhealthy=
[

Rhealthy,1 Rhealthy,2 · · · Rhealthy,m

]T

Vhealthy=

[

Vhealthy,1 Vhealthy,2 · · · Vhealthy,m

]T

Ahealthy=

[

Ahealthy,1 Ahealthy,2 · · · Ahealthy,m

]T

(1)
and a patient’s movement pattern as:

Patient′s Pattern :

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Rpatient =
[

Rpatient,1 Rpatient,2 · · · Rpatient,n

]T

Vpatient=

[

Vpatient,1 Vpatient,2 · · · Vpatient,n

]T

Apatient=

[

Apatient,1 Apatient,2 · · · Apatient,n

]T

(2)

To quantify the movement pattern between a healthy subject and a patient
subject, we find a correspondence matching between these two patterns

Θ (Healthy Subject′s Pattern, Patient′s Pattern) = (3)
[
Θ (Rhealthy , Rpatient) Θ (Vhealthy , Vpatient) Θ (Ahealthy, Apatient)

]T

where Rhealthy , Vhealthy , Ahealthy are the replacement, velocity, acceleration of
the healthy subject. Rpatient, Vpatient, Apatient are the replacement, velocity, ac-
celeration of the patient subject. The optimized correspondence relation satisfies
[7]

Θ̂ = arg min

⎡

⎢
⎢
⎢
⎣

∑i=m,j=n
i=1,j=1

d(Rhealthy,i,Rpatient,j)pi,j
∑i=m,j=n

i=1,j=1 pi,j
∑i=m,j=n

i=1,j=1
d(Vhealthy,i ,Vpatient,j)qi,j

∑i=m,j=n
i=1,j=1 qi,j

∑i=m,j=n
i=1,j=1

d(Ahealthy,i ,Apatient,j)ri,j
∑i=m,j=n

i=1,j=1 ri,j

⎤

⎥
⎥
⎥
⎦

(4)

By using the above optimization criteria, the cumulative distance represent-
ing the unmatching part can be calculated as

Dunmatching =

⎡

⎢
⎢
⎢
⎣

∑i=m,j=n
i=1,j=1

d(Rhealthy,i,Rpatient,j)pi,j
∑i=m,j=n

i=1,j=1 pi,j
∑i=m,j=n

i=1,j=1
d(Vhealthy,i ,Vpatient,j)qi,j

∑i=m,j=n
i=1,j=1 qi,j

∑i=m,j=n
i=1,j=1

d(Ahealthy,i ,Apatient,j)ri,j
∑i=m,j=n

i=1,j=1 ri,j

⎤

⎥
⎥
⎥
⎦

(5)

Then the patient’s rehabilitation status is modeled as a combination of the ele-
ments of Dunmatching, i.e.,

{
Srehabilitation = w1 ·Dunmatching [1] + w2 ·Dunmatching [2] + w3 ·Dunmatching [3]

w1 + w2 + w3 = 1

(6)
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Although the patient’s rehabilitation status (Srehabilitation) at a given time
gives the doctors an indication about the current situation of the patient, it
does not help them to answer a simple, yet important question that patients and
family members usually ask: what is the timetable for the recovery process? To
answer this question, researchers have proposed statistical theories that are based
on specific achievements by the patients [11,12]. However, these achievements
may differ from one patient to another, and hence the prediction results have
individual differences. In this paper, we forecast the recovery of the patients
depending on their initial conditions and their progress rate. We use the Auto-
Regressive Integrated Moving Average (ARIMA) model to forecast the future
progress of the patients depending on their rehabilitation status Srehabilitation

[13].

4 Results and Discussion

4.1 Model Matching

The reference dataset samples are obtained from six healthy people. The sets con-
sist of ninety time series of kinematics values, i.e., the replacement, the velocity,
and the acceleration (thirty series for each value). Two types of model matching
approaches are applied: (1) real-time model matching that is used when the pa-
tient competes against a healthy subject, and (2) off-line model matching that
is used when the patient competes with another patient, or he/she is performing
the rehabilitation exergame alone. In the first approach, we compare the time
series of the patient and the healthy subject in real-time and adjust the difficulty
level of the game for both according to the patient’s performance. In some cases,
when the patient subject has difficulty completing the exergame task, a message
is sent to the healthy subject asking them to slow down. In the second approach,
the performance of the patient is compared to the reference movement pattern of
a healthy subject that has already been stored in the system. The rehabilitation
status (Srehabilitation) is calculated and the difficulty level of the game changes
accordingly.

The model matching result (between the healthy subjects and a patient sub-
ject) is shown in Figure 3 where (a), (b) and (c) correspond to the model match-
ing results of replacement, velocity, and acceleration, respectively. The unit we
use is: time in s, replacement in cm, velocity in cm/s, and acceleration in cm/s2.
We conclude that while the patient’s movement pattern has a similar curve shape
to the healthy subject’s movement pattern, there are more isolations. The model
matching differences (i.e., dynamic time warping distance) are 0.17, 0.11, and
0.13 respectively, corresponding with the replacement, velocity, and accelera-
tion’s case. In this paper, for simplicity, we choose w1 = w2 = w3 = 1

3 in the
calculation of rehabilitation status (Equation 6) and thus Srehabiltation = 0.41.
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(a) (b)

(c)

Fig. 3. Model matching between patient and healthy subject. (a) Replacement. (b)
Velocity. (c) Acceleration.

4.2 Rehabilitation Prediction

The values of the rehabilitation status Srehabilitation are applied in the ARIMA
predication model. Four rehabilitation sessions are conducted on one patient
each week for seven weeks. The data obtained from the first six weeks is used
for the model training, while the rest of the data is used for prediction. In this
paper, we provide a simulation for short-term rehabilitation status prediction.
To test the method used in creating rehabilitation prediction models, we suppose
the measured rehabilitation status obtained in a continuous seven weeks as 0.41,
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Fig. 4. Rehabilitation status prediction

0 100 200 300 400 500 600 700 800 900 1000
0

0.05

0.1

0.15

0.2

0.25

Time (ms)

V
el

oc
ity

 (
cm

/m
s)

 

 

Multi−User Mode
Single−User Mode

Fig. 5. The velocity comparison of the arm in reaching the final target under single-
player mode and multi-player mode

0.39, 0.42, 0.37, 0.35, 0.38, 0.36, and we give the prediction model by our method
in Figure 4. Here, the model type we used is ARIMA (0,0,0). The number of
predictors is 1 and stationary R2 is 0.522.

4.3 Multi-player’s Benefit

The measurement of the hand velocities under single-user mode and multi-user
mode are compared in Figure 5. As many previous studies have shown [14], the
trajectory of the hand velocity is a bell-shaped curve. In addition, the results are
consistent with what we expected: in the multi-user environment the players were
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competing with each other and thus, the time needed to complete the exercise
decreased about 50% as shown in Figure 5.

5 Conclusion and Future Work

A new framework of a cloud-based upper limb rehabilitation system and its im-
plementation is presented in this paper. The system allows the therapists and the
caregivers to engage and interact with the treatment sessions remotely. A model
matching algorithm is used to compare the performance of the patient with the
performance of healthy subjects and give real-time feedback. The most inno-
vative component, in addition to the rehabilitation status assessment method,
is the forecasting method that provides patients, therapists, and family mem-
bers a prospective idea about the progress of the patients. The comparison of
the rehabilitation performance in single-user mode and multi-user mode shows
that the multi-player exergames can increase the motivation of the patient to en-
gage more in the training sessions. Our future work will be including a long-term
study with ten patients to determine the accuracy of the system in predicting the
progress of the patients. Moreover, we are planning to involve other kinematics
parameters in the rehabilitation evaluation and test whether these parameters
increase the accuracy of rehabilitation assessment.
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Abstract. Japanese society contains an extremely large elderly population, un-
precedented elsewhere in the world. In fact, the elderly make up about 23.3% of 
the Japanese population. Consequently, the number of elderly people with de-
mentia is also increasing at an unexpectedly rapid pace, with 10% of Japanese 
citizens over 65 diagnosed with dementia. While group homes are covered by 
the Japanese "Long-term Care Insurance System," and offer people with de-
mentia a better quality of life, the behavioral and psychological symptoms of 
dementia, (BPSD,) often place a great burden on care staff. Many facilities now 
suffer from a shortage of care staff .Drug therapies have limited effects on 
BPSD, so non-pharmacological therapies, like reminiscence therapy, are some-
times used. However, the effects of these techniques are often not medically 
confirmed. In this study, we introduce a media therapy technique, which en-
hances reminiscence therapy by using media and information technologies, and 
report promising results for mitigating BPSD. Also, we investigate the keys to 
our success. So far, we have conducted our proposed media therapy on two res-
idents in the nursing home. Both cases showed significant improvements, but 
due to space limitations, we only show the effects on the ability of the care staff 
to see to the patient's needs. The therapy session allowed care staff to distract 
the patient from her BPSD and calm her down by offering her topics from her 
past. For further investigation, we analyzed videos recorded during therapy ses-
sions, with interesting results. Sharing a resident's good memories with care 
staff is key to quality care, and media and information technologies can facili-
tate this process. While we only examine one case here, we would like to note 
that the results of our other resident case indicated similar effects.  

Keywords: elderly, reminiscence videos, senior care home, dementia. 

1 Introduction 

According to world population reports, in 2001, it was estimated that there were 24.3 
million people with dementia. In developed regions, dementia rates for people over 
the age of 60 were reported between 4 and 6%. This number increases to 20-33% in 
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people over 85. Estimates suggest that the number of people diagnosed with dementia 
continues to grow at a rate of 4.6 million people annually, reaching 81.1 million 
people in 2040. 

Population aging has accelerated rapidly in Japan, and now the aging rate is very 
high. There are 1.5 million people with dementia over the age of 65 in Japan today, 
but it is estimated that they will be over three million people in the 2020s, approach-
ing 10 percent of the population over the age of 65. The increased number of people 
diagnosed with dementia is a major social problem that will only grow more serious 
in the future, as life expectancies continue to rise. 

Dementia is quite varied in its symptoms, severity, and extent. We extracted the 
overview of the definition, types and symptoms of dementia from the dementia text 
book published by Japan Society of Dementia Research and described below [2]. 

Several definitions have been proposed, including in the World Health Organiza-
tion's ICD-10, the DSM-III-R, and the DSM-IV-TR. Here, we provide an overview of 
dementia for those unfamiliar, largely taken from the Japan Society for Dementia 
Research's "Dementia Textbook." Differences aside, the concept remains the same. 
Dementia is a collection of impairments of previously normal intellectual function, 
caused by acquired brain dysfunction, which decreases mental performance. This 
includes such symptoms as memory loss, aphasia, and executive function disorder. 
For a symptom to be an "acquired dysfunction," it must involve a change in the organ-
ic material of the brain and lower the patient's intelligence. The ICD-10 states that this 
fault must be sustained for more than six months. The intellectual disability thus 
creates a strong effect on the patient's daily life and social behavior. It is not intended 
to be acute or temporary, and the above symptoms are also found in the absence of 
consciousness disturbances 

Due to the damage to higher brain functions such as memory, orientation, know-
ledge, action, cognition, language, emotion, and personality, people with dementia 
become antagonistic towards situations in which they've placed themselves. Dementia 
can be induced by a variety of causes. Its pathology and symptoms are very diverse. 
Symptoms can be divided into core symptoms and peripheral symptoms. The core 
symptoms include memory impairment, executive function disorder, apraxia, aphasia, 
and agnosia. Patients with dementia may exhibit execution dysfunction, difficulty in 
initiating action, reduction of spontaneity, behavioral conversion dysfunction, impul-
sive behaviors, and disinhibition. Apraxia is a degradation of motor skills or coordina-
tion without any link to sensory impairment. Patients may be unable to put on clothes 
or use tools properly. Agnosia is an inability to recognize objects through use of the 
senses, including physical landmarks or other visual stimuli, as in visuospatial agnosia. 
It may also apply to sounds. "Peripheral symptoms" refers to various behavioral dis-
orders and psychiatric symptoms that appear to be affected by the patient's environ-
ment and physical condition. This category includes delusions, hallucinations, anxiety, 
impatience, depression, wandering, aggressive behavior, sleep disorders, eating disord-
ers, including binge eating and pica, and resistance to care, among others. 

The Symptoms of "BPSD". The Behavioral and Psychological Symptoms of De-
mentia, or BPSD, are the "core symptoms" of dementia. It occurs in conjunction with 
memory loss, psychiatric symptoms, and a decline in comprehension ability, and was 
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previously referred to as "problematic behavior" or "nuisance behavior". The symp-
toms are divided into behavioral and psychological symptoms, with more symptoms 
appearing as the dementia progresses from mild to moderate. Behavioral symptoms 
may include violence, verbal abuse, wandering, rejection, and unsanitary acts. As the 
manifestation of symptoms differs from person to person, all symptoms may not al-
ways appear. These symptoms appear frequently as dementia progresses from mild to 
moderate, leading to a rapid decrease in quality of life accordingly, and an increased 
burden on caregivers. 

As symptoms develop and progress, dementia patients often become apathetic, en-
tering a lethargic state. They lose the desire to do things themselves, and eventually 
lose interest in everything, even daily life. Patients with vascular dementia, often 
caused by repeated mild strokes, often become apathetic. Uninterested even in getting 
dressed or washing their faces, patients with apathy cause great mental stress for fami-
ly members and caregivers. Apathy can also lead to a patient becoming bedridden, due 
to disuse of physical and mental functions. Drug therapy is often unsuccessful in treat-
ing apathy. As drug therapy is often ineffective, caregivers reach out to patients with 
touch and eye contact, and address the patient by name. Getting close to patients is 
thought to help them maintain their bodily functions and cognitive functions. 

Also, the frequency of sleep disorders is very high in elderly patients with organic 
brain diseases, such as dementia. In fact, the symptoms which are most frequently ob-
served in limbic dementia are insomnia, irregular sleep patterns, (such as day-night 
reversal,) and sleep-related disorders, such as delirium. In many insomnia cases, patients 
do not remain in bed, which leads to behavioral disorders such as wandering, agitation, 
excitement, and even violence. Caregivers and family members often become exhausted 
before the patient tires. As a result, it is difficult for some elderly people with dementia 
and behavioral disorders like night wandering to receive home care. This has become 
one of the biggest reasons leading to their institutionalization [1]. 

Drug therapy for dementia is presently limited to therapeutic medication, but these 
medicines are basically for Alzheimer's disease. In Alzheimer's disease, anti-
cholinesterase inhibitors such as donepezil hydrochloride are effective, but these are 
symptomatic drugs, which only suppress its progress to a certain extent [2].  

As drug therapy to eradicate dementia does not currently exist, it is necessary to 
increase the therapeutic effects of non-drug therapy. 

Currently, reminiscence therapy is a well-known non-drug psychological and so-
cial therapy for dementia. Reminiscence therapy is a form of psychotherapy used 
mainly for the elderly, first used in the early 1960s by Dr. Robert Butler. Butler  
believed that elderly people's talk about memories is meaningful, though it had pre-
viously been regarded as the "tedious talk of old age." Simply put, reminiscence ther-
apy asks patients to talk about their memories, either one-on-one or in small groups. 

This is part of daily life, and perhaps nothing special, but the act serves several dif-
ferent psychological functions. The conversation is not used strictly as psychotherapy, 
but also as an activity in intergenerational exchanges or community activities.  

At the moment, reminiscence therapy is gaining attention as a non-drug therapy in 
both clinical psychology and medical institutions, such as nursing care facilities and 
long-term care facilities. With the increase in number of the elderly requiring care and 
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assistance, preventive care has become an important part of welfare. Additionally, 
research has suggested that reminiscence, including conversation with people, is ef-
fective at preventing or slowing the onset of dementia. This method draws attention to 
respecting the feelings and experiences of each individual. Non-drug treatments such 
as day care are also essential, but some regard for the caregivers, who exhaust them-
selves physically and mentally caring for their patients, is also important. In many 
cases, patients do not get enough conversation partners due to the decreasing staff-to-
patient ratio. Enhancing the support for both caregivers and patients is thus an impor-
tant issue. Various methods have been proposed to help improve for patients and their 
families so far. In this study, we created an interactive digital photo album using old 
photos of the patient, and showed it to the patient, her family, and nursing staff to-
gether over a large screen. We then conducted media-based reminiscence therapy, 
enjoying the conversation with the patient. Reminiscence therapy is believed to stabil-
ize the mental condition of elderly people suffering from dementia, and reduce beha-
vioral disorders.  This therapy was also conducted using old tools, toys, or photos, in 
a group led by experienced listening staff. Our reminiscence therapy is different from 
general cases, since the patient, her family, and the nursing staff became a therapy 
group while using the photo album. Using photographs and visual stimuli to aid 
memory recall is considered effective in reducing the psychological disorders and 
behavioral disturbances of dementia. 

In this study, we focused on the content and photographic images when the patient, 
family, and staff engaged in conversation using media therapy, and hope to quantify 
those images effective at promoting stable actions and mental condition in the patient. 

The process of the media treatment is as follows. 
First, the family of the patient provided old photographs of the patient's life. In or-

der to make the media therapy "album of memories" [2], the editor listened to stories 
about the patient associated with old photos, selected a portion of the patient's history, 
then copied the selected photos to an iPad as a digital photo album. The photos were 
arranged in chronological order and categorized by story. After that, the patient had 
six weekly media therapy sessions, each lasting 60 minutes. Family and staff were 
present for all sessions, and the photos were displayed on a large screen. 

2 Experiment 

2.1 Experiment Abstract 

In this study, for the patient, her family members, and nursing staff participating in 
the media therapy, we quantified the effects of the therapy and to what degree it eli-
cited mental and behavioral changes in the patient. 

This experiment was conducted with the assumption that all those present for the 
therapy participated in group sessions actively and had a positive relationship. The 
purpose of the experiment was to verify what kinds of images produced a positive 
response, and associate the images with their effects after the session, by recording  
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the sessions with a video camera. We analyzed the patient's expression and speech 
during therapy. We also carried out interviews with the patient's family and close 
nursing staff. 

2.2 Contents of Experiment 

In the experiment, we allowed the patient, her family, and care staff to freely talk 
about the memories associated with the photographs presented. This process is re-
ferred to as media therapy, which is a type of reminiscence therapy. Reminiscence 
therapy is said to be an effective conversational support in suppressing dementia. It 
often helps stabilize individuals with dementia and reduces behavioral disorders. 
Normally, It is done in groups led by experienced staff using items such as old tools, 
toys, photos, and paintings. Media therapy is quite different from standard reminis-
cence therapy in that we create a digital photo album using photographs from the 
patient's life, and the therapy is carried out using that album, with family and care 
staff who are close to the patient. 

2.3 Experiment Environment 

Figure 1 shows the state of the experiment. Figure 2 shows the equipment used in the 
experiment. Figure 3 shows the layout of the experimental environment. This experi-
ment was carried out using the multi-purpose room of the nursing facility. As shown 
in Figure 3, conversation was conducted with the patient's family sitting next to her, 
and the nursing staff further away. Images were displayed on a large screen as shown 
in Figure 1, and an iPad was used as shown in Figure 2. The iPad was put at the pa-
tient's side, and experiment staff was waiting behind the patient in order to change to 
the next photo. The experiment staff changed to the next slide whenever they got the 
signal from the family member, or when too much time was taken on any particular 
slide. As shown in the environment layout in Figure 3, we set three video cameras to 
capture the change in the patient's expression. One was placed in position to capture 
the patient's reactions; the second was placed to capture all participants; the third was 
placed to capture the large screen at the front. 
 
 

 

Fig. 1. The state of the experiment 

 

Fig. 2. The equipment used in the experiment 
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Fig. 3. The layout of the experimental environment 

2.4 Experiment Participants 

Our participants for this experiment were one elderly resident of a nursing home, one 
member of her family, and several members of the nursing home staff. 

Nursing Home Resident 
Age: 80s 
Difficulty of daily life due to dementia: Moderate 
Symptoms of dementia: Moderate 
Diagnosis: Alzheimer's with mild memory failure 
Problem in care assistance: Habitual of delusion and wandering (BPSD) 
The resident participating in our study had developed a wandering habit and a de-

lusion habit consisting of a distrust of familiar people, such as nursing staff and  
family. 

2.5 Experimental Methods 

The media therapy was performed as follows. 

─ Acquire photographs from the nursing home resident's life from her family. 
─ Interview family members about episodes associated with the photo in advance.  
─ - Choose the most memorable episodes in the patient's life as content for each ses-

sion. 
─ Create an interactive digital photo album on the iPad using the photos that have 

been selected. Photos are classified according to the event or story, and sorted in 
chronological order. 

─ In each session, the resident, her family, and nursing staff discussed the photos 
presented in the multipurpose room freely, as the photos were presented on the 
screen. 
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─ Each session was recorded with cameras, positioned as shown in Figure 3. 
─ The camera on the table was intended for close-ups of the patient's face during the 

session, to monitor her expression. 
─ The camera next to screen was aligned to capture all participants in the session. 
─ A third video camera was set up behind to record which photo is being displayed 

on the screen. 

Sessions of media therapy were held once a week, and carried out a total of six times. 
Each session lasted for a maximum of 60 minutes. Each photograph was displayed for 
several minutes, or was changed when the patient and her family wanted a change. 
The first few transitions were performed by experiment staff, but further transitions 
between pictures were controlled by the nursing staff or the patient's family. 

2.6 Evaluation Items 

Three cameras were used to capture the resident's expressions and actions throughout 
the sessions. In addition, we recorded the conversation, and used it as a guide to help 
gauge the strength of her responses. We compared it to her expression to see which 
photographs brought her pleasure or joy. Facial expressions were correlated with 
emotions in a previous study [2]. In addition, after the session, changes observed in 
the patient during and after therapy were discussed and recorded in interviews with 
her family and care staff. 

2.7 Analysis of Expression 

The expressions of the patient were analyzed from the video recordings. Analysis was 
carried out using the major literature "expression analysis" techniques, to understand 
which photos made her look happier or more joyful [3]. This document defines ex-
pressions of happiness as follows. 

─ Lower eyelids rise, eyes narrow 
─ Pupils dilate 
─ Wrinkles appear in the outer corners and beneath the eyes 
─ The mouth opens to expose the teeth as the upper lip rises and the lower lip lowers. 
─ Grooves or wrinkles appear over the corners of the mouth from the sides of the 

nose 

These conditions, usually in conjunction, characterized a "happy" or "joyful" expres-
sion. 

In this expression analysis, we expressed the degree of smile on a frame-by-frame 
basis. We defined 0% as an expressionless state that does not laugh at all, and 100% 
as a state of highest laughter. We used the highest degree of smile expressed as the 
result for each photograph displayed. 
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3 Results 

The results of the experiment described in section 2.5 are shown below. 
In Figure 4, we show the results of the expression analysis from the content of the 

video recorded during the experiment. As the photograph was changed roughly every 
2 minutes, the average smile time was about 2 minutes per photo. Figure 4 places the 
contents of the video on the horizontal axis, and the degree of the patient's smile on 
the vertical axis. 

The alphabet of the horizontal axis indicates the following. 
A: Images from the patient's time as a nursing student (16 pieces) 
B: Images of the patient's newlywed days (25 pieces) 
C: Images of the patient's marriage and child-rearing days (17 pictures) 
D: Images of the patient's family and home during her middle age (23 pictures) 
E: Images of the patient's time as a nurse (21 pieces) 
In this expression analysis, we expressed the degree of smile on a frame-by-frame 

basis. We defined 0% as an expressionless state that does not laugh at all, and 100% 
as a state of highest laughter. We used the highest degree of smile expressed as the 
result for each photograph displayed. 

From the results of the session shown in Figure 4, we can see that the patient's 
smile became more pronounced when we were talking about her time as a nurse and 
as a nursing student, (letters A and E.) The photographs for sessions B to D are from 
her life after working as a nurse, covering the time from her marriage through her 
middle age. We found that there tended to be more smiles when the topic of her time 
as a nurse arose. In addition, as a result of the (significance level 5%) t-test of the 
degree of smile in each video, we recognized a significant difference between the 
smiles related to her time as a nurse and the others. 

 

 

Fig. 4. Degree of smile 

 

Fig. 5. Time of not smile and smile 

Figure 5 shows the average time that the smiled for each type of image during the 
60 minutes session. The vertical axis represents the degree of the patient's expression. 
The horizontal axis shows the contents of the video. The labels A to E are the same as 
in Figure 4. The left side of the bar in the graph indicates no expression, the right 
indicates a smile. Figure 5 shows more smiles for photos related to topics A and E. 
We also observed a low tendency towards lack of smile for topics B to D. In addition, 
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due to the onset of BPSD before starting the fourth session, the patient's mental state 
before the session was worse than usual. However, the session started with a story 
from the patient's time as a nurse, so there was no significant difference compared to 
two other times when we talked about her family. We believe that when we talk about 
her time working as a nurse, her emotions are more changeable and more apparent. 
The graph shows that the amount of time unsmiling is longer than the time spent smil-
ing. This is because the patient concentrated on the image for a long time to find a 
particular person or herself in the photo. Thus, she tended to smile less while concen-
trating. Also, as a result of the (significance level 5%) t-test on each video, we recog-
nized a significant difference between the subject's time as a nurse and other topics. 
Considering the general positive response of the patient and the reports of care staff, 
the results of this experiment showed that the patient tended to look happier to talk 
with her family and nursing staff during therapy than at other times. It is possible that 
the patient herself felt special to have so many people gathered about her just to take 
part in her reminiscence.  During second session, the conversation turned to a time 
when the patient's family suffered misfortune. When the patient discussed this period, 
the care staff honestly felt that the patient had been through a hard time and struggled, 
but the family members participating in the session had doubts as to the content of the 
conversation. It is considered possible that the patient's story was not necessarily true 
in some parts.  

In the fourth session, emotional incontinence had been observed in the patient be-
fore the session began. At the start of the session, we used photographs from when the 
patient was working as a nurse at a university hospital. This seemed to cause a change 
in the patient's feelings. After that, there was no significant change in sentiment even 
after a story of her home and family. From this, we believe that it was the content of 
her memories from when she was working as a nurse that made her feelings milder. 

From about the fourth therapy session, changes also appeared in the patient's fami-
ly. Gradually, they began to show understanding towards the patient's caregivers. We 
believe this change was due to learning more of the patient's history, which they did 
not know until now. They thus began to understand the patient, little by little. Also, 
one of the nursing staff made a notable comment during an interview after completing 
the media therapy. After media therapy, when the patient fell into BPSD, the burden 
of calming her down was dramatically reduced, as staff had more clues about how to 
let the feelings of the patient subside. For example, in case the patient tries to escape 
from the nursing facility, staff reminded her of an episode from when the patient was 
a nursing student, and how she had often defeated the curfew. The fact is that the 
patient seemed to have been a very excellent student, but she did not forget the sense 
of fun she had felt during the therapy. Staff and family felt that this story was told 
with a touch of pride. This episode struck a sympathetic chord with the patient. After 
that, she did not attempt to escape. 

4 Differences from before and after Therapy 

The following three points from the patient's care record indicate changes brought 
about as a result of therapy. First, Figure 6 shows the hours the staff spent sharing  
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Fig. 6. The hours the staff spent sharing with 
the patient 

 

Fig. 7. The time that the patient appealed to 
nursing staff 

 

Fig. 8. Sleep time 

 
with the patient night and day. Figure 7 shows the time that the patient appealed to 
nursing staff. Figure 8 shows the patient's sleep times. 

Figure 6 shows the time on the vertical axis, before and after therapy on the hori-
zontal axis. The left side of the graph shows daytime, and the right shows night. After 
therapy, the time spent with the patient was significantly reduced to less than 30 mi-
nutes both at night and during the daytime, while before therapy that time was about 
one hour at night and over one hour during the day. When the patient spoke to nursing 
staff before therapy, staff had difficulty understanding how to calm her down, but 
after therapy, they had a better understanding of what topics to use. We believe this is 
why care time decreased so significantly after therapy. In addition, we compared the 
patient's complaints to nursing staff before and after therapy. We found that the pa-
tient complained nearly 90% of the time, almost every day, before therapy, but only 
70% of the time after the therapy. We believe the nursing staff were able to make a 
conversation with the patient, and use what they learned during therapy to help make 
the patient happy. We examined the patient's sleep time before and after therapy.  

The sleep time is on the vertical axis, before and after therapy on the horizontal 
axis. We found that after therapy, the patient was able to sleep longer than before. 
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5 Conclusion and Future Topics 

5.1 Discussion 

Using media therapy, wherein an elderly nursing home resident was helped to share 
her life history with her family and nursing staff, we were able to help build a better 
relationship between the three parties. Even if the family is not active in the resident's 
care, we believe this provides an opportunity to rebuild the family's relationship. 

Before undergoing media therapy, when the patient expressed BPSD, there was a 
serious burden on the nursing staff. After therapy, the time taken caring for the patient 
and subsequent stress on care staff was significantly reduced, as staff had better 
knowledge of the patient's personality and emotional triggers. 

After several sessions of therapy, the patient felt more able to talk about her past. 
Furthermore, even if the patient's mental state is agitated at the beginning of a session, 
gradually, she was able to calm down, because a lot of people were paying attention 
and listening to her stories. We believe that patients might be able to forget their mis-
givings about the future by talking about the pleasant portions of the past. Thus, even 
if the patient experienced extreme emotional ups and downs, or BPSD, by participat-
ing in media therapy, other people would be able to help stabilize the patient and pro-
vide better care. Additionally, media therapy allows the patient to return to normal 
spirits in a short time, rather than be trapped in feelings of discord. We believe this 
approach might be the key to improving patient quality of life. While all images used 
were tied to the patient's memories, not all of the images were necessarily tied to posi-
tive memories. We believe it best to work to identify those images and experiences 
that bring the patient happiness. These images and memories provide better tools with 
which to calm the patient down, and can be discovered during therapy. 

5.2 Summary and Future Challenges 

The media therapy that we have proposed is a potential treatment, part of dementia 
care for elderly people who have been placed in long-term care facilities.  

By providing a case study, we have shown the improvements that can be expected: 
the quality of services can be improved, family ties can be rebuilt, and the burden on 
care staff can be reduced. 

In analyzing the patient's facial expressions, we found that the freest smiles came 
from memories that made the patient want to boast the most, when she talked about 
the times she most enjoyed. We found that the patient examined the pictures related to 
these memories more seriously. 

We regard the fact that the family participated in the session together, and were 
able to know a side of the patient that did not know before, as a great achievement. 
However, if family members talk more than the patient, the patient would often nod, 
occasionally agreeing or prompting the conversation forward, saying little other than, 
"Yes," "No," or, "Is that so?" In the future, when family members participate, we will 
need to encourage the patient to speak more freely about others' remarks. For this 
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reason, it may be necessary to set up a system to signal the family members without 
the patient noticing if the patient seems to be growing bored or restless. 

To enable longer conversations, this time, staff created the digital photo album ma-
nually. However, it would be more convenient to have a database of photos relevant 
to the patient, and construct the photo albums that way. These are our challenges for 
the future. 

We would like to consider a system that can search videos and images easily using 
a touch panel, so that it can be easily manipulated without special staff, with media 
categorized in different folders. While we were able to conduct these sessions in one 
location, we would also like to consider more difficult situations, as when the family 
and resident are separated by a long distance. In these cases, some manner of PC or 
tablet PC software would allow therapy to take place, provided care staff could be 
trained in its use. 

Lastly, we would like this system to be usable as a remote interactive system, but 
also serve as a way for families, local residents, medical staff, or volunteers to moni-
tor elderly people who live independently. 
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Abstract. Disorders of the Central Nervous System (CNS) are worldwide caus-
es of morbidity and mortality.  In order to further investigate the nature of the 
CNS research, we generate from an initial reference a controlled vocabulary of 
CNS disorder-related terms and ontological tree structure for this vocabulary, 
and then apply the vocabulary in an analysis of the past ten years of abstracts (N 
= 10,488) from a major neuroscience journal.  Using literal search methodolo-
gy with our terminology tree, we find over 5,200 relationships between ab-
stracts and clinical diagnostic topics.  After generating a network graph of 
these document-topic relationships, we find that this network graph contains 
characteristics of document-author and other human social networks, including 
evidence of scale-free and power law-like node distributions.  However, we al-
so found qualitative evidence for Z-normal-type (albeit logarithmically skewed) 
distributions within disorder popularity.  Lastly, we discuss potential consum-
er-centered as well as clinic-centered uses for our ontology and search  
methodology. 

Keywords: Ontology, information retrieval, neuroscience, networks, indexing, 
knowledge gaps, semantic medicine, translational medicine, knowledge discov-
ery, neurology, psychiatry. 

1 Introduction 

Research in the field of biomedical science associating publications with explicit clin-
ical diagnostic terms is lacking.  While central nervous system (CNS) disorders are a 
major cause of morbidity and mortality worldwide, there have been no studies to date 
on correlates between clinical and basic neuroscience terminology. 
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2.2 Querying and Basic Information Retrieval 

Information retrieval was performed by using the query term Brain Research[journal] 
in PubMed [11].  In order to represent the most recent cohort of documents, the 
search was filtered to only include articles published from 2004-2013.  The result set 
was downloaded in XML format, and a raw corpus data file created using the Python 
scripting language.  The output generated by the Python script formatted the corpus 
as PMID,abstract where PMID is the PubMed Identifier (PMID) for each article and 
abstract represents the abstract text of the article.  Furthermore, in order to enhance 
machine parsing, all punctuation within abstract texts was removed and replaced with 
the underscore (_) symbol. 

A separate file was created in order to contain the ontology trees.  The format for 
each individual disorder tree was disorder:key_term_1,key_term_2, with each disord-
er having one or more key terms.  For example, the ontology tree visualized in the 
above Figure 1 would have been represented in our search word file as chron-
ic_fatigue_syndrome: _cfs_,_cfids_,chronic_fatigue,myalgic_encephalitis. Note the 
underscores surrounding acronyms; these are used to exclude words that might con-
tain these strings as substrings.  Underscores were also utilized to facilitate disam-
biguation of actual words that were less than four characters in length. 

2.3 Parsing and Knowledge Synthesis 

In order to create a graph-like representation of our subject-object construction (and 
in turn, discover which abstracts were related to which disorders), the PMID/abstract 
output file was searched against the ontology tree file, and positive matches sent to 
output in a network tool-readable edge list. 

For this purpose, we wrote a custom program in Java (Virtual Machine; JVM) us-
ing the Eclipse IDE software tool [12].  The search algorithm utilized was literal, 
searching explicitly through the corpus file for disorder key words.  As output, the 
algorithm generated an edge list file, with each line being an edge, the left node being 
the PMID, and the right node being the disorder topic that the matching key term was 
mapped to in the ontology tree file. 

Of remark is that our algorithm was able to avoid parallel edges while constructing 
an edge list:  Should the above document have contained cfs, cfids, and chronic fati-
gue, our algorithm will only output the pair 99999999,chronic_fatigue_syndrome 
once. This referential integrity was enforced by creating a step where JVM would 
store the previous keyword term match and refuse to generate a duplicate edge if the 
previous key term’s parent diagnosis matched any other key term while the algorithm 
was searching for key terms of that particular diagnosis in that particular abstract. 

2.4 Graph Preparation 

The graph was prepared for diagramming as an undirected, unweighted network.  In 
addition, the graph, while not explicitly bipartite as stated in the edge list, was of a 
bipartite topology (refer to Figures 2 and 3 for details). 
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2.5 Graph Visualization and Metrics 

The Sci2 software tool (v1.1b) [13] was utilized for initial visualization and metrics 
computing.  Specifically, the DrL layout within Sci2 [14] was used in order to gravi-
tate the node positions for better viewing.  Sci2 was then used to compute degree 
centrality measures for publications and disorders. 

Correlations between degree measures were performed by exporting Sci2-
generated data tables into Microsoft Excel [15] and analyzing and plotting the data in 
Excel for the histograms as well as for the disorder degree-rank scatter plot.  Power 
analysis and regressions were performed in SAS v9.4 [16].    

3 Results and Conclusions 

3.1 Match Rates 

Match Rate of Publications. Recall from our abstract that we searched 10,488 pa-
pers (i.e., the result set returned from Brain Research as [journal] term in PubMed, 
with the range set to past 10 years, and papers that only have available abstracts).  
5,269 relationships were established between topics and publications.  We noted that 
4,163 papers (39.7%) had abstracts that matched the key terms in our ontology, yield-
ing a corresponding miss rate of 60.3%.   However, due to the limited terminology 
set of the current ontology tree, we chose to use graph analysis for the sub-corpus of 
publications whose abstracts did match our tree. 

One must nonetheless realize that the low match rate, despite our best efforts in 
engineering the ontology for matching documents, may point to a disconnect (or 
knowledge gap) between science and medicine.  On the other hand, there exists the 
possibility that many studies are carried out in order to study the normal functioning 
in the CNS (as opposed to disorder or pathology). 

Disorder-Terminology Match Rate. Out of the 96 disorders found in the CNS sec-
tion of the Merck Manual, 68 of these matched with publications via our ontology 
tree, yielding a disorder match rate of 70.8%. 

3.2 Network Visualization 

Network visualization yielded 9 graph components, with the giant component holding 
99.6% of all nodes.  Therefore, only the giant component is visualized in Figure 2. 
 
Remarks on Visual Topology. In our network graph (Figure 2), it is visually clear 
that a relatively small proportion of disorders studied held a wide amount of publica-
tion attention, while most disorders held relatively little attention. Some disorders in 
this layout appear to cluster via having many shared publications. For example, it is 
clearly visible in Figure 2 that the entity stroke is well linked with tbi (traumatic brain 
injury).  This particular linkage is viewed more closely in Figure 3. 
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Fig. 2. Graph visualization of a majority of network giant component, performed using the DrL 
algorithm in the Sci2 Tool.  Some high-profile disorders (Degree Centrality > 100) are hig-
hlighted by visible text labels.  Most remaining disorders are highlighted by slightly larger 
node circles. 

 
Nonetheless, the linkage model must be viewed with some degree of suspicion, as 

stroke was found to be linked to 482 publications and TBI to 143.  Therefore, while it 
was possible in theory to have 143 mutual matches between the two disorders, only 
12 were observed, as seen in Figure 3. 
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Fig. 3. Close-up view of two disorders our visualization and algorithm imply to be closely 
related. In this example, we see the entities stroke and tbi (traumatic brain injury) linked to each 
other by multiple publications, noted by their PMIDs. 

3.3 Results of Graph Analysis 

Regression of Ranking: Disorder Degree Centrality.  In order to confirm the hy-
pothesis of logarithmic distribution upon disorder degree rank, we transformed degree 
by log (base 10) function and then regressed against degree rank.   

SAS returned a single variable power of disorder degree of > 0.999 at a = 0.05 for 
the series of disorder degrees.  Single-factor ANOVA resulted in an F-value of 
6710.15 (df = 66), and Pr > F was < 0.0001.  The R-squared (RSQ) value for the 
regression was 0.990.  P values for the slope and intercept of regression were both < 
0.0001 (t stat = 132.19 for intercept and t stat = -81.92 for slope, respectively).  Such 
a strong fit in the context of this linear-logarithmic transformation suggests a Pareto 
Type-2 distribution [6] and elements of Barabasi's theory of scale-free deterministic 
distributions [5] within the knowledge domain (neuroscience) at study. 
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be of fault; the ontology must, in our opinions, be widened.  The idea of full-text 
searching is also not to be excluded.  Furthermore, there may exist large number of 
publications that do not explicitly describe CNS disorders per se, but normal function-
ing of the CNS; these publications would therefore evade any classification of disord-
ers.  Knowledge may also be gained by searching for related laboratory-to-clinic 
terminology; one example that was already used in the authors' ontology tree was the 
association of the terms nociceptor and nociception with pain disorders.  Further 
discussion of improvements to the ontology is discussed in Section 5 of this report. 

It also cannot be ignored that 28 out of 96 (i.e., 29.2%) of disorders, as mapped to 
their key terms with our ontology, did not match any of the publications.  Along with 
the strong evidence for scale-free distributions by ranking [7], these non-matched 
disorders should be analyzed for epidemiological rates to determine if there exists true 
author-based or otherwise sociological bias against such disorders. 

4.2 Distorted Distributions and Social Phenomenon 

We required non-linear regression in topic ranking studies and exponential binning 
for frequencies in our publication topic distribution models; thus, our data supports 
some aspects of supporting social network patterning [5-7]. 

Classic co-authorship infometrics studies (ones that link papers to authors in simi-
lar networks) have shown that there exists` preferential attachment, that is, authors 
will preferentially attach to other authors who have had prior success publishing [6, 
17]. Such co-authorship networks usually show power law (or power law-type) distri-
butions and rankings of node degree, including the Pareto Type II distribution seen in 
our disorder-to-publication network.  It follows, that we can properly speculate there 
is a preferential attachment of publications (and their authors) to certain topics.  The 
ranking model (Figure 4) showed strong evidence for this hypothesis; we may certain-
ly postulate from our data that neuroscience researchers tend to attach to established 
disorders, and quite possibly, to each other given the human-social foundations of 
attachment proposed by Frasco et al [7].  Nonetheless, we see that there was a great 
degree of specialization and again the potential for a scale-free [5] distribution.  Such 
conclusion is supported in Figure 6, the drop in topics covered by any single publica-
tion is a steep logarithmic curve. 

 
Ramifications of a Partial Log-Z-Normal Distribution in Disorder Degree. How-
ever, the explicit frequency model of disorder degree analysis (Figure 5) showed ele-
ments of both a log-Z-normal distribution (with peaks coinciding with values of 8 to 
148 publications per disorder forming a bell curve-type shape in the exponential dis-
tribution in Figure 5) and a long-tailed [6] distribution, with the initial peak consisting 
zero and one matched publications.  The former bell-like peak shows that there is a 
concentration of disorder study in more modest disorders, particularly given that the 
frequencies are scaled in a linear-normal fashion despite exponential binning. 
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5 Future Directions 

5.1 Planned Studies: This Network; Improvements to Controlled Vocabulary 

It is very important to note that the ontology (specifically, that of disorder-key 
term(s)) has not been curated by medical practitioners who deal with the CNS.  We 
wish to subject the aforementioned ontology to validation by a panel of expert clini-
cians and researchers, possibly with a classical expert index card sort [18].  Such 
validation is likely to result in modest but significant modifications to this network 
based on explicit search terminology used. 

We then wish to evaluate the ability of the revised network to draw conclusions on 
the interactions of humans with clinical information using a human survey project that 
will record the opinions of clinicians and researchers as they pertain to their beliefs on 
the importance of their own sub-fields of neuroscience and neurology.  Finally, we 
intend on allowing consumers of healthcare (i.e., the lay public) to interact with this 
network map and discover how it changes (or reinforces) their perceptions of particu-
lar CNS disorders. 

5.2 Study of Non-pathological CNS Function 

A high non-match rate between our controlled vocabulary and the corpus of abstracts 
warrants further searching; we may in the future create a node entity of non-
pathological, assign it key terms as we did with the 96 disorders, and re-perform our 
network visualization and analyses.   

5.3 Recommendations: Use of Ontology and Algorithm as a Framework 

With various ontologies commonly used as a framework in various information 
science applications, it is clear that this ontology (or a revised version thereof) ought 
to be used as a framework for the future study of CNS disorders.  While we have 
only applied our ontology to relatively recent articles from Brain Research, studies of 
the resulting network over time (e.g., by comparison to similar networks generated for 
other publication time periods) would be of great interest.  Furthermore, the ontology 
may be applied outside of Brain Research for the purpose of engineering knowledge 
from any corpus of documents that are CNS-related. 
 
Potential for a Disorder Similarity Network. By viewing the links of publications 
between two given disorders, one may speculate as to how closely they are related 
(please refer back to Figure 4).  For such similarity scores to be valid, however, we 
would require more disorder terminology (i.e., a higher N) for better publication 
match rates. 

Creating Frameworks for Consumer Studies and Consumer Applications. As 
implied in Section 5.1, this ontology may help create a framework specifically for 
health consumer studies, engineering consumer-centered knowledge of the basic re-
search sciences.  It is also possible that such ontology may be useful in the context of 
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electronic medical records (EMRs) for semantic analysis of consumers’ self-reported 
health information in order to extract information regarding potential disorders that 
may be of concern to the consumers and their clinicians. 
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Abstract. Faced with life stress and peer competition, middle-aged adults in-
creasingly are lacking happiness and well-being. The address this problem, this 
research studied current mobile applications for wellbeing and perceptions of 
Subjective Wellbeing (SWB) among middle-aged adults. In this study, ques-
tionnaires were administered with 100 middle-aged adults (aged 35-55) to un-
derstand their status quo of SWB, including the element of positive/negative  
affect, life satisfaction, as well as flourishing (i.e., overall life wellbeing). In the 
questionnaire, events that influenced the positive/negative affect were also in-
vestigated. Results of the study showed that the ratings for all SWB elements 
were at the average level and that they were positively correlated. Results also 
indicated that current wellbeing mobile applications did not have much effect 
on enhancing SWB. Results revealed that family relationships and job and life 
achievements were the key drivers for positive and negative affect. The out-
come of the study made design recommendations for mobile applications for 
improving the SWB of middle-aged adults. 

Keywords: Subjective wellbeing, middle-aged adults, mobile application. 

1 Introduction 

The Subjective Well-being (SWB) of middle-aged adults is generally low, which 
might be due to the breeding of children and parents, job and pressure from peer 
competition, etc. Middle-aged adults aged 35-50 stay at the lowest level of satisfac-
tion [1]. Middle-aged adults are also in a state of “loss” (e.g., decline of physiological 
condition) and “gain” (e.g., enhancement in self-control capability) [2]. Jaques is the 
first person coining the term, “midlife crisis,” happening among people in the middle 
age period [3]. Middle-aged adults generally are not satisfied with their current life 
situations [4]. The world happiness report found that among all ages, the subjective 
well-being of the middle-aged adults is the lowest [5].  

Middle-aged adults have an important role in the entire social economy. Their 
well-being is therefore becoming critical to the status of economy. In fact, the suicide 
rate of middle-aged Americans increased 28% from 1999 to 2010 [6]. Research 
showed that large living pressure and depressive symptoms are probably the  
leading factors [7]. Meanwhile, economists start to investigate the correlation between 
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national policy and indicators for happiness [8] [9] [10]. Additionally, from the point 
of view of psychological and social science, a correlation exists between children’s 
success and parents’ well-being [11].To summarize, it is clear that the issue of low 
subjective well-being of middle-aged adults needs to be solved urgently.  

With the advances of the mobile technology, people, including middle-aged adults 
use the Internet and smartphones to share their feeling and things they encountered 
with their relatives and friends. In fact, the need for improving the wellbe-
ing/happiness of the public had got the attention from the industry and the academia. 
Studies were conducted and products were developed. For example, it was shown that 
using gaming and virtual reality could enhance wellbeing and happiness. Software 
and mobile applications (apps) were developed to make wellbeing/happiness happen 
among the users (e.g., Happiness Quotes, Well-Being Plus, and Happiness Live Wall-
paper, etc.) [12].  

SWB is a multi-dimensional concept, formed by affective components, cognitive 
components [13] [14], and flourishing (FS) [16]. In the literature, SWB and happiness 
are used interchangeably as they carried similar meanings. Little research has been 
done to verify the effectiveness of the mobile wellbeing apps in enhancing an individ-
ual’s well-being from the perspective of user experience. Moreover, most of the well-
being apps are not developed based on scientific evidence. Thus, the aim of this study 
was threefold:  

(1) Examine the effectiveness of current mobile wellbeing apps with positive psy-
chology literature. 

(2) Evaluate the effectiveness of the current mobile wellbeing apps with middle-aged 
users 

(3) Explore design possibilities for mobile wellbeing apps for the middle-aged 
adults.   

2 Literature Review 

2.1 Measurement of Enduring Happiness 

Happiness (enduring happiness) = S + C + V [16]. S represents gene and cannot be 
changed by an individual. C represents an individual’s living environment (the exter-
nal environment), which includes social economic status, marital status, health, in-
come and sex life, etc. V represents voluntary control factors. This is psychological 
strength that can be controlled actively, for example, concept and action, things re-
lated value, a view of life your life, habit of thinking social connection, understanding 
on things and capability to face and handle things, etc. From the view point of this 
equation, it is clear that for SWB, S in the equation cannot be changed. C is circums-
tance of life, which might fluctuate from time to time and vary from people to people. 
To enable the well-being of middle-aged adults, V might be the component that  
designers can leverage in the design of mobile apps. 
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2.2 Measurement of Subjective Well-Being 

Wellbeing is defined as the state of being comfortable, healthy, or happy. Seligman 
[28] indicated that the best measurement standard of well-being is flourishing. Flou-
rishing briefly defines that a psychologically healthy adult will own a high level of 
emotion well-being [18] and thus feeling happy and satisfied, and is purposive in 
viewing his/her own life. With respect to SWB, according to Diener [14] [15], it re-
fers to how people experience the quality of their lives and includes both emotional 
reactions and cognitive judgments. SWB is consisted of positive affect (PA)/negative 
affective (NA), life satisfaction (LS), and flourishing (FS). From research, SWB equa-
tions developed with the adding of the concept of flourishing (FS). In this present 
study, Diener’s definition of SWB was adopted to guide the evaluation of current 
mobile apps as it explains SWB more broadly. 

2.3 Wellbeing and Middle-Aged Adults 

Well-being is very important for middle-aged adults. From the physiological perspec-
tive, individuals with low cortisol content always have high-level positive affect [21]. 
Adults males have an increasing NA and high cortisol in the morning while low corti-
sol and relatively high PA in the afternoon. On the contrary, adult females show a 
decreased NA and an increased PA in the morning [22]. In addition, Gomez et al [23] 
showed that there is a strong correlation (one kind of personality trait, the trait will be 
more NA) between neuroticism and SWB. Among different age levels, middle-aged 
adults are more affected by negative life event for their SWB as compared to the old-
aged adults. Fortunately, with regard to relevance between age of middle-aged people 
and Well-being, NA declines along with increase in age. The average correlation 
coefficient very low between the PA and NA (PA r = -0.03, NA r = -0.01), the age 
factor represents only explain less than 1% of the difference [24]. 

2.4 Recent Studies on Enhancing Wellbeing 

In recent years, lots of studies were conducted on how to enhance Well-being. For 
instance, investigate possibility of influence of technology-mediated reflection (MRT) 
on well-being, establish an Echo, as well as use a Smartphone application to record 
everyday well-being and then make response by the system [12]. Some use therapeu-
tic writing intervention method to ask to incubate sacred moments within three weeks, 
and the result shows that significant effect can be achieved in SWB related assess-
ment [26]. In addition, for PA among elements of well-being and in the perspective of 
how the mental state affects the physiological health, the pain of Ankylosing Spondy-
litis [27] can be surmounted through 10 minutes of laughing. 

3 Methodology 

3.1 Research Approach 

The purpose of this study was to propose design recommendations for mobile applica-
tions. It was achieved by the following four steps (Figure 1): 
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(1) Identify the relationships among the wellbeing elements (PA/NA, LS, and FS) 
existing in the middle-aged adult population. 

(2) Investigate the events leading to PA and NA from the viewpoint of middle-
aged adults 

(3) Analyze the effectiveness of current mobile wellbeing apps with the literature. 
(4) Investigate users’ perceptions of PA/NA, LS, and FS after using the current 

mobile wellbeing apps. 

 

 
 
 
 
 
 
 

Fig. 1. Research approach 

3.2 Participants 

Convenience sampling was used in this study. One hundred middle-aged adults (50 
males, and 50 females) were recruited to fill out the questionnaire the (with the 
PA/NA, LS, and FS scales). The mean age of the male participants was 42.74 (SD = 
5.5). The mean age of the female participants was 42.55 (SD = 5.38). The proportion 
distribution of the age was 35-39 (29%), 40-44 (37%), 45-49 (18%) and 50-55 (16%). 
The questionnaire was administered in public space, such as train stations, shops and 
fast-food restaurants in the Tainan and Chiayi cities in Taiwan. In addition, snowball 
sampling was used to recruit participants. Eight volunteered married middle-aged 
adults agreed to evaluate our selected wellbeing mobile apps. The age range is 35 to 
55 years old. 

3.3 Procedure 

This research contains Part A, the questionnaire (including open-ended and close-
ended questions) and Part B, the selection process of mobile apps, and Part C, the user 
evaluation of mobile apps. 

• Session 1: Investigations of the wellbeing status (close-ended questions) and events 
leading to the PA and NA (open-ended questions). The researcher sent paper ques-
tionnaires (including electronic questionnaires, http://www.mysurvey.tw/) to people 
in public space. Through two-week data collection, 112 samples were recruited. After 
removing invalid samples, 100 effective samples are left. 

• Session 2 (the selection of mobile apps): Mobile apps related to well-being were 
search in the Android play store. Only popular mobile apps were included in this 

Relationships among PA/NA/LS/FS 

Events leading to PA and NA

Evaluation of current wellbeing applications 

User perception of wellbeing apps on PA/NA/LS/FS 

Wellbeing mobile 
application design 



 Identifying Mobile Application Design 293 

 

study. The selection criteria were (1) key word search (wellbeing and happiness), and 
the number of application downloads and user ratings. The mobile apps used in this 
study were shown in Table 1. 
 

• Session 3 (user feedback on current welling apps): The selected mobile apps were 
installed into a smart phone, each of which was demonstrated to the participants. Par-
ticipants were allowed to use as much time as they needed to manipulate the apps. 
After the manipulation of every app, participants were asked to provide a score (1 to 
5, low to high) for PA, LS, and FS, individually. Participants were also required to 
provide simple explanations on their ratings.  

Table 1. Six well-being apps receiving the highest reviews and # of download (Source: the 
Android play store) 

Type/ 
Category 

App Name Description 
Review (out of 5) 
(# of downloads) 

Recording 
Secret of 

Happiness 

Enter 3 good things into the app right 
after you get up in the morning and just 
before you hit the bed in the night. 
Repeating it for 30 days will train your 
brain to think positively. 

4.3  
(50,000 - 100,000) 

Planning 
Happy Ha-
bits: Choose 
Happiness 

This app uses the techniques of cogni-
tive-behavioral therapy (CBT) and 
provides you with detailed results and 
suggestions to affect happiness. 

4.4 
(10,000 - 50,000) 

Quotes 
Happiness 

Quotes 

Save your favorite quotes for later view-
ing. Share via Facebook, Twitter, SMS, 
email and all your social apps. 

4.4 
(10,000 - 50,000) 

Meditation 
Simply Being 

Guided 
Meditation 

It allows you to choose from 4 medita-
tion times and gives you to option to 
listen with/without music/nature sounds. 

4.3 
(10,000 - 50,000) 

Tips 
101 How To 

Be Happy 
Tips 

The simple solution is these 101 quick, 
easy and free happiness ways to make 
you feel happy right now. 

4.4 
(100,000 - 500,000) 

Moments 
Share 

Moments 
- Making You 

Happier 

Use photos, voice and/or text to capture 
beautiful happy moments as they hap-
pen. 

4.7 
(1,000 - 5,000) 

3.4 Instrument 

Open-ended and close-ended type questions were used: 

• Events leading to positive/negative affect (open-ended questions): There were 2 
questions included in the questionnaire, one asking participants to list 2 events 
leading to positive affect, and the other asking participants to list 2 events leading 
to negative affect in the past 4 weeks. 
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• Measurements of PA/NA/LS/FS (close-ended questions): The close-ended ques-
tions included questions from: (1) the scale of Positive/Negative Experience 
(SPANE) [19], to know middle-age people’s past experiences in positive affect and 
negative affect of SWB; (2) the satisfaction with life scale (LS) [20], designed to 
measure individual life satisfaction. This score represents the level of satisfaction 
of an individual on his/her own life; (3) the flourishing scale [19], designed to 
measure the individual self-perceived success in differing area. This score 
represents the number of psychological resources and strengths available for an in-
dividual. 

3.5 Data Analysis 

• Events leading to positive/negative affect (open-ended questions): In this re-
search, Affinity Diagram is used for categorization and analysis in an attempt to un-
derstand what events lead to the PA and NA of middle-aged adults. 
• Measurements of PA/NA/LS/FS (close-ended questions): For close-ended ques-
tions, Pearson correlation analysis of SPSS software is used to understand the correla-
tion among key elements of PA, NA, LS and FS for well-being of middle-aged adults. 

4 Results 

4.1 The Wellbeing Status Quo: PA/NA/ FS/LS 

The average scores for PA/NA/LS/FS are as following: SPANE: The mean score is 
1.104 (SD=6.69), close to the mean zero. Such result indicates middle-aged group is 
in a moderate state of affect. Overall, their affect was neither too positive nor too 
negative in the past four weeks. LS: All items score M=4.88, SD=6.85. FS: Every 
participant scores M=43.22. 

The correlation among Gender and FS, Marriage and FS, Marriage and Age, 
SPANE and Age is very low or of non-existence, for the detailed score, please see 
Table2. SPANE and LS were moderate positive correlation, r=.526, p<0.01. SPANE 
and FS were moderate positive correlation, r=.539, p<0.01. LS and FS were high 
positive correlation, r=.680, p<0.01. Therefore, the key elements PA/NA, LS and FS 
of SWB are of high or middle correlation to each other. 

Table 2. Results of the correlation analysis of the questionnaire 

Variable Gender Marriage Age SPANE LS FS 

Gender 1 -.173 -.010 -.126 -.147 -.234* 
Marriage  1 .168 .154 .185 .293* 

Age   1 .205* .103 .122 
SPANE    1 .526* .539* 

LS     1 .680* 
FS      1 

* denotes p < .05. 
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4.2 Affinity Diagrams of PA/NA 

Open-Ended Question Items: after summarizing participants’ answers and imple-
menting affinity diagram, following results are obtained (Table 3): 

180 events resulting in positive affect and 157events resulting in negative affect are 
collected. The following includes top three positive and negative events ranked in 
terms of percentage in the table3. Other events leading to positive affect are: Stay and 
interaction with friends (7.6%), help or serve for others (6.5%), accomplishment of 
something, and the feeling of achievement in the work (5.9%), full of hope to the 
future (1.8%), unexpected happiness (1.8%) and others (8.8%). Other events leading 
to negative affect are: Unfortunate things on relatives and friends (7.6%), friction with 
others or displeasure (7%), illness on the body (6.3%), others (including dissatisfac-
tion on politics and policy, viewing of negative news, dissatisfaction on unfair things 
in the society, 22.9%). 

Table 3. Top three positive and negative event categories 

Positive events Percentage Negative events Percentage 

Family relation 38.8% Family relation 30.0% 
Relaxation & satisfaction 

from leisure activities 
17.6% Work problem 14.7% 

Security sense from stable 
economy, job & income 

11.2% 
Pressure from  

environment/self 
11.5% 

4.3 User Feedback on Current Mobile Apps 

Apps with the highest number of download and the highest review scores among all 
categories were selected and shown in front of 8 middle-aged adults. Questions for 
the level of PA, LS, as well as FS after using the given apps were asked. The ratings 
are shown in the following (Table 4): 

Table 4. User feedback on six popular mobile apps 

App Name 
Average score results (out of 5) 

Rank 
PA LS FS 

Secret Of Happiness 3.9(SD=0.62) 3.8(SD=0.64) 3.9(SD=0.64) 1 
Happy Habits: Choose Happiness 3.3(SD=0.43) 3.5(SD=0.62) 3.9(SD=0.53) 2 
Simply Being Guided Meditation 3.3(SD=1.10) 3.3(SD=1.06) 3.5(SD=0.89) 3 
Moments - Making you happier! 3.2(SD=0.58) 3.3(SD=0.64) 3.4(SD=0.71) 4 

101 How To Be Happy Tips 3.0(SD=0.62) 3.4(SD=0.71) 3.2(SD=0.71) 5 
Happiness Quotes 2.9(SD=0.57) 2.9(SD=0.69) 2.8(SD=0.34) 6 

Average scores 3.3(SD=0.35) 3.4(SD=0.29) 3.5(SD=0.42)  



296 S.-C. Lee, Y.-H. Hung, and F.-G. Wu 

 

5 Discussion 

There are lots of rooms in PA/NA, LS and FS for improvement. In this research, it 
was understood that middle-aged adults has medium value of SPANE (M=1.104, 
SD=6.69), and the emotion of middle-aged adults is not so positive. For LS, the score 
of all items M=4.88, SD=6.85, which represents that our participants feel slightly 
satisfied on their life. Finally, the result of FS issues (M=5.4, SD=7.9) shows that 
middle-aged adults have some psychological resources and strengths. 

According to the result of Pearson correlation analysis that we can find elements of 
SWB (PA / NA, LS and FS) showed moderate or high positive correlation with each 
other. That is; when middle-aged adults have more positive affect, FS within them 
will be expected to be higher. If FS is high, LS will not be low either. If the middle-
aged adults have more positive affect in their daily life, their life satisfaction will be 
higher. 

5.1 Affinity Diagram for Events Leading to Positive and Negative Affect 

Affinity diagram analysis results lead us to the events leading to positive and negative 
affect. In the family and family member items (38.8%) among the events leading to 
positive affect, “things related to children” occupy a percentage about 22.5%, and 
such data shows that for middle-aged adults, family is the major source affecting the 
positive affect, and it is especially true in children. After summarizing events leading 
to the negative affect of middle-aged adults, some belong to external environment 
(The part of circumstance of your life in the equation), for example, economic reces-
sion, expectation of stable job and the pressure causing by low income and high ex-
pense, since they are not within self-controllable range because they involve too many 
variables, hence, they will not be investigated for design direction in this research. 

5.2 User Perceptions on Mobile Wellbeing Applications  

In addition, after real operation test performed on well-being application currently 
available in the market, it was found that the real effectiveness of apps is low. Be-
sides, current apps are more or less of indirect type. Among the SWB key elements, 
PA/NA (M=3.3, SD=0.35), LS (M=3.4, SD=0.29) and FS (M=3.5, SD=0.42) have 
very uniform score, that is, no single element showed high or low scores. It was also 
found that the apps (ranked from #1 to #3 in Table 1) have relatively higher score in 
the FS element, showing that the middle-aged participants concerned with self-
development, work, life, fulfillment, purpose, and meaning, rather than short-term 
happiness. In addition, some participants mentioned that they did not have high inten-
tion or motivation using the apps that simply provide tips and happiness quotes. Some 
indicated that these tips and quotes were too general and did not reflect and fit their 
life situations. Some participants suggested that mobile apps should help them keep 
track on their children’s status and show relationships growing among family mem-
bers, etc. Some participants cared more about their work pressure and suggested that 
mobile apps should help them relieve from work pressure.  
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5.3 Recommendations for the Mobile Application Design for Wellbeing 

According to the results and the analysis of the questionnaire, the following mobile 
application design recommendations for middle-aged adults are summarized: 

• Mobile apps for wellbeing do not necessarily need to address the differences of 
gender, age, and marital status. 

• Family connections/communications should be emphasized, especially building 
relationships with children.  

• Mobile apps designed to help manage/fulfill leisure activities are likely to make 
positive affect happen. 

• Mobile apps designed to demonstrate or reflect work/job achievement would ena-
ble positive affect and sense of wellbeing. 

• Mobile apps that help enable interactions and maintain relationships with close 
friends are expected to be appreciated by the middle-aged adults. 

• Mobile apps that provide flexibilities to store family moments and events would 
help the middle-aged adults develop a sense of wellbeing. 

• Mobile apps that are designed to help relieve life pressure are desired. 
• Old school quotes/tips were not generally appreciated. Mobile apps could provide 

hands-on tips that help middle-aged adults manage/develop family/friend relation-
ships, or work achievements, or options to build leisure activities. 

• Mobile apps that attempt to demonstrate an individual’s wellbeing status quo 
should use easy questions or criteria to collect user data. 

6 Conclusions 

The purpose of this study was to (1) examine the effectiveness of current mobile 
wellbeing apps with positive psychology literature, (2) evaluate the effectiveness of 
the current mobile wellbeing apps with middle-aged users, and (3) explore design 
possibilities for mobile wellbeing apps for the middle-aged adults. Questionnaires 
were distributed and administered with 100 middle-aged adults in the public space. 
The wellbeing status (consisting of scores of PA/NA, LS, and FS) and the life events 
leading to positive and negative affect were investigated. User evaluations of 6 popu-
lar wellbeing mobile apps were also conducted. Results of the questionnaire indicated 
that the average scores for PA, NA, LS and FS for the middle-aged participants were 
around the medium level, meaning that their wellbeing status may be merely accepta-
ble, thus, having room for improvement. In addition, our study also found that mid-
dle-aged adults generally had pressure from differing sources, e.g., family, work, 
economy, life achievement/fulfillment, and deteriorations of body and physical capa-
bilities, etc. The user evaluation for six popular mobile apps for wellbeing showed 
that providing old school tips to users was considered inappropriate in leading people 
to wellbeing; guiding people to develop good habits was also considered an indirect 
way to enhance wellbeing as it deviate from the major life concerns of middle-aged 
adults. Thus, to improve the wellbeing/happiness status quo of middle-aged adults,  
 



298 S.-C. Lee, Y.-H. Hung, and F.-G. Wu 

 

pressure management or psychologically relief from the tension of family relation-
ships and workload becomes design directions and also a challenge for mobile app 
designers. Future research is required on the motivation and adoption issues of well-
being mobile apps. The outcomes of this study may be limited by the small sample 
size. It is our expectation that the wellbeing mobile design communities can benefit 
from our research outcomes. 
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Abstract. The aim of this work is the design and the development of an ICT 
platform integrating advanced Natural User Interface technologies for multi-
domain Cognitive Rehabilitation without the direct physician involvement to 
the rehabilitation session. The platform is made up of a set-top-box connected 
to a TV monitor, a Microsoft Kinect RGB-D sensor and a (optional) WWS 
Smartex e-shirt for clinical signs monitoring. 

Customized algorithms for calibration, people segmentation, body skeletoni-
zation and hands tracking through the RGB-D sensor have been implemented in 
order to infer knowledge about the reaction of the end-user to the Graphical Us-
er Interface designed for specific cognitive domains. For proper interaction, 
gestures of Alzheimer Disease’s patients are acquired by Microsoft Kinect in 
the nominal functioning range, allowing 100% hands detection rate, useful for 
an error free human-machine interaction. 

Keywords: Natural User Interface, Active Vision System, Cognitive  
Rehabilitation. 

1 Introduction 

In the recent years, the phenomenon of ageing population is receiving increasing at-
tention mainly for healthcare and social impacts, so a great effort has been addressed 
by the scientific community in order to provide specific enabling solutions.  Alzhei-
mer's Disease (AD) is a chronic neuro-degenerative disease (dementia) in which the 
first symptom is a slowly increasing memory loss. As the disease progresses, the brain 
deteriorates more rapidly with apparent cognitive limits. 

Several scientific publications [1-5] highlight the usefulness and importance of 
Cognitive Rehabilitation (CR) in the treatment of patients with dementia. In order to 
increase the chances of an appropriate care, the development of a cost-effective home-
care service with CR functionalities could be very useful. Moreover, although educa-
tion and ICT skills level among the elderly is often low, various pilot studies on small 
samples show that ICT tools are accepted improving quality of life and increasing the 
permanence at home. In the field of healthcare, technologies such as virtual reality, 
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augmented reality and serious games have being applied for long time, including cog-
nitive training and rehabilitation [6-8]. 

Virtual reality offers training environments in which human cognitive and func-
tional performance can be accurately assessed and rehabilitated [9-10]. On the other 
hand, augmented reality provides safer and more intuitive interaction techniques al-
lowing interaction with 3D objects in real world [11-12]. In this scenario social com-
munication channels (natural speech, para-language, etc.) are not blocked, breaking 
down mental barriers applying such a technology to specific problems or disabilities. 
New solutions for cognitive assistance based on serious games have been imple-
mented: in the field of CR commercial products (Nintendo’s Brain Age, Big Brain 
Academy, etc.) have been tuned as educational tools helping to slow the decline of 
AD [13-16]. 

More recently, the large diffusion of interaction devices enabling body movements 
to control systems have been investigated, with specific focus on ICT technologies for 
natural interaction. Microsoft Kinect is the state-of-the-art [17] as device for body 
movements acquisition and gesture recognition; the effects of this kind of technology 
for rehabilitation purposes is widely investigated [18,19]. 

In this paper, a Natural User Interace (NUI) platform for remote CR has been de-
signed with the aim to support AD patients during the rehabilitation pratice without 
the presence of any caregiver. A new hands tracking filter has been implemented with 
the aim to overcome the well-known limitations of the royalties-free NUI middleware 
architecture used in the platform.  

The paper is organized as follows. Section 2 presents the overall implemented plat-
form with specific focus on the rehabilitation practice in a cognitive multi-domain 
scenario. Section 3 presents the HCI methodology in which the customized hand 
tracking filter is described. Section 4 presents the evaluation of the proposed system 
on real data in different scenarios.   

2 Platform Overview 

The developed ICT platform provides a system for Cognitive Home Rehabilitation  
(called AL.TR.U.I.S.M.) through a customized Virtual Personal Trainer (VPT) allow-
ing the patients to perform the rehabilitation practice at home. The platform gives the 
opportunity to perform the cognitive therapy without the presence of a caregiver. 
Details about the platform are in the following. 

2.1 AL.TR.U.I.S.M. Platform Architecture 

The CR platform is made up of a set-top-box connected to a TV monitor with Internet 
connection, a Microsoft Kinect RGB-D sensor for human body tracking and gesture 
recognition and a (optional) WWS Smartex e-shirt [20] with textile electrodes for 
clinical signs monitoring (Fig. 1). 

 



302 A. Leone, A. Caroppo, and P. Siciliano 

 

 

Fig. 1. AL.TR.U.I.S.M. platform overview 

The left hand side part of the Fig. 1 shows the hardware equipments in which the 
set-top-box (a commercial embedded pc) is the gateway able to automatically down-
loads sequences of exercises from a remote server through the internet connection. 
The system provides a web-based platform that allows the physician to customize 
directly the therapy: this process is a highly innovative compared to existing systems 
[21-22] as the caregiver/physician defines a specific sequence of exercises (the thera-
peutic session) according to the residual abilities of the patient. 

In order to infer more knowledge during the rehabilitation activities, the main clin-
ical parameters (heart-rate, breathe-rate, electrocardiogram, etc.) are monitored by 
wearing the WWS Smartex e-shirt that integrates several sensing devices for biomed-
ical applications. Through a Bluetooth radio link with the platform, each useful clini-
cal parameter provided by the WWS device is stored on the set-top-box and, then sent 
to the physician with a multi-modal paradigm for clinical evaluations. Moreover, the 
platform integrates streaming functionalities allowing visual/audio recording for post-
verification or online feedback to the physician which is able to follows the execution 
of the exercises from a remote architecture. From this perspective, the physi-
cian/psychologist of the reference center could communicate to the patients through a 
remote connection and then monitor the progress or trouble in the execution of the 
different required tasks. At the end of the rehabilitation session, the central platform 
collects different kinds of data locally stored on the set-top-box. An ad-hoc multi-
modal messaging procedure (e-mail, SMS, App, …) is performed and relevant data 
are sent to the physician allowing instant verification of the performance through an 
easy-to-use Graphical User Interface (GUI). 

2.2 Multi-domain Cognitive Rehabilitation Practice  

On the basis of the severity of cognitive impairment and residual skills of the target, 
the CR program provides specific categories of exercises, in order to assess specific 
domains of deficits. In order to make the system reliable, flexible and compliant with 
the international evaluation scales (Mini Mental State Examination [23]), few input  
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Fig. 2. Rehabilitation approach by gesture as Natural User Interface 

parameters need to be defined a-priori (execution time, maximum numbers of allowed 
errors, movement sensitivity). The platform provides sixteen different exercises be-
longing to the following cognitive domains: 

• Orientation (temporal, personnel and spatial) 
• Memory (topographic, verbal and visual) 
• Attention (hearing and visual) 
• Categorization 
• Verbal fluency 
• Logic 

In order to allow an appropriate display of every exercise and become independent 
from the specific output device (digital monitor, HD TV, …) a software module for 
the best video rendering is implemented. The definition of graphics objects displayed 
on the GUI has been designed according to the principles of ergonomics, usability and 
acceptability as referred in ISO/IEC 2001a [24]. 

3 Contact-Less Natural User Interface for Cognitive 
Rehabilitation 

Each exercise is performed via a multi-modal contact-less NUI (Fig. 2) available 
through the use of both the Microsoft Kinect device for gesture recognition and Mi-
crosoft Text-To-Speech engine (TTS) [25] for human voice synthesis (italian lan-
guage). The platform allows the user to interact with the GUI in a natural way without 
the use of a mouse or any kind of controller. The interaction is achieved by hand ges-
tures performed by the patient according to the ad-hoc designed GUI, compliant the 
specific CR exercise. From the functioning principle point of view, the Kinect device 
is a RGB-D camera integrating both a high resolution RGB camera (640480 at 30 
fps) and an infrared depth sensor (640480 at 30 fps), providing a metric reconstruc-
tion of a scene. The RGB-D device allows to capture mid-resolution depth and  
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Fig. 3. Accuracy of Microsoft Kinect by varing the distance between target and the optical 
centre of the device 

appearance information at high data rates (up to 30fps) for real-time functioning. The 
space resolution along the x and y axis is 3 mm at a depth of 2 meters, whereas the 
resolution of z-depth is 1 cm at the same depth. While increasing distance from  
the sensor, the accuracy decreases remaining within an acceptable range for people 
and hands tracking (Fig. 3). 

3.1 Gesture Recognition by Hand Tracking for Human Computer Interaction 

For the considered CR scenario, the upper part of the human body needs to be com-
pletely visible, avoiding situations in which large occlusions occur. As AD patient 
may have troubles moving the own hands, the procedure for hand tracking and ges-
ture recognition provided by the Microsoft Kinect SDK [26] may be affected by criti-
cal issues, for example when hands and body torso are overlapped. In particular, AD 
patient may not be able to move hands in a spatially extensive environment, so that 
the interaction with objects belonging to the GUI could be hard and the CR practice 
could be dramatically affected. In this context graphical objects are codified as “hid-
den buttons” able to discover the hovering time for specific end-user choices. The 
NUI procedure is depicted in Fig. 4. 

 

Fig. 4. Hand tracking procedure for contact-less natural user interaction 
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The skeletonization procedure provided by Microsoft Kinect SDK can be affected 
due to noise in the acquisition process so that the joint positions estimations can fail 
and the interaction with the GUI could be sometimes hard to handle. In order to over-
come this kind of issue, a noise reduction filter has been designed removing as much 
as possible noise from raw data. The suggested filter operates as a smoothing filter 
that overcome the performaces of the Holt Double Exponential Smoothing Filter 
(HDESF) [27] built in Microsoft Kinect SDK. The HDESF procedure reduces the 
jitters from skeletal joint data providing a smoothing effect with lower latency than 
other smoothing filter algorithms. The main issue with HDESF application is that 
Kinect sensor does not have sufficient resolution to ensure consistent accuracy of the 
tracked joints over time. Observing real data, the problem is apparent when different 
joints are overlapped. 

An improved smoothing algorithm has been designed, overcoming the perfor-
mance of  HDESF. From the analysis of the state of the art, the Exponential 
Weighted Moving Average Filter (EWMAF) [28] appears as the best trade-off be-
tween smoothing effect and jitter control. The EWMAF is given by the following 
formula: 

  1                    1 (1) 

where Xt is the 2D coordinate sample at a time period t, St is the smoothed statistic as 
simple weighted average of the previous observation Xt-1 and the previous smoothed 
statistic St-1. Generally, the setting of the initial smoothed value S1 is performed by 
averaging the first six samples, limiting the delay of the interaction. The coefficient α 
is constant smoothing factor between 0 and 1 and it represents the decreasing weight-
ing degree. Values of α close to 1 represents a lower smoothing effect, whereas values 
of α closer to 0 make a greater smoothing effect. Details about the best value of α are 
reported in Section 4. The last step of the hand tracking procedure involves the use of 
a function that allows to scale a joint’s position to the maximum width and height 
specified (in our case the maximum screen resolution). Moreover, the setting of spe-
cific scaling factors simplifies the interaction of the end-user with the GUI, according 
the residual movement hands abilities of the end-user. For this purpose, three different 
combinations of scaling values (corresponding to different movement hands abilities) 
are set as reported in Tab. 1. High values of scaling require a wider real movement of 
the hand to cover the entire spatial resolution of the GUI, while low values of scaling 
allow the natural interaction of the end-user that may not be able to move the hand in 
a spatially extensive. 

Table 1. Scaling parameters along the x axis and y axis of the screen  

Level of Accuracy Scale X Scale Y 
Low 0.6 0.4 

Medium 0.3 0.2 
High 0.15 0.1 
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4 Experimental Results and Discussion 

The experimental evaluation of the proposed platform was based on real-world se-
quences obtained during the execution of specific movements acquired by Microsoft 
Kinect operating in the range 1.5 m - 4.0 m. The platform is hosted on an embedded 
PC equipped with an Intel® Core i5 CPU. 

Since ground truth data for real-world image sequences is hard to obtain, according 
to the experimental section proposed in [29], the evaluation of hand tracking proce-
dure was made analyzing the hand trajectory on the “Visual Attention” exercise GUI. 
The hand trajectory is reported in Fig. 5 in which a loop gesture is represented: the blu 
line is referred to the hand movement by using HDESF, while the red line is referred 
to the trajectory achieved by applying the proposed EWMAF. By comparing the two 
trajectories, it is apparent that EWMAF reduces the jittering of the signal, removing 
spikes presented in the hand tracking returned by HDESF. The analysis of the trajec-
tories highlights the problems in some critical situations (yellow circle in Fig. 5): 
HDESF returns false paths that invalidate the process of graphic element selection, 
while the application of EWMAF allows the correct item selection by the end-user. 
The aforementioned issue may be negligible in gaming context, whereas in the consi-
dered CR scenario the consequences are apparent affecting the CR practice. A quan-
titative measurement of the performances can be carried out analyzing the difference 
between values calculated by a model (e.g. an ideal trajectory over the numbers 
placed on the board) and the tracked values recorded in the two previous cases.  
 

 

Fig. 5. Hand Trajectory obtained with HDESF (blu line) and EWMAF (red line) applications in 
“Visual Attention” exercise 
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For this purpose, a frequently used measure is the Root-Mean-Square Deviation 
(RMSD), that represents the sample standard deviation of the difference between 
predicted and observed values. 

Table 2. RMSD values at different distance for HDESF and EWMAF on 500 samples 

Distance from Kinect  RMSD (HDESF, in pixel) RMSD (EWMAF, in pixel) 

1,5 m. 60,30 22,87 
2,5 m. 61,06 23,36 
3 m. 68,12 25,67 
4 m. 87,98 28,32 

 
Table 2 shows the results obtained at four different distances, selected in the oper-

ating range of Microsoft Kinect; the sample number used to estimate RMSD is ap-
proximately 500. RMSD values for EWMAF demonstrate the validity of the proposed 
solution: the average deviation never exceeds the value of 30 pixel, allowing greater 
precision in the selection of a graphic element. Instead, HDESF performs an average 
error always greater than 60 pixels, so that the gap in some cases affects the correct 
selection of a graphic element belonging to the GUI.  

EWMAF presents the issue of introducing a lag relative to the input data. In real 
time application latency is a critical factor, therefore it is essential to tune up in the 
rigth way the parameters of the fiter, with the aim of obtaining the best performance 
with the lowest latency. 

Table 3. RMSD values by evaluating EWMAF for different α smoothing factor and amount of 
observations  

# of observations α = 0.1 α = 0.3 α = 0.7 α = 0.9 

5 34,3212 29,1258 25,3427 23,0045 
10 33,5662 28,9083 24,9980 22,6754 
15 32,0113 28,3397 24,6548 22,3359 
20 32,9675 28,0989 24,1765 21,8675 
30 31,3444 27,5674 23,8413 21,6754 

 
As mentioned in Section 3.1, values of α close to 1 presents a lower smoothing ef-

fect, since greater weight to recent changes in data is considered. A choice of  α = 0.9 
allows EWMAF to reduce significantly the RMSD compared to the result obtained 
with α = 0.1 and α = 0.3 (see Table 3). On the other hand, when the number of past 
observations grows in size results are better but a latency effect is introduced in the 
tracking procedure. For all considered scenarios, the best tradeoff is achieved for  
α = 0.9 and the amount of  past observations equal to 10 (as 300 ms). 
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4.1 Computational Load Evaluation 

The computational workload, referred to the three main steps of Fig.4 (hand tracking 
methodology), is evaluated in terms of processing time. The skeletonization and Joint 
detection algorithms require exactly the same time on the target machine (2.5 ms). On 
the other hand, the time spent for EWMAF application is invariant to the amount of 
past observation used for the evaluation of the hand position, requiring an average 
processing time of 1.4 ms. These average values do not affect the frame rate of the 
application and consequently the overall computational load allows the execution of 
every exercise at 30fps. 

5 Conclusions 

The main idea of the proposed system is to promote multi-domain cognitive rehabili-
tation of Alzheimer Disease patient at home through an ICT platform integrating low-
cost contact-less Natural User Interface devices. 

As a patient with Alzheimer's disorder may have trouble moving the own hands, a 
new filter for hand tracking has been implemented, overcoming the performances of 
the built-in filter of Microsoft Kinect SDK. The improvement allows an easy and 
accurate interaction of the end-user and the platform, even in the presence of complex 
ad-hoc designed GUI. The proposed platform allows both the evalutation of the 
progress of the dementia (useful for the caregiver) and the cognitive stimulation of the 
end-user in several domains. Future works are addressed to deploy the platform to a 
wide class of Alzheimer's disease patients in order to have the feedback (validation) 
during the technological tool usage. This will allow to tune up each component of the 
platform (GUI, knowledge discovery logic, filter parameters) in order to make it high-
ly compliant with the needs and the requirements of the patients, according to the 
recent User Centered Design paradigm. 

Acknowledgements. This work has been carried out within AL.TR.U.I.S.M. project, 
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partnerships for innovation. 
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Abstract. Whilst in hospital immediately following a stroke or other acquired 
brain injury, patients receive, and engage in, a structured, concentrated and 
supervised programme of rehabilitation. However, once they leave hospital 
patients frequently fail to engage in the rehabilitation exercises provided for 
them. This paper describes how the Microsoft Kinect sensor has been used with 
computer games to engage patients with their rehabilitation following stroke 
and other brain trauma injuries. Initially off-the-shelf games were used, the 
ludic nature of the games, masking the treatment element of the exercises. 
However, whilst this approach was a great success in terms of patient 
engagement it was found that off-the-shelf games were frequently too fast or 
too complex for some patients to play and set-up due to the extent of their brain 
traumas. To address these issues, a system, PURR (Prescription Software for 
Use in Recovery and Rehabilitation), has been developed that uses the same 
ludic principles to enagage patients whilst allowing games to be tailored to a 
patients condition, requirements and interests. 

Keywords: Ludic engagement, Kinect, brain trauma, stroke, recovery and  
rehabilitation, case study, personalization, usability. 

1 Introduction 

Acquired brain injury refers to all circumstances in which brain injury has occurred 
since birth, and includes traumatic brain injuries caused by incidents such as road 
traffic accidents, assaults and falls, as well as injuries acquired through conditions 
such as tumor, stroke, brain hemorrhage and encephalitis. The effects of a brain injury 
can be wide ranging, and depend on a number of factors such as the type, location and 
severity of injury. Every person's injury is unique, so they will experience any number 
of symptoms, which can range from mild to severe [1]. The resulting damage caused 
by a stroke or other types of acquired brain injury can be very widespread and long-
lasting often requiring rehabilitation both in the hospital and after discharge. Statistics 
indicate that there are in excess of 1 million people in the UK and 5.3 million people 
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in the US living with long-term effects of brain injury [2, 3]. Putting these figures 
further into perspective 558 per 100,000 UK residents will sustain a brain injury, with 
someone in the UK being admitted to hospital with an acquired brain injury every 90 
seconds. Nor is brain injury restricted to older adults. Whilst over 80 year olds are a 
major risk group, anyone can acquire a brain injury, with for example, one of the 
groups most at risk groups being 15-24 year old males [2]. The need to find ways of 
cost effectively and engagingly providing routes to recovery and rehabilitation that 
can be continued after discharge from hospital is a pressing one. The work described 
in this paper is collaboration between the University of Reading, the Royal Berkshire 
Hospital and Headway Brain Injury Association. It has focused on the use of the  
Kinect as a supplementary treatment to traditional rehabilitation and continued as-
sessment of patients following a stroke or other serious brain injury, initially using 
off-the-shelf games and subsequently a system that can deliver bespoke rehabilitation 
programmes tailored to a patient’s interests, condition and abilities, both in the  
hospital and after patients are released. 

2 Games for Therapy 

The use of games and/or gamification for therapy and rehabilitation has been gaining 
momentum over the past decade. Not only has there been a realization of the power of 
games to engage and motivate players, but the advent of social networking and causal 
gaming has broadened the market for and acceptance of gaming in general [4]. The 
plethora of gaming devices now available and the play anytime, play anywhere, na-
ture of many games has made gaming a ubiquitous pass-time.  More natural and 
accessible ways of interacting with games coupled with more affordable pricing struc-
tures has led to a mass uptake of gaming technology by the general population. 
Games are no longer just for children or young adults they can be played and enjoyed 
by all age groups [4]. 

Games and their ludic elements have been used in many health-related practices 
including pain distraction, cyberpsychology, disease management, health education 
and rehabilitation [5, 6]. Ludic engagement may be considered as a way of blurring 
the distinctions between ‘work’ and play [7] such that participants are motivated by 
curiosity, exploration, and reflection rather than the externally-defined tasks [8]. In a 
health context this is seen as patients interacting with and becoming so engrossed in 
the gameplay that they perceive it to be a fun and inclusive experience, rather than a 
set of repetitive exercises. This encourages them to participate more regularly and to 
engage for longer periods of time with their therapy especially when they leave the 
hospital environment and continue therapy at home. 

The application of entertainment technology to stroke and brain injury rehabilita-
tion has been boosted by the invention of home based gaming technologies such as 
the Nintendo Wii [9], PlayStation Move [10] and Microsoft’s Kinect [11] which, with 
their natural user interfaces (NUIs), have made it easier for people of all ages and 
with varying health conditions, disabilities and technical know-how to interact with 
computer games. The Kinect, a motion sensing input device capable of tracking the 
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whole human body without the need for the user to hold any physical device, together 
with its ability to collect a vast amount of data about skeletal positioning, motor con-
trol and game play interaction has become of particular interest for use in brain injury 
rehabilitation and recovery [12, 13, 14, 15].   

In this paper we report on a study into how concepts of gamification and ludic en-
gagement [8] have been combined with more traditional physio/occupational therapy 
exercises in order to engage patients in brain injury recovery and rehabilitation at the 
Royal Berkshire Hospital and Headway Brain Injury Association. How this approach 
has aided one patient is described in detail in the paper. Analysis of their experience 
together with feedback from other patients and physio/occupational therapy staff  
regarding the use of off-the-shelf games for rehabilitation purposes has led to the 
development of a system, PURR (Prescription Software for Use in Recovery and 
Rehabilitation), which can deliver treatment programmes tailored to an individual 
patient’s condition, requirements and interests. 

3 Study to Assess Engagement of Brain Injury Patients  
with the Kinect 

In the summer of 2012, the Royal Berkshire Hospital (RBH) initiated a study which 
used ‘off-the-shelf’ Xbox games as a supplementary treatment to traditional rehabili-
tation for stroke patients, both in the hospital and after patients were released (Fig.1).  

 

 

Fig. 1. Patients engaging with off-the-shelf Kinect games during study [17] 



 Encouraging Brain Injury Rehabilitation through Ludic Engagement 313 

 

This approach to rehabilitation proved to be highly effective with regards to pa-
tients’ engagement in and enjoyment of therapy [17]: 

“… a very big part of rehabilitation is trying to enjoy what you do and a 
sense of achievement gives you that sensation …”  Vipal Thaker, Patient 
Royal Berkshire Hospital  

It was also seen to have the effect of making therapy more inclusive by involving 
other members of the family in the same activities:  

“… at home it can be a good family gathering and at the same time 
helping you regain your mobility and balance …” Vipal Thaker, Patient 
Royal Berkshire Hospital. 

Therapists also saw the value of including Kinect-based games within their therapy 
sessions:  

 “… can note the improvement in their score and how that translates 
into what they can do for themselves in terms of their standing balance 
and arm strength …  and how this translates into them becoming more 
independent …”  Vicky Morris, Occupational Therapist, Royal Berkshire 
Hospital. 

As part of the same study the Kinect and Xbox 360 were also used extensively 
with the clients of Thames Valley Headway Brain Injury Association, who had vary-
ing symptoms resulting from acquired brain injuries. As indicated, the nature of brain 
injuries and their impact is different for every person, however the case study reported 
in Section 4 is typical of patient interaction with, and responses, to the introduction of 
off-the-shelf Kinect games as part of their treatment.  

4 Case Study – Therapy Utilising the Kinect 

In order to determine if the ludic nature of the Xbox and Kinect sensor can engage a 
patient and encourage them to follow a post-hospital rehabilitation programme,  
a number of follow up interviews were undertaken with patients who had been given 
a Kinect/Xbox to use in their own homes. One such case is described below. 

4.1 Description/Pathology 

The patient is a gentleman in his mid thirties, married with two young children. For 
the purpose of this paper he will be referred to as Mr P. Due to this patient’s commu-
nication difficulties, all the following information has been gathered from his spouse.  

Mr P. sustained a traumatic head injury some eight years ago which resulted in a 
lengthy hospital stay followed by nine months as an inpatient on the Putney Rehabili-
tation Unit. Previous to his injury, Mr P. was in full time employment and his leisure 
activities included walking, going to the gym and playing computer games. 

As a direct consequence of his head injury Mr P was left with the following resi-
dual deficits: 
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• Dense right sided hemiplegia 
• Neglect of right upper limb 
• Flexed deformity to his right elbow 
• Extensor pattern in right lower limb 
• Poor gait pattern 
• Reduced mid line awareness 
• Receptive and expressive disphagia causing significantly problematic communica-

tion 
• Impulsivity 
• Lack of initiation 
• Lack of motivation 
• Reduced confidence 

4.2 Formal Rehabilitation 

Whilst on the brain injury rehabilitation unit in Putney, Mr P. received both occupa-
tional therapy and physiotherapy input. Occupational therapy was on a daily basis and 
physiotherapy two to three sessions per week.  

Although he engaged well with occupational therapy (as it had immediate meaning 
to him in his activities of daily life) Mr P. was difficult to engage in the physiotherapy 
sessions due to his cognitive changes. He found it a challenge to understand their 
significance, as to him, the exercises were 'just exercise' and bore little relevance to 
everyday life. Post injury, he was unable to appreciate that the programmes were de-
signed to physically enable him to achieve independence with his ordinary daily 
needs.  Mr P. would only engage in physical activity when instructed to do so and 
had no carryover of information to enable him to undertake exercises independently. 
Lack of motivation would appear to be another of the significant issues in his reluc-
tance to participate as the exercises he was required to practise were presented in a 
manner that was too abstract for him to appreciate. 

4.3 Post Structured Rehabilitation 

Although Mr. P. was discharged home with a physiotherapy programme to undertake 
with family members, engagement was difficult due to already mentioned factors. 
Despite much effort from the family, Mr P's wife believes that for him to engage in 
formal physiotherapy exercises they would need to be undertaken within a rehabilita-
tion setting as this was where he would associate some relevance. As a direct conse-
quence, Mr P. would not do his physiotherapy exercises within the home unprompted 

4.4 Introduction of the Xbox in the Home Environment 

Mr P. was introduced to the Xbox Kinect approximately 6 months ago, when, on a 
typical day would spend 99% of his waking day sat in a chair, unchallenged and un-
motivated to partake in any physical activity. 
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Initially he would begin a game but would fatigue and rest again after 5-10 mi-
nutes, as although enjoying the participation he was unused to physical exertion. His 
stamina has now greatly improved and nowadays he is able to play for up to 2 hours 
before tiring. Although, due to his cognitive and physical limitations he is unable to 
set up to play, he will ask for someone to set up for him, this is one of a very few 
things Mr P. will initiate. 

In a direct comparison to his formal physiotherapy regime, Mr P never needs re-
minding to use the Xbox Kinect and his engagement has shown many positive bene-
fits. He is now able to socialise. As Mr P. has very limited speech and has physical 
limitations, he was unable to engage in meaningful discussion with the family nor was 
he motivated to play with his children. Since the introduction of the Kinect system he 
has demonstrated vocal improvements as he's having to teach the children certain 
things about the games. It has given him a new role. Mr P. is now able to fully share 
an interest with other members of the family that doesn't make him feel 'different', as 
they all share the same experience with each other. 

There have also been improvements made in his ability to sustain and switch his at-
tention. Whilst playing, he is constantly having to maintain and adapt his focus to 
achieve better scores. 

Confidence is another area of improvement. This has grown out of teaching his 
children how to play the games and them looking to him for advice and guidance. 

Both sitting and standing balance ability has increased, Mr P now has improved 
mid line awareness and can self correct when prompted whereas, before the introduc-
tion of the Xbox Kinect he would always favour his unaffected left side.  Mr P. now 
engages the use both of his upper limbs to play the games and his right lower limb has 
increased in strength, enough to rely upon it in dynamic standing. 

The question of engagement with the Xbox Kinect within the hospital setting was 
put to the spouse of Mr. P. As he sustained his injury 8 years previously, the console 
was not available, however, she interestingly reported that, had Mr P. used the Xbox 
within the acute setting, he would have associated its use at home with his hospital 
stay. She felt that this would have had a negative bearing on Mr P.'s acceptance and 
use of it within the home. 

4.5 What Modifications Could Be Made to Make the X Box Kinect More User 
Friendly to the Study Group? 

This client, as others, has difficulty with the setting up of the console and individual 
games. He is unable to type in names as he can't maintain a steady upper limb and 
finds it too difficult to use his hand in the correct position to select options. Thus far, 
he only tends to play when his wife is present to set up a programme on his behalf, if 
this was made easier for him to achieve independently she is confident that he would 
learn how to do this for himself. Mrs P. also fed back that the whole set up process at 
present is too lengthy, by the time Mr P. had gone through all of the separate stages he 
would probably give up on playing the game itself. 

At present, there are only a limited number of games that Mr P. can participate in 
fully, his main difficulty with the more 'active' games such as Rapids is that he is 
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unable to jump or move quickly enough to gain scores. It was suggested that perhaps 
the speed of the games could be adjustable to suit varying physical abilities, increas-
ing as the player was able. 

Although Mr P. is able to stand, it was also suggested that there could be games 
designed around wheelchair users who are only able to use their upper bodies. 

4.6 Discussion 

Mr P. is unable to fully appreciate the physical and cognitive improvements he has 
made in this relatively short time since his introduction to the Xbox Kinect, therefore, 
as before, we have gathered the summary of information from his wife. 

Mrs P. reports that her husband has become better able to communicate and con-
nect with his children and members of his extended family since being able to use the 
console. He is re engaging in aspects of family life and has a new, positive role to 
play as a father. In her own words: 'It is a joy to see'. 

His ability to concentrate on tasks has improved and he is making efforts to verbal-
ly communicate. His physical improvements are various and positive. He is able to 
use his upper limbs bilaterally when playing the games, he doesn't need to think about 
trying to do this, he just does it. Awareness of his mid line is more automatic, the 
strength in both upper and lower limbs has increased and both his sitting and standing 
balance has improved. 

Mr P. regards the Xbox Kinect as a recreational pursuit and does not perceive the 
exercise he is undertaking to be an alien concept as he does the formal physiotherapy 
programmes. He is having fun, improving his ability to concentrate, becoming fitter 
and is motivated to engage in something that involves a physical challenge. 

5 PURR System 

Despite receiving a positive response from many patients especially with regards to 
making their treatment more fun and engaging, feedback, like that from Mr P., also 
showed that off-the-shelf games were frequently too complex and ‘fast’ to play for 
many patients, and were difficult to set up. 

Additionally, whilst the scoring system of an off-the-shelf game provides a goal for 
patients to exceed, from a clinical point of view off-the-shelf games can only provide 
subjective results, as scores are not truly representative of improvement and therefore 
have limited medical benefit for healthcare professionals in assessment of patient 
progress. 

In order to address these issues, the PURR (Prescription Software for Use in Re-
covery and Rehabilitation) system has been developed in consultation with occupa-
tional therapists and physiotherapists who defined the metrics they need collected 
from the system in order to assess patient progress, and with potential users of the 
system, who had suffered different types and severity of brain injuries, with regards to 
developing games tailored to their abilities, interests and rates of recovery. PURR can 
be used with patients at all stages of their neurological injury rehabilitation, in hospit-
al and at home. It comprises two key components [18]: 
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1. A games development platform utilizing the Microsoft Kinect that can be used to 
create engaging and clinically relevant Patient Rehabilitation Experiences (PREs) 
tailored to a patients abilities and improvement of their clinical symptoms, as well 
as to their personal interests (Fig 2 left).  

2. A metrics and monitoring engine for collecting data that can be used to track and 
assess the progress a patient is making as a result of their rehabilitation pro-
gramme, and for adjusting in real-time game play to a level that suits their capabili-
ties (Fig 2 right). 

 

 

Fig. 2. Example of Patient’s view (left) and Therapist’s view (right) of screens 

 

Fig. 3. Interacting with the game 

The PREs operate as mini-games, challenging the patient to perform activities nor-
mally limited by their injuries encouraging them to perform better than they had pre-
viously thought possible and facilitating recovery (Fig 3). Feedback is given instantly 
for exceeding goals. Each experience dynamically alters to the abilities of a patient 
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such that if a patient struggles to complete an action in a timely manner the next simi-
lar iteration will be simplified, thereby providing challenges that scale with ability and 
progress. Additionally, as the demographic of patients with brain injuries is wide, 
ranging across ages, backgrounds and interests, the PREs can be configured to be 
visually appealing and engaging to a specific patient and can be played whether stand-
ing or sitting. The ability for the software to self-adjust gameplay parameters based on 
a person’s abilities means that rehabilitation can become a family-centred activity, 
something that was seen to be very important by many patients including Mr P  
(Fig 4). 

 

 

Fig. 4. Bowling game customized for field or space scenario 

6 Summary 

In trials utilizing off-the-shelf games and the personalised Patient Rehabilitation Ex-
periences (PREs) we have consistently seen how the ludic nature of games can change 
patients’ perceptions of the treatments they are receiving from being repetitive exer-
cises to entertaining experiences. By making the recovery and rehabilitation process a 
fun, engaging, personalised and family-centric activity, in comparison to traditional 
rehabilitation exercises which are often repetitive and with no immediate feedback, 
we found that patients were more likely to not only engage in their treatment when a 
therapist was present, but also to initiate therapy sessions themselves when within 
their own homes and outside of therapist visits. 

However, whilst off-the-shelf games were considered to be fun and engaging many 
patients were unable to make full use of the game features due to their complexity and 
speed of play, as well as the need for more tailored gameplay to suit their particular 
therapy needs. Additionally off-the-shelf games did not provide enough data to be 
able to clinically assess patients’ progress. With these considerations in mind we de-
veloped the PURR ((Prescription Software for Use in Recovery and Rehabilitation) 
system.  

Use of the PURR system to date has been well received by patients and health pro-
fessions. The system is currently being enhanced and expanded to encompass further 
PREs, personalization, metrics collection and medical conditions. Larger scale trials 
are underway, as are trials with particular individuals over longer periods of their 
rehabilitation. The new Kinect 2 sensor is also being integrated into the PURR system 
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in order to exploit its greater sensitivity and features with regards to providing more 
accurate tracking and a larger data set that can be analyzed to provide therapists with 
more precise assessments of patient progress. 

Acknowledgements. We are very grateful for the contributions made and evaluations 
undertaken by the staff and patients of the RBH and Headway. 

References 

1. Headway, About Brain Injury (2014),  
https://www.headway.org.uk/About-Brain-Injury.aspx 

2. Headway, Brain Injury Statistics (2014),  
https://www.headway.org.uk/key-facts-and-statistics.aspx 

3. Brain Injury Association of America, Brain Injury Facts (2014),  
http://www.biausa.org/LiteratureRetrieve.aspx?ID=104992 

4. McCallum, S.: Gamification and Serious Games for Personalilised Health. In: Blobel, B., 
et al. (eds.) pHealth 2012, pp. 85–95. IOS Press (2012) 

5. Sawyer, B.: From Cells to Cell Processors: The Integration of Health and Video Games. 
IEEE Computer Graphics and Applications 28(6), 83–85 (2008) 

6. Peterson Brooks, E.: Non-formal Learning through Ludic Engagement within Interactive 
Environments. Doctoral Thesis, Malmo University Electronic Publishing (2006),  
http://dspace.mah.se/handle/2043/7970 

7. Lindley, C.A.: Ludic Engagement and Immersion as a Generic Paradigm for Human-
Computer Interaction Design. In: Rauterberg, M. (ed.) ICEC 2004. LNCS, vol. 3166, pp. 
3–13. Springer, Heidelberg (2004) 

8. Gaver, W.W., Boucher, A., Bowers, B., et al.: The Drift Table: Designing for Ludic En-
gagement. In: CHI 2004, April 24-29. ACM 1-58113-703-6/04/0004, Vienna (2004) 

9. Nintendo, Nintendo Wii,  
http://www.nintendo.co.uk/Wii/Wii-94559.html 

10. Sony, PlayStationMove, Motion Controller,  
http://uk.playstation.com/psmove/ 

11. Microsoft, Kinect for Xbox, http://www.xbox.com/en-GB/Kinect 
12. Broeren, J., Jalminger, J., Johansson, L.-Å., Parmerud, A., Pareto, L., Rydmark, M.: In-

formation and communication technology - a person-centered approach to stroke care. In: 
Proc. 9th Intl Conf. Disability, Virtual Reality & Associated Technologies, Laval, France 
(2012) 

13. Chang, Y.-J., Chen, S.-F., Huang, J.-D.: A Kinect-based system for physical rehabilitation: 
a pilot study for young adults with motor disabilities. J. Research in Developmental Dis-
abilities 32(6), 2566–2570 (2011) 

14. Lange, B., Chang, C.Y., Suma, E., Newman, B., Rizzo, A.S., Bolas, M.: Development and 
evaluation of low cost game-based balance rehabilitation tool using the Microsoft Kinect 
sensor. In: Proc. IEEE Conf. Eng. Med. Biol. Soc., pp. 2011:1831–2011:1834 (2011) 

15. Shires, L., Battersby, S., Lewis, J., Brown, D., Sherkat, N., Standen, P.: Enhancing the 
tracking capabilities of the Microsoft Kinect for Stroke Rehabilitation. In: IEEE 2nd Inter-
national Serious Games and Applications for Health (SeGAH), Portugal, pp. 1–8 (May 
2013) 



320 R. McCrindle et al. 

 

16. Deterding, S., Dixon, D., Khaled, R., Nacke, L.: From Game Design Elements to gameful-
ness: Defining “Gamification”. In: MindTrex 2011, Tampere, Finland (September 28030, 
2011) 

17. Microsoft, Kinect Effect – Rehabilitating with Kinect | Royal Berkshire Hospital, England, 
XboxViewTV, http://www.youtube.com/watch?v=5sv3nKPeM9g 

18. Simmons, S., McCrindle, R., Sperrin, M., Smith, A.: Prescription Software for Recovery 
and Rehabilitation using Microsoft Kinect. In: Proc. 7th International Conference on Per-
vasive Computing Technologies for Healthcare (Pervasive Health), Venice, pp. 323–326 
(May 2013) 

 
 



 

C. Stephanidis and M. Antona (Eds.): UAHCI/HCII 2014, Part III, LNCS 8515, pp. 321–332, 2014. 
© Springer International Publishing Switzerland 2014 

A Design-led Research Approach  
to Contextual Evaluation of Socio-psychological Factors  

in the Development of Telehealth Devices 

Anna Mieczakowski, James King, and Ben Fehnert 

Science Practice Ltd. & Eclipse Experience Ltd. (SPEE Ltd.) 
83-85 Paul Street, London, EC2A 4NQ, UK 

{anna,ben}@eclipse-experience.com, 
james@science-practice.com 

Abstract. Well-designed medical devices that embrace the socio-psychological 
needs of patients lead to increased customer acceptance, sustained use, im-
proved safety and cost-effectiveness for both the professional and lay users. 
This paper proposes a new iterative design-led research approach for collecting 
and evaluating socio-psychological contextual user experience of patients and 
care providers in the telehealth development process. This approach, which has 
been applied to a multi-country development of a medical device, is based 
around the usage of a telehealth prototype from early stages of the design 
process. This allows for ‘mini’ elements of all design stages to be addressed in 
each individual stage to ensure the capture of contextual data from users about 
usage patterns, feelings and impact on the patient-clinician care relationship. 

Keywords: Medical Devices, User Experience, Design-led Research Process, 
Contextual Inquiry, Socio-psychological Contextual Factors, Telehealth. 

1 Introduction 

The acceptance and seamless regular use of medical devices by end-users is a  
complex process, demanding the alignment of four layers of contextual factors:  
(1) characteristics of the environment in which the device is used; (2) knowledge and 
supplies required for the efficient operation of the device; (3) expectations about the 
performance and possible results reached with the device; and (4) demands placed by 
the device on the organisational structure of the healthcare delivery system [1].  

Healthcare devices are typically subjected to safety evaluations [2], as well as clin-
ical efficiency and related cost-effectiveness assessments [3]. However, although the 
International Organization for Standardization (ISO) 62366 [4] guidance emphasises 
the need to address wider usability issues in medical device development, the US 
Food and Drug Administration (FDA) [5] has recently identified a poor fit between 
healthcare devices and the home environment. 

While there is a growing interest in the design of accessible and usable home-use 
medical devices, influenced by increased life expectancy and the accompanying  



322 A. Mieczakowski, J. King, and B. Fehnert 

 

prevalence of chronic conditions, such as diabetes, heart disease, hypertension, 
COPD, arthritis and depression [6], systematic evaluations of users’ contextual socio-
psychological factors – which are critical to successful adoption and adequate sus-
tained use of self-care systems impacting long-term health, and overall patient safety 
– are still largely a rarity [7]. Sadly, it is also a sporadic occurrence to conduct contex-
tual evaluations of the continuous collaborative interaction between patients and 
health care providers, both of which are inherent parts in the deployment and running 
of every self-care monitoring system, as well as the changes to the care relationship 
that a telehealth device is likely to bring about. 

Part of the problem lies in constrained ability to develop and validate user-centered 
devices, brought about by restricted product quality within medical device design and 
manufacturing, which, in turn, is a result of increasing competition, tightening profit 
margins and cost reduction requirements. The other part of the problem stems from a 
lack of a coherent understanding of all user needs, especially the more subtle socio-
psychological ones which are more difficult to capture than the physical requirements, 
which only a well-crafted user research and design process can address. 

This paper complements previous studies in the fields of human factors and usa-
bility design, which highlighted the need for a carefully-crafted design-led research 
approach to telehealth development that takes account of users’ socio-psychological 
contextual factors. Specifically, this paper provides experiential insight from con-
structing and applying a design-led research process (pioneered by SPEE Ltd.) in the 
creation of a telehealth device for the motoring and treatment of a long-term condition 
in a number of countries. The objectives of this paper are three-fold: 

1. First, this paper reviews current legislative guidance and good-practice advice on 
conducting human factors and usability engineering research during medical de-
vice design in order to determine the extent to which it promotes exploration of so-
cio-psychological contextual user factors; 

2. Second, it explores human socio-psychological contextual factors, both positive 
and negative, impacting on medical device usage and the patient-clinician care  
relationship, but which remain largely unaddressed. It also discusses design chal-
lenges that telehealth providers face with a missing, or sometimes fragmented,  
picture of the socio-psychological requirements of lay and professional users; 

3. Third, it describes a practical experience, and its benefits, of constructing and ap-
plying an iterative design-led research process in the design of a self-management 
healthcare system to elicit and address socio-psychological requirements of both 
lay and professional users.  

2 Human Factors and Usability Regulations and Standards  

Given that medical devices play a growing role in the care of millions of patients 
worldwide [8], they have to be designed to high-quality safety and usage effectiveness 
standards to ensure continual use. In order for a medical device to be approved for 
commercialisation, it requires adherence to specific regulations, with certain degrees 
of variability within the global regions in which they are to be launched [9, 10]. 
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Recent greater focus on user safety and long-term usage effectiveness of the device 
has been triggered in the EU and the US due to a number of high-profile post-market 
surveillance device recalls, typically occurring as a result of quality or usability flaws 
[11, 12]. For example, Kramer et al. [13], who reviewed publicly available weekly 
enforcements report listings by FDA from January 2009 through May 2011, found 
1,845 recalls. One recent recall case involved the 23andMe company being requested 
by the FDA to stop marketing its genetic tests for healthcare purposes [14]. 

What these efforts and medical device research collectively indicate is that captur-
ing the requirements of targeted users and incorporating these into design in an itera-
tive manner is an essential component of the design process, and is widely advised by 
both the aforesaid regulatory bodies and standardisation organisations (e.g. Interna-
tional Organization for Standardization (ISO) and British Standards Institute (BSI)). 
In essence, human factors and usability techniques are critical to fulfilling the design 
control requirements for the FDA regulation so that medical devices are designed for 
safety, effectiveness and sustained usage of professional and lay users. 

2.1 Differences between and Common Application of Human Factors 
Analyses 

Recently, there have been numerous calls to increase the application of human factors 
(i.e. safety, effectiveness and human capability limits evaluations) and usability engi-
neering (i.e. investigations of ease-of-use, system intuitiveness and task completion 
timing) assessments in healthcare and patient safety [15, 16]. In fact, most of the med-
ical devices standards and regulations for the design of medical devices heavily pro-
mote the application of contextual inquiry and overall user-centred testing [10].  

However, whilst contextual inquiry lies at the heart of these user-centred investiga-
tions, it is not always clear how to best conduct it. In particular, much good-practice 
guidance [17, 18] lists the different user methods (e.g. focus groups, ethnography, 
task analysis) for conducting contextual investigation, but it does not specify how to 
best choose the ‘right’ set of methods, nor does it explain their underlying linkages. 
For instance, the contextual inquiry method can potentially span and direct the usage 
of such research techniques as task analysis, interviews and usability tests.  

On a related but separate note, there is a common tendency in the user research 
guidance to break up the application of research methods for three complementing 
tiers – identifying user needs, ensuring that the device meets user needs and evaluat-
ing how well the user needs are met – when it fact the methods used for one of these 
tiers can be best utilised when applied with others in one holistic process. 

On top of this, little effort has been expended on performing in-depth evaluations 
of users’ contextual socio-psychological needs in relation to sustained use. Instead, 
most contextual inquiry effort has been on uncovering the contextual factors of a 
household’s physical environment, such as the impact that humidity, temperature, 
inappropriate illumination and glare, vibrations and magnetic interference of the envi-
ronment might have on the device [e.g. 19], rather than subtle socially- and psycho-
logically-induced feelings and behaviours towards the device adoption and use. 
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3 Socio-psychological Factors in Telehealth Design 

Ultimately, good design must take into account both the physical and socio-
psychological needs of patients and care providers. For example, May-Russell [20] 
stresses that “for users it is often not just a case of what the device does, but how it 
makes them feel that really matters”. Martin et al. [21] warn that for any one device 
there will be a number of different users to consider, including doctors, nurses, pa-
tients and their carers, and the maintenance staff, and so it is important to consider the 
diverse environments in which it is to function. There is currently much postulation 
for undertaking human factors and ethnographic methodologies extensively. 

Greater focus on users’ physical needs is not a by-product of device developers not 
caring or not considering users’ socio-psychological needs as important, but the prob-
lem likely lies in that most medical device developers have not necessarily been 
aware of how to best elicit information about users’ social-psychological needs. This 
issue potentially stems from a number of human factors techniques in healthcare be-
ing relatively immature and in need of further scientific development [22]. 

This situation is slowly shifting, however. Psychological (i.e. emotional and cogni-
tive) aspects of design are slowly gaining their rightful visibility in product creation, 
as more attention is being progressively given to the natural variability in the decom-
position of and emotional response to products among generations and cultures [23]. 

Numerous studies have indicated that motivation, in particular, has a significant 
impact on the emotional experience and perseverance with a product. Specifically, 
Deci and Ryan’s [24] Self-Determination Theory (SDT) stipulates that three underly-
ing core psychological needs are required to ensure that a user actively engages with 
products, services and environments: competence, autonomy and relatedness. For 
example, the acquisition of feelings of competence (i.e. feeling effective) early in an 
experience can prevent later negative reactions to errors and promote perseverance in 
the face of challenge [25]. Importantly, individuals must have many early successes 
and positive feedback to increase intrinsic motivation and to lessen the negative im-
pact of future failures [25, 26]. The feelings of competence can be enhanced by both 
rewards and feedback, among other factors such as an optimal level of challenge, but 
only if there are sufficient feelings of autonomy (i.e. feeling a full sense of choice and 
endorsement of an activity [e.g. 27]). Evidence shows that having a sense of autono-
my over one’s activity is associated with: alertness and well-being [28], positive ef-
fects on patient outcomes [29] and enhanced object attractiveness [30]. The optimal 
levels of both competence and autonomy are, in turn, affected by sufficient feelings of 
relatedness (i.e. feeling connected to others). 

Furthermore, an optimal user experience can be achieved when task challenge le-
vels are matched to the skill set of the user, an activity has clear and bounded goals 
and immediate feedback is provided so that the user knows how they are doing [31]. 
A separate but important feature of this optimal user experience (called Flow by 
Csikszentmihályi [31]) is a sense of control, which is a major component of autono-
my, the sufficient levels of which lead to more exploratory behaviour in users. 

A previous body of work has also indicated that other psychological factors, such 
as personality traits, influence the degree to which the manipulation of challenge level 
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affects motivation [32]. In particular, goal-setting, directly linked to increased motiva-
tion, has been reported to be more effective for certain personality types. Generally, 
human behaviour is affected by three sets of factors: personal (i.e. self-esteem, perso-
nality traits, locus of control, emotions, health concern); (2) demographic (i.e. age, 
gender, race, ethnicity, education, income, religion); and (3) environmental (i.e. diag-
nosis, stress, media exposure) [33]. What these studies collectively show is that that 
any artifact adoption and usage is influenced by subtle, multi-faceted, and often early 
formed, socio-psychological factors, which are largely non-trivial to elicit. 

The importance of balanced socio-psychological aspects of interaction with medi-
cal devices has been discussed by Thomson et al. [34]. In particular, this study, which 
investigated the integration of home use medical devices into the lives of 12 older 
people over 65 with chronic conditions and five of their partners, identified areas of 
tension between users in general and the medical devices they used. In essence, this 
investigation showed that the studied devices generally did not slot into people’s lives 
and required adjustments and alternations to fit in. There were also problems with 
people feeling that they had little control over their devices as they entered their lives 
and feared the potentially fatal consequences of not using them. This led to the feel-
ings of resignation, which, in turn, had a detrimental impact on users’ self-esteem. 
Related studies by the Multidisciplinary Assessment of Technology Centre for 
Healthcare (MATCH) project [35] also showed that home-use medical devices have 
emotional consequences not just for the user, but also for their partner. In particular, 
the build-up of negative emotions, including anxiety and annoyance, in both the user 
and their partner were said to be triggered by the device constantly reminding of the 
illness in the house, as well as the high-noise levels that such devices can produce. 
This negativity often led users to use the device in isolation, for example in the  
bathroom which is not always an ideal usage setting. Moreover, especially for older 
individual with grandchildren, a proper set-up and operation of the device was com-
promised after becoming a central focus of play during grandchildren’s visits. 

The key tensions uncovered by Thomson et al. [34], which span all levels of hu-
man affect towards the device, fall within two overarching themes:  

1. Striving to maintain self-esteem, which highlights the importance of co-design co-
research attendance to users’ psychological factors such as: feeling powerless; ex-
periencing personal control over illness; mastering the device which generates 
self-esteem and a sense of pride; and comparing oneself to others (i.e. deriving a 
sense of confidence from own regular skilled usage, as compared to others with a 
less robust device interaction).  

All of these factors are, of course, interwoven – feelings of personal control 
motivate device usage and subsequent mastery and vice versa, feelings of pride 
about own regular and skilled device usage and obtainment of positive feedback 
from others also impact on feelings of mastery and control, and collectively these 
factors significantly reduce feelings of powerlessness. 

2. The social device, which highlights the importance of co-design co-research atten-
dance to the impact medical devices have on their users’ social interactions.  
Important social factors to address in medical device design include: feelings of 
disrupted social harmony (i.e. the negative impact the devices can have on the  
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users’ partners and the overall household organisation, as well as interactions with 
visitors and the wider community); and ability of bringing people together (i.e. the 
device triggering a realisation of the illness in a family, leading to an increase of 
time spent together and greater interest in how the device operates, and creation of 
a joint ownership and responsibility for the device within a family). 

In comparison, while it is certainly important to investigate the contextual needs of 
professional users (clinicians), previous research [19] argues that healthcare environ-
ments are very precise, controlled settings where integration of devices happens con-
tinuously and thus faster. In particular, users of medical devices in health care settings 
are likely to be experienced, trained, healthy professionals operating in standardised 
and regulated environments, and whilst devices likely have a big impact of their work 
outcomes, they would not generally generate similar levels of affective response to-
ward their devices as home-use device users would. 

While it is beyond the bounds of this paper to discuss the specific socio-
psychological tensions found during the design-led research work on a telehealth 
device by the authors due to project confidentiality issues, it should be noted that 
careful attention was paid to the method selection for contextual inquiry in order to 
best elicit (through phased questioning) the subtlety of socio-psychological human 
factors of all system users as they learnt to use the device overtime. A great level of 
attention was also given to the attitude and behavioural change that the system 
brought out in patients and their healthcare providers overtime. 

3.1 Problems with Elicitation of Socio-psychological Factors in Telehealth 
Design 

As the abovementioned studies collectively show, there is an escalating need to in-
crease the understanding of human socio-psychological user aspects by designers and 
healthcare professionals in order to better facilitate and support the integration of 
medical devices into the homes of lay users, and the overall monitoring of them in the 
clinical setting by professional users. 

Thomson et al. [34], in particular, revealed the need for longitudinal qualitative 
study, utilising methods such as the Interpretative Phenomenological Analysis to de-
scribe the socio-psychological experience of device users before, during and after 
medical device acquisition for home use. 

While it may not always be possible, or for other reasons feasible, to spend exten-
sive amounts of time applying resource-heavy methods to elicit important contextual 
information as to how the device under development slots into people’s lives, whether 
it requires further alternations to fit in and how it affects the patient’s overall attitude 
toward their illness and long-term self-care, it is critical to consider the alternative 
methods for stimulating and simulating the gathering of user-focused contextual expe-
rience. Importantly, since people’s initial response is driven by instincts, only then by 
often unpredictable pre-conceptions, the use of physical cues, such as a high-fidelity 
(i.e. three-dimensional design) telehealth prototype, to trigger human instinctual re-
sponse is believed to be a powerful elicitation tool and a much stronger driver than 
spoken or printed words [20]. 



 A Design-led Research Approach to Contextual Evaluation 327 

 

The new iterative contextual design-led research approach to telehealth design, 
which early on embedded an elaborate prototype in patients’ homes and clinicians’ 
work settings, is described in the following sections. This approach aids in the collec-
tion of rich contextual user information about professional and lay users’ attitudes, 
behaviours and usage patterns, and the care relationship between them. 

4 Proposed Iterative Design-led Research Process 

The new contextual design-led research process proposed herein (see Figure 1) is a 
mindful user-focused aggregation of leading healthcare medical device design 
processes (as advised by the regulatory and standardisation bodies) and other user-
centred iterative design methodologies [e.g. 17]. 

 

Fig. 1. Visualisation of the new iterative design-led research process for telehealth design (ap-
plicable also to development in other sectors) 

While it is composed of the same design stages that are typical in the medical de-
vice development, its key innovation is greater focus on users’ needs through an early 
usage of a system prototype that enables application of ‘mini’ elements of all stages 
with each of the five stages of telehealth design (i.e. concept design research, design 
development, design evaluation, iterative development and commercialisation). 

The following sections describe the key contextual inquiry activities aimed at eli-
citing rich socio-psychological contextual factors, carried out during each of the itera-
tive miniturised process activities within each of the macro design stages. 
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4.1 Types of Materials Used in Socio-psychological Contextual Inquiry 

The contextual inquiry method is generally advised by different regulatory and stan-
dardisation bodies (e.g. FDA, ISO) as the key approach to investigation and evalua-
tion of user requirements and needs as operating within a given environment. While 
this approach is widely promoted, the application of specific methods and materials 
that it encompasses is rarely explained in sufficient depth, allowing plenty of room for 
interpretation, and more importantly misinterpretation. This section, therefore, de-
scribes the different methods, together with their specific iterative application, that 
were used within the contextual inquiry part of the healthcare system design. 

The project adopted a continual questioning approach throughout the whole design 
process. In the initial stage, a design rationale document was constructed by question-
ing the knowledge and assumptions of the client and devising key assumptions as to 
the system’s inputs and outputs. Subsequently, target customer segmentation was 
generated to capture both professional and lay users’ requirements and needs, fol-
lowed by creation of personas and diverse usage scenarios conveying the identified 
user requirements and needs for the purpose of communication. These activities were 
interfaced with expert evaluations. All the generated materials acted as a very useful 
trigger for communication with the client and collaborative evaluation of the system. 

Prototype – Early Testing of Integration into People’s Homes and Lives 
As already mentioned above, much of the contextual inquiry was based around itera-
tive evaluation and enhancement of the healthcare system prototype, which was em-
bedded in patient and clinician naturalistic environments. This prototype was built in 
line with the system assumptions compiled through active questioning of the client’s 
understanding of the system’s needs, as well as general suppositions generated 
through desk-based research. This preliminary research activity, and its prototype 
embodiment, allowed for more research data to be gathered, analysed, fed into the 
design and subsequently evaluated. Both quantitative data (prototype usage analytics) 
and qualitative data (interview and diary study statements) were generated during this 
iterative contextual design-led research, which ultimately allowed for more user expe-
rience and contextual factors to be gathered. 

Semi-structured Interviews  
In-depth semi-structured interviews with target patients and clinicians were carried 
out at four-weekly intervals to elicit and re-evaluate the requirements and needs of the 
professional and lay users of the healthcare system. Overall, each patient and clinician 
participated in three interviews, ranging between one-two hours. All the interviews 
were carried out in the naturalistic home or work setting of the patients and clinicians, 
and focused around discussing the usage of the prototype (i.e. ease of set-up, adoption 
and use, regularity of use, general feelings toward the device and how it fitted within 
life, and changes in patient-clinician care relationship). Apart from discussing general 
usage and the feelings it generated, the interviews also focused around showcasing 
new, often more advanced, illustrations of system features (through a paper-based 
prototype) and eliciting participants’ response to them. Before being implemented, 
each set of new features had to be first discussed with the patient and clinician users. 
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The interviews were recorded through notes and videos, transcribed and analysed 
thematically, and then immediately updated in the system’s requirements document. 
Given that the whole contextual inquiry approach was of an iterative nature, both 
higher-level and lower-level requirements, user feature lists and functional require-
ments were constantly addressed and re-addressed during the system design. 

Structured Discussion Guides 
Although the interviews were of a semi-structured nature, structured discussion 
guides broken into two parts – discussing existing usage and new use through illu-
strated paper prototypes – were created for each interview to facilitate participatory 
design and to ensure that all necessary topics relating to the usage of the system and 
users’ feelings, as perceived by the researchers and the client, were covered, whilst 
also allowing the freedom for the participants to express any other insights and feel-
ings that they observed and wanted to share. Each discussion guide was built on the 
findings of the previous set of patient and clinician interviews and the extent to which 
they helped to answer the project questions. 

Interestingly, two of the second interval interviews had to be conducted in the hos-
pital, rather than the home, setting as two patients suffered periods of ill health requir-
ing hospitalisation. This allowed for additional rich data to be gathered about the 
emotional experience of patients relating to the ‘failed’ expectation of the system, as 
they believed it would keep them out of the hospital. In addition, the hospitalisation 
experience allowed the researchers to observe direct interaction between the patient 
and hospital clinicians and provided additional insight into the management of the 
health condition by both parties concerned. 

Diary Study and Multimedia Personas Simulations 
The design-led research process also employed a diary study to capture patient and 
clinician insights about system usage and the change it has brought about in their care 
relationship during the four-week break in meetings with the researchers. This was an 
important part of the research as it captured insights about usage patterns and feelings 
when participants were relaxed in their natural environment, as opposed to being po-
tentially less relaxed during the interview visits. 

In addition, the communication of key contextual findings regarding usage and its 
environment from the point of view of both professional and lay users was performed 
by the use of multimedia personas and their contextual life/work scenarios. 

5 Evaluation of Proposed Design-led Research Process 

Overall, the design-led research process described in this paper yielded rich and 
nuanced socio-psychological contextual data about medial device usage that was con-
tinually re-addressed in each design iteration phase. To this extent, this context-
focused design-led research process provided a very good fit and sufficient depth for 
answering the key questions around user needs posed in this telehealth design project. 
Ultimately, this process allowed to generate design content that involved all project 
stakeholders and device users at both ends of the healthcare provision system. 
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This section aims to evaluate the efficacy of the proposed design-led research 
process to fulfilling the World Health Organization [1] guidance regarding the align-
ment of four layers of contextual factors in healthcare design outlined earlier in this 
paper. 

The iterative nature of the twinned co-design co-research activities and its focus on 
usage of a system prototype by sampled target users (patients and clinicians) in their 
naturalistic usage environments from early stages allowed to gather and address in-
tended users’ lifestyle needs (also in relation to other household members), usage mo-
tivation, underlying feelings that the illness and the device bring about, and diverse 
levels of technological competence. In relation to clinicians, this process also enabled 
the design team to gather and address important workload management needs and, in 
particular, the coping with technology-induced instantaneous information, reminders 
and warning signals, as well as the relationships between co-clinicians and the individ-
uals they cared for. In addition, it allowed to investigate how better patient condition 
visibility would increase rapidity of responses and the transmission of information 
between healthcare resources and departments, and changes in the care provision. 

6 Discussion and Conclusions 

In a much-needed search for a new approach to design of medical devices that would 
embrace the important socio-psychological contextual needs of users, this paper re-
viewed the extent to which current legislative guidance and good-practice advice 
promotes exploration of contextual user factors. It also explored existing evidence on 
the influence that socio-psychological factors, both positive and negative, have on 
medical device usage. Lastly, it described a practical experience, and its benefits, of 
constructing and applying an iterative design-led research process in the design of a 
home-use medical device to be used internationally in order to elicit and address so-
cio-psychological requirements of both lay and professional users.  

Overall, this paper has demonstrated the value of applying a mindfully crafted con-
textual design-led research in order to elicit socio-psychological factors of healthcare 
device users during medical device design. This new process builds on the existing 
design practice from a highly regulated medical device sector, but, unlike the current 
design approach, it drives all research activities through an early embedding of a tele-
health prototype in natural user environments to generate continuous design embodi-
ment of the identified needs for constant user evaluation. To achieve this, miniturised 
versions of all stages’ activities are addressed in each of the five formal design stages. 
The highly positive feedback from users and the project client demonstrated a strong 
business case for the application of this iterative design-led research process. 

While the application of the new design-led research process proved invaluable 
during the authors’ project in the elicitation of rich contextual data regarding device 
usage and the impact of human affective state on it, it is also understood that this ap-
proach requires further verification. Thus, future work will focus on further evaluating 
the proposed process during telehealth device realisation.  
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Abstract. A significant percentage of those aged 65 and over live with a group 
of disorders known collectively as dementia, an irreversible and progressive 
decline in cognitive function beyond that expected from normal ageing. In 
2013, 44 million people worldwide were affected, and this figure is projected to 
reach 135 million by the year 2050. However, due to busy schedules, caregivers 
are unable to provide everyone in their charge with as much personal attention 
as they would like. This reduction in stimulation and social contact can result in 
monotony and concomitant boredom, loneliness, agitation and even aggression. 
This paper provides information on the progress and process of research 
conducted between 2011 and early 2014, directed at developing ‘Memory Box’; 
a personalised multimedia device, which can be used independently by 
individuals with dementia, to access their favourite music, videos, photographs 
and pre-recorded messages from family members. 

Keywords: Dementia, Multimedia, Touch-screen, Interface. 

1 Introduction 

Since the beginning of recorded history, the global population has been ageing, and 
this trend shows no sign of abating. On the contrary, according to a 2002 United 
Nations report (UN), the rate of global population ageing in the 21st century is 
expected to exceed that of the previous century; those over 80 are currently the fastest 
growing age-group (UN, 2002). Although largely the result of positive factors (such 
as increased life expectancy) one of the unfortunate side-effects of global ageing is a 
higher prevalence of dementia, as the condition is far more common in the elderly. 
Global incidence is expected to rise from 44 million in 2013 to 135 million by the 
year 2050 (BBC, 2013). The UN report also predicts that the same year will mark the 
reversal of the global ratio of young (under 15) to old (over 60) for the first time in 
human history, and warns of the socio-economic stress that current trends portend. 
The 'global disaster waiting to happen' is predicted to be 'the biggest health and care 
problem of our generation' (BBC, 2013). This paper will summarise the development 
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of a multimedia device called ‘Memory Box’ that aims to treat the Behavioral and 
Psychological Symptoms of Dementia (BPSD) and improve the quality of life of its 
users.  

1.1 What is Dementia? 

The term dementia describes a collection of conditions caused by a progressive 
decline in cognitive function beyond that expected from normal ageing (Disabled 
World, 2013).  These conditions include amnesia, changes in personality, language 
attrition, loss of perception and cognitive dysfunction (AIHW, 2007) which may 
affect one’s intellect, sociability, rationality and normal emotional reactions 
(Alzheimer’s Australia, 2009). In summary, the condition makes day to day life very 
difficult for those affected (Alzheimer’s Australia, 2012). 

Although it can occur at any stage of adulthood, dementia is far more common in 
the geriatric population (Disabled World, 2013). Unfortunately, the effects are both 
degenerative and irreversible. There is currently no cure for dementia (Access 
Economics, 2009). 

1.2 Non-medicinal Interventions 

Data from numerous trials indicate that medication is still used as the primary form of 
treating BPSD despite there being frequent evidence from clinical trials of high 
placebo response rates (Ballard & O’Brien, 1999). In the developed world, more than 
40% of people with dementia are taking inappropriate and unnecessary prescribed 
medication (Margallo-Lana et al, 2001) which can lead to negative side-effects such 
as sedation,  concomitant falls, reduced well-being and quality of life (Ballard et al, 
2001) and even a decline in cognition (McShane et al, 1997). 

These and other negative side-effects encourage the development of effective non-
medicinal forms of treatment that would address the causes of psychological 
distress, which include boredom, loneliness, loss of intimacy, diminished self-
esteem, curtailed opportunities for meaningful activity, and the like, without any 
adverse side-effects. 

1.3 The Problem 

As O' Connor et al. (1990) observe, carer burden is proportional to the severity of 
BPSD and is usually the main reason for the placement of those afflicted into aged-
care facilities. The result is a high prevalence of BPSD in the interned population 
(Schultz & Williamson, 1991 and Haupt and Kurz, 1993). 

Research suggests that due to busy schedules, caregivers at aged-care facilities may 
not always have the opportunity to provide persons with dementia with an ideal 
amount of attention (Cohen-Mansfield, 2001). As BPSD exacerbate, it is more 
difficult for family members and caregivers to communicate with and handle those 
exhibiting them (O’Connor et al., 1990). Individuals with dementia therefore spend 
much of their time in isolation, which can cause boredom, loneliness, agitation or 
even aggression (as well as other common symptoms) (Alm et al. 2003). 
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2 Literature Review Summary 

To date, there are hundreds if not thousands of studies that have looked at 
interventions for the reduction of BPSD. Since non-medicinal interventions have been 
reported to be effective in reducing BPSD, it is on this basis that a literature review 
was conducted in 2011 by the authors of this paper. Some positive results reported 
that: 

• audio-visual stimulation is an effective intervention for the reduction of BPSD, 
especially if tailored to suit their personal tastes (Cohen-Mansfield and Werner, 
1997; Thomas et al., 1997; Clark et al., 1998; Gerdner, 2000; Sherratt et al., 2004; 
Garland et al., 2007) 

• the use of touch-screen technology works well in allowing a degree of 
independence to residents at aged-care facilities, without the presence of a 
caregiver (Astell et al., 2008). 

3 The Gaps 

Because individuals with dementia responded well to personalised audio-visual 
stimulation (Cohen-Mansfield and Werner, 1997; Thomas et al., 1997; Clark et al., 
1998; Gerdner, 2000; Sherratt et al., 2004; Garland et al., 2007) and since the 
intensity of one-on-one interaction with caregivers had practical limitations due to the 
busy schedules of the caregivers (Cohen-Mansfield, 2001), it followed, therefore, that 
there was a need to design a digital device that can serve as a means of making such 
audio-visual stimulation available to individuals with dementia in the most effective 
and most convenient way possible. 

A question that is often asked is, “…so why, then, isn’t everyone with dementia 
walking around with an iPod, or an iPad?” Unfortunately, it’s not that simple. Owing 
to the nature of their impairment, individuals with dementia would require a highly 
specialised multimedia interface, if they are to operate it independently. 

4 The Challenges 

Between 2011 and early 2014, positive non-medicinal interventions have been tested 
on 7 individuals with mild dementia at Chelsea Manor, an aged-care facility in 
Melbourne. 

Information from caregivers at Chelsea Manor reported that people with dementia 
possess certain characteristics that we must take into account during the design 
process:  

• they are increasingly more forgetful as their impairment exacerbates, and they may 
misplace things, so the device can be neither too small nor portable 

• they sometimes become agitated and aggressive, and may vent their anger at the 
equipment, so it has to be sturdy and durable, and made of material that will not 
cause them injury 
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• they may easily be distracted, so it has to offer variety to keep them continually 
interested, and riveted to the device 

• they should be able to operate the interface easily, and independently, over a 
considerable period of time, irrespective of the decline in their level of impairment; 
so it has to adapt to their condition 

• caregivers or family members should be able to update the content easily and as 
often as needed. 

With these challenges in mind, we realised our device should not just be another 
generic computer, but a multimedia device dedicated to the use of our target group. It 
is from this information that we began to develop ‘Memory Box’. 

5 ‘Memory Box’ (Summary) 

This chapter summarises the key features of ‘Memory Box’ and briefly touches on 
test results from Chelsea Manor. In 2011, we introduced our project to residents at 
Chelsea Manor which resulted in the compilation of a Product Design Specification 
(P.D.S.) to establish usability requirements. Results demonstrated that: 

• residents had their own personal media preferences. This brought about the design 
of individual devices or units for their bedrooms (rather than having a single device 
located in a hallway for everyone to share)  

• the incorporation of a visual display, interface and media storage device of some 
sort would be necessary 

• the product would need to be both accessible to people in wheel-chairs and on 
walkers, and capable of being mounted securely on a wall, table or at a bed-side 

These constraints together with the valuable information from caregivers at Chelsea 
Manor narrowed down the amount of research we had to consider and led to the 
development of concepts, some of which have been simulated (figures 1, 2, and 3). 

  

Fig. 1. Concepts (Nayer, K et al., 2011) 
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Fig. 2. Concepts (Nayer, K et al., 2011) 

 

Fig. 3. Concepts (Nayer, K et al., 2011) 

A few months later, ideation followed, resulting in a range of interface concepts, 
from physical buttons to icons on a touch-screen. Several of these concepts were built, 
tested, and evaluated during visits to Chelsea Manor. 

Consultation and usability-testing revealed that although the novelty of touch-
screen technology prolonged interest in use of the product, physical controls may be 
necessary for moderately and severely impaired users. Some users with mild 
impairment were unable to operate a touch-screen and preferred pushing the physical 
buttons as they were more familiar with these types of interfaces.  

Our literature review reported that muted colours were preferred to bright colours; 
however, tests at Chelsea Manor proved otherwise. Accordingly, we selected and 
tested these bright colours which contrasted one another and received positive 
feedback. One resident was still able to identify the different colours despite being 
colour-blind. A black background offered the best contrast for our media buttons. 
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These factors led to the development of a new P.D.S. that reported the need for a 
touch-screen which would display four types of media (selected after our literature 
review): music, photographs, videos and pre-recorded video messages from family 
members. A range of symbols that represented the different media types were tested 
and results reported that residents preferred simple vector-based symbols to 3-
dimensional images and photographs (figure 4). 

 

Music Videos Photos Talk

 

Fig. 4. Our selected media, colour selections and symbols (Nayer, K et al., 2011-12) 

We then developed our first simulation, and video recorded a user operating the 
device. This was played to residents at Chelsea Manor, reminding them of the aim of 
our project. All residents enjoyed watching the video and wanted to try out the device 
for themselves. 

An important observation indicated that we would not only have to design an 
interface for the individuals with dementia (our primary users), but also one for the 
caregivers or family members (secondary users), which would enable them to easily 
upload media onto the device. 

From there on, we developed a range of screen-shots1 which would allow 
individuals with dementia to navigate from one screen to the next with ease, using 
simple interfaces customised for their impairment level, and rewarding them with 
their favourite media (figure 5). 

On our next visit to Chelsea Manor, we presented residents with a touch-screen 
(iPad) which none of them had ever used before. Residents were asked to play a 
simple game of Solitaire that would test the ease with which they could use the touch-
screen. Results reported that residents preferred double-tapping the screen to sliding 
their fingers from one point to another. Some residents found the screen to be too 
bright, while others said it was too sensitive and too small to notice the numbers on 
the playing cards. 

Further insight led to a solution that incorporated a larger touch-screen, physical 
buttons and the ability to select one of two interfaces to suit the different levels of 
dementia (mild, moderate and severe). Aspects of this design have undergone several 
rounds of usability tests and revision, with several simulations tested at Chelsea 
Manor. All users were able to navigate independently from one page to another using  
 

                                                           
1  An image taken by a computer to record the visible items displayed on the monitor, 

television, or other visual output device. 
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Fig. 5. The development of our screen-shots (Nayer, K et al., 2011-13) 

 

Fig. 6. ‘Memory Box’ (Nayer, K et al., 2013-14)  
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the touch-screen without any difficulty and made comments such as: “easy and fun to 
use”, “incredible”, “something I could get used to” and “now I won’t get bored!” 

Our latest simulation of Memory Box comprises of a 23 inch, infra-red touch-
screen. This allows for users to navigate from one screen to another using the digital 
buttons on the touch-screen as well as translucent corresponding physical buttons, 
which are placed above the touch-screen in a frame. When a physical button is 
pushed, it makes contact with the touch-screen and activates it. 

Our physical translucent Silicone buttons capture the light from the screen beneath 
it allowing it to glow. In this way, for example if there are only 3 media options 
available instead of four, the missing fourth section will black out creating a ‘dead 
button’ or a button that will automatically not be illuminated thereby not drawing any 
attention to itself (figure 6). 

6 Results and Conclusions 

Tests at Chelsea Manor confirmed that a touch-screen device offering personalised 
multimedia (music, videos, photographs and pre-recorded messages) can be used and 
enjoyed by individuals with mild dementia. However, for fully autonomous use, 
digital buttons / selections on the touch-screen should be accompanied by redundant 
physical counterparts. 

Other tests indicated that if the impairment level of an individual with dementia 
exacerbated from mild to moderate, it is anticipated that the individual may not be 
able to use the existing interface and therefore the need for a simplified one will 
arise.‘Memory Box’ aims at optimising independent use by individuals with dementia 
by: 

• implementing physical buttons that correspond to digital buttons on a touch-
screen 

• providing interfaces that cater for the different impairment levels of dementia 
• allowing for customisation; uploading an individual’s favourite media 
• using symbols that are familiar to an individual with dementia (as against 

standard international symbols) 
• using bright contrasting colours (that can also be distinguished by individuals that 

are colour-blind) 

To the best of our knowledge, ‘Memory box’ is the first dedicated multimedia 
device for individuals with dementia. To date, testing has only been conducted on 7 
individuals with mild dementia. Further testing by psychologists on individuals with 
moderate and severe impairment is soon anticipated. 

It is hoped that ‘Memory Box’ will contribute greatly to the well-being of 
individuals with dementia and that it may allow them to live out their remaining years 
with active minds and an improved quality of life, which would restore a sense of joy 
and contentment in them, their caregivers and family members. 
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Abstract. Dental surgical simulator could be one of the efficient tools to learn-
ing and practicing dental surgical skills. To these simulators, the visual and  
tactile feedback is desirable to be processed in real time. And, in the dental op-
eration, the hand position during operations is one of the skills to learn and 
practice. Therefore, we develop the dental surgical simulator which use virtual 
tooth surface model for processing real time rendering. And we develop a dis-
play system which allow users to training dental operation by a right hand posi-
tion.. The tooth model is deformed by cutting and drilling operation using  
haptic device. And the display is set close to user’s hand position and shows 
combined image with virtual tooth model as a surgical target and a real tooth 
model as other parts of the patient dental model. The system uses a collision de-
tection and deformation method by using Z-buffer for virtual objects. This me-
thod enables users to view the complex shape of virtual tooth model by the  
surgical operation tasks and practicing dental surgical tasks. We developed  
prototype system and confirmed about the capability of our system.  

Keywords: Collision detection, dental surgical simulator, augmented reality, 
GPU. 

1 Introduction 

In dental surgery, most surgical training methods use plastic tooth or live patients. 
These methods are good for improving surgical skills, for example, the use of surgical 
tools and surgical procedures. But it is difficult to do repetitive practice, because of 
the need for new plastic tooth or patients for each task. Therefore, several types of 
dental surgical simulator have been proposed [1], [2]. These simulators allow users to 
training dental surgical methods by using visual and haptic rendering [3], [4]. Most of 
systems use the volumetric implicit surface model for simulating dental surgical oper-
ation, such as cutting and drilling a tooth. Therefore, to reducing the rendering cost is 
one of the challenging issues. And to training complex tasks, some of the dental simu-
lators use unique interfaces [5], [6], [7], [8]. However, most of these simulators use a 
typical computing display system. Therefore, the user cannot experience the actual 
hand positions or body posture required during dental surgery. 
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In this paper, we describe about our preliminary work of a dental surgical training 
system. Our system allows users to operate the surgical tasks by using haptic device. 
The system uses surface polygon model as a tooth model. And the deformation of a 
tooth model is generated by using GPU architecture. And our system set a display 
screen close to user’s hand position for learning about real hand position and the body 
posture. The display screen shows combined image with virtual tooth model as a sur-
gical target and a real tooth model as other parts of the patient dental model. In order 
to adapt to any head position of the user, the system measured the head position of the 
user and the position of the real tooth model. We make a prototype system which is 
implemented our deformation algorithm for dental tooth model on our display screen 
system. 

2 Deformation Algorithm 

Our system uses a deformation algorithm for rendering a tooth model to operating 
surgical tasks, cutting, drilling and so on. In order to reduce the computation time to 
rendering it, our system use a coordinate system organized the depth direction as a 
drilling direction. And our system use Z-buffer that is stored depth map in the coordi-
nate system. Figure 1 shows the abstract of our algorithm. 

2.1 Generating Depth Map 

Generally, Z-buffer is used to rendering only the model showed from a viewpoint in 
3D graphic scene. To use the Z-buffer, the system is enable to process many polygons 
simultaneously and reducing the rendering time. In our algorithm, it is used to meas-
ure the deforming volume by user’s interaction. At first, the region of manipulation is 
defined by the virtual tool and the tooth model. And the coordinate system is defined 
in this region and stored the depth map. Figure 2 shows summary of this process. 

2.2 Generating Depth Map within Collision Detection 

In order to generate the depth map after the deformation by drilling with a virtual tool, 
it is stored amount of changing the depth map when the virtual tool drills it. This is 
used to change the shape of tooth model and calculate parameters to generate tactile 
feedback. This depth map is a simple two-dimensional array, and this process is ex-
ecuted by GPU. 

2.3 Deforming Tooth Model by the Depth Map 

The deformation tooth model is generated by the following process. At first, in order 
to be assigned vertex of the tooth model to Z-buffer, it uses a conversion method to 
change the vertex with world coordinate system, which constructs Z-buffer. And it 
acquires z value from the pixel, which contains the vertex in Z-buffer. The deforma-
tion volume is defined from this volume and it is reconverted to the vertex position in 
world coordinate system. All of this process is executed in the high-speed transaction 
by using the parallel processing in GPU. 
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Fig. 1. The abstract of our algorithm 

 

Fig. 2. Our deformation process 

2.4 Subdivision Surface of a Tooth Model Deformation 

To adapt this deformation process, our algorithm uses a method which changes the 
vertex point of a tooth model to deform it. In this algorithm, the surface of model is 
extended to a direction of deformed region and it is not enable to deform to other 
direction. To solve this problem, our system uses a subdivision surface algorithm to 
divide the extended surfaces. A summary of this method is that generates middle 
point to the edge between 2 vertexes with length more than a certain threshold. 

Figure 3 shows this process. For example, in a case of adjacent surfaces, 1,2,3, and 
1,3,4, it generates new vertex as index 5 on a side between index 1 and index 2. And 
it searches another surface which share the same vertex and side to generate same 
vertex, 5. Finally, these surface data is divided into 4 surfaces data. These data is 
stored only the index number of three vertex points. And the order of this three points 
is located in a clockwise direction. 

Collision detection Defined haptic parameters deforming

Teeth model Virtual dental tool
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Fig. 3. A process of subdivision surfaces 

3 Display System 

The real surgical environment is usually such that a patient is lying in front of a dent-
ist while the dentist operates. In such a situation, the position of the dentist hands and 
the body posture of the dentist are different from those in traditional dental surgical 
simulation. For example, Figure 4 shows a typical hand position in dental surgical 
operation. It is needed strict movement to manipulate a dental tool for operating sur-
gical tasks. The dentist put their hand on the patient teeth or gum as the fulcrum. 

 

 

Fig. 4. An example of surgical hand position 

Dental tool 

Fulcrum 

Surgical target 
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Fig. 7. Virtual tooth model 

4 Prototype System 

The prototype display is shown in Figure 6. The proposed system is implemented on a 
Windows PC, and the system measures the user’s head position and real teeth model 
position using 3DOF magnetic sensors. It shows the users a tooth model and virtual 
tooth reflected onto the display from the half mirror. Figures 7 shows a virtual tooth 
model used in our system. This model is created as a surface model by each parts and 
the system check the collision detection in real time between surgical tools and the 
tooth model. And it is deformed the shape by user’s surgical operation. A usage im-
age of our system is shown in Figure 8. The system measures a viewing position of 
the user and shows the appropriate view based on that position. Then, the system 
allows the user to display the virtual and real tooth models simultaneously from any 
viewing position.  

 

Fig. 8. An example of our display system 
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As a preliminary evaluation about the display system, we have measured the devia-
tion between real objects and virtual objects in the user’s view image. We use a cube 
model as the target model for measuring the deviation precisely. And it is measured 
from 8 view positions on a horizontal line. The deviation is about from 0.06cm to 
1.00cm in these view positions. 

5 Conclusion 

We developed a dental surgical simulator system for learning and practicing dental 
surgical skills. The proposed system enables the user to view a combined image of 
virtual tooth and a tooth model. The user can see the combined image from any point 
of view by tracking his or her head position and the model position. We constructed a 
prototype system and confirmed the capability and the limitation of this system. 

In future work, we will evaluate the haptic feedback module in this system. And 
we will improve the accuracy of the user’s view image. 
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Abstract. Dialogue Systems (DS) are intelligent user interfaces, able to provide 
intuitive and natural interaction with their users, through a variety of modalities. 
We present, here, a DS whose purpose is to ensure that patients are consistently 
and correctly performing rehabilitative exercises, in a tele-rehabilitation scena-
rio. More specifically, our DS operates in collaboration with a remote rehabili-
tation system, where users suffering from injuries, degenerative disorders and 
others, perform exercises at home under the (remote) supervision of a therapist. 
The DS interacts with the users and makes sure that they perform their pre-
scribed exercises correctly and according to the specified, by the therapist, pro-
tocol. To this end, various sensors are utilized, such as Microsoft’s Kinect, the 
Wi-Patch and others. 

1 Introduction 

To guarantee safe system access, we employ a secure log-in mechanism, which is 
being used for identification and personalization. As far as the identification is con-
cerned, the system will be able to identify a subject by their biometric data. In related 
works, subject identification is achieved by speech or image [1,2]. In this work, we 
apply techniques for audio-visual data fusion in decision level. More specifically, 
after the identification, the user must verify his / her identity by saying a unique sub-
ject id which is assigned by the system. If the subject does not exist in the database, 
then the system adds the user into the database after collecting the required data. The 
system then can retrieve the user’s profile and in this way, the session is personalized 
and adapted to this individual user, preventing injuries or harmful activities. We plan 
to evaluate our method against other proposed feature sets or similar methods, such as 
[3]. Regarding robust communication with the system, we employ state of the art 
Audio Visual Automatic Speech Recognition (AVASR) algorithms, paired with a 
Natural Language Understanding (NLU) component, responsible for making sure the 
subject’s response is on-topic and satisfactory. AVASR utilizes the visual modality in 
addition to audio, in order to accomplish accurate and robust recognition of spoken 
words. More specifically, 3-dimensional visual speech articulation information is 
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extracted from the subject’s mouth region using a Kinect sensor, and the data is fused 
with audio information. The output of the AVASR component is then fed to the NLU 
component. In case there is a misunderstanding (e.g. the user’s response is off topic), 
the system will ask for clarification (e.g. explicit / implicit confirmation, repetition). 
The NLU component is also able to identify keywords indicating pain and rank them 
accordingly. Database attributes are vital for the system adaptation and important for 
personalization of each rehabilitation session. These attributes include user demo-
graphics, physical condition, history (chronic diseases, syndromes, previous rehabili-
tation) and physiological data (heart rate, respiration rate, blood pressure). This  
information is stored into a rule based backend server, which contains an evidence-
based knowledge base on what is an appropriate rehabilitation activity for different 
demographics, clinical profiles, underlying physiological metrics and past perfor-
mance. Data are either stored a-priori into the system (i.e. demographics) or dynami-
cally acquired during the lifecycle of the system (i.e. rehabilitation history). The 
aforementioned information may be utilized for the adaptive personalization of the 
system, in an effort to maximise the benefits of the rehabilitation activities. When  
the subject completes a session, the system updates the database, storing useful in-
formation for future sessions (i.e. if a user gets easily tired, then the system should 
provide less intensive activities, or even switch to alternative exercises). To ensure 
correct execution of rehabilitative exercises and compliance with the current protocol 
(prescribed by the therapist), the DS analyzes data from Microsoft’s Kinect and Wi-
Patches (which monitor heart rate, blood pressure, and acceleration), in order to detect 
indicators of pain from facial expressions and speech as well as correct execution of 
exercises, within the prescribed acceptable boundaries. When the system detects un-
acceptable levels of pain, which may be explicitly stated by the user or inferred from 
sensor data, the exercise stops immediately and a report is issued to the therapist. 
When the system detects execution outside the prescribed boundaries (e.g. the subject 
raises their hand too high), it provides encouragement or warnings. Pain itself is not 
very informative regarding safety and compliance in exercise, so we use real-time 
monitoring of the rate of decline in exercise activity. Moreover, the DS prompts the 
subject at regular intervals, asking for comfort and pain levels, aiming to get an expli-
cit answer. Responses are translated into a numeric value (0-11), according to the 
Numeric Rating Scale (NRS-11), an 11-point scale for patient self-reporting of pain. 
Sensor measurements have the added benefit of providing a ground truth, therefore 
enhancing the system’s understanding, so for example, if the subject does not speak 
clearly, the system can infer pain levels by analyzing input from the sensors. To our 
knowledge, few related works combine audio-visual stimuli in order to extract hu-
man’s feelings and the interest in these works has focused for example in emergency 
response systems, where the user cannot signal an emergency (e.g. by pressing a but-
ton) and in emotional expression recognition. In [8] a speech recognition interface has 
been developed that triggers a connection to an assistant when the users do not have 
access to an emergency signal button or to avoid unwanted and intrusive calls. In [9], 
the authors conducted experiments that combine facial and vocal expressions in order 
to infer the users’ real emotions, through multi sensory interaction. Furthermore,  
rehabilitation systems researchers [10][11] have conducted experiments using 3D 
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avatars and virtual environments that enable users to interact with the system and give 
force feedback to the therapist by analyzing the resistive forces from the body’s 
movements and exercises [12][13][14][15]. However, these systems do not provide 
safe rehabilitation and to bridge this gap, we propose a multimodal system that en-
sures, to the extent possible, the users’ correct execution of rehabilitative exercises. 

2 Architecture 

In this section we present the architecture of our system. We describe our novel user 
log-in method, as well as the AVASR technique we applied and present in detail how 
we model the interaction between the user and the dialogue system. 

2.1 User Login and System Personalization 

As already mentioned in the introduction, ensuring safe execution of the rehabilitation 
exercises is an essential part of our system. Users are required to follow a certain 
rehabilitation schedule, based on various criteria, decided by both the therapist and 
the user. The purpose of the login mechanism is twofold: it is used for automatic user 
recognition based on audiovisual features and also for personalization of the rehabili-
tation session. As far as the user recognition is concerned, the user can login to the 
system in an automatic way, without having to perform any specific action. This can 
be very useful for users that may suffer from kinesiology-related problems, or users 
that are unable to login to the system manually. On the other hand, the user, after the 
login process, connects to the user database. This database includes information about 
each user, describing their physical condition and other useful data regarding the re-
habilitation session. During each session, the database is being updated, helping the 
system be better personalized for a user’s future session. 

 

Fig. 1. Architecture of the proposed automatic log-in mechanism 

2.2 Audio Visual User Recognition 

User identification systems are very important for many applications, where the  
system must recognize a user’s identity amongst many known users. Such systems 
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mostly use speaker and face identification technologies, the most common being bio-
metric identification. In this work, we implement an audiovisual user recognizer, 
combining speaker identification (or speaker recognition) and face recognition tech-
niques. Speaker identification consists of recognizing a user based on the speech fea-
tures of each user. It requires a prior enrollment phase, where the speech signal is 
processed extracting features to train an explicit model for each user.   Our system is 
a text- independent speaker recognition system that starts with an audio feature ex-
traction module; for each speech signal, we extract the Mel Frequency Cepstral Coef-
ficients (MFCC), which are being used extensively in such applications and have also 
been used for text- independent speaker recognition systems.  During our evaluation, 
we plan to compare a variety of classification methods, such as Euclidean distance, 
Nearest Neighbor and Gaussian Mixture Models (GMM). Face recognition is the 
procedure of identifying a person from a digital image. It has many applications on 
security systems and is another part of the biometric identification systems. It is based 
on comparing the user’s facial features to a database of stored features and selecting 
the face that matches better, with respect to explicit facial features. A well-known 
facial feature extraction method is the Local Binary Patterns (LBP) method, a texture 
operator that is reliable and computationally efficient.  Shortly, it labels the pixels of 
an image by thresholding the neighborhood of each pixel and considers the result as a 
binary number.  LBP is widely used in face recognition systems, due to its simplicity 
and reliability, as well as robustness to illumination variations. After the facial feature 
extraction, we use specific classifiers (Euclidean Distance and Nearest Neighbor) to 
identify a test face image. In order to implement the audiovisual user recognition 
system, we perform data fusion at the decision level. To train the classifier, we create 
an audiovisual feature vector, unique for each user. Each vector consists of a unique 
user ID (UID), the LBP facial features and the MFCC speech features. We apply all 
the classification methods we referred to, and we classify each new entry (set of audi-
ovisual features) to a UID. For the specific UID, we can retrieve all the useful infor-
mation for each user. The user is thus automatically logged in the system and ready to 
perform any required exercises.  After the session, the user database can be updated 
for a future session. In this way, we achieve both user identification and system per-
sonalization.   

2.3 Audio Visual Automatic Speech Recognition 

The AVSR module that is integrated to the system is used to communicate with the 
user via recognition of speech. This module is based on prior work [4] and utilizes 
three distinct modalities captured by the Kinect, namely the audio signal of the speak-
er's voice and both color video and depth information from the mouth region of 
speaker's face. This approach ensures higher reliability for the system, since each 
stream captures correlated information from a different source, which can comple-
ment each other as well as account for different speech disorders expressed either in 
the vocal tract or the lip muscles. An important aspect of the effort is related to ex-
tracting speech informative features from the visual and depth streams. For this pur-
pose, we employ appearance based features, obtained from the 2-D Discrete Cosine 
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Transform (DCT) of the mouth region-of-interest. A straightforward feature selection 
method of the resulting DCT coefficients is the use of feature energy and position as a 
measure of information content. The aforementioned approach is also applied to the 
depth data, after appropriate mapping of the tracked mouth region-of-interest from the 
traditional video data to the depth data stream. The features extracted from the audio 
stream are the well-known MFCCs.  The statistical modeling is carried out by means 
of HMMs and the implementation is based on a modified version of HTK.  

3 Dialogue System 

Dialogue Systems (DS) are able to interact with their users in a natural manner, typi-
cally using spoken natural language input and output. Figure 2 shows the overview of 
our architecture, including the DS, where the user's input is processed and analysed, 
then forwarded to the Dialogue Manager (DM), which is the decision making compo-
nent of the DS and decides how to respond to the user. This response is then for-
warded to the appropriate modules, such as Natural Language Generation or Text to 
Speech. 

 

Fig. 2. The architecture of our proposed safe tele-rehabilitation system 

To model the dialogue problem, we follow the Information State Update (ISU) pa-
radigm [5]. According to this model, there is a current system state, called the dialo-
gue state, typically represented as a vector that contains information of interest (such 
as user name, medical history, etc.). The dialogue state is updated according to a set 
of rules that are triggered during the interaction. In order to achieve adaptation to 
various user types and circumstances, we apply Machine Learning methods and spe-
cifically Reinforcement Learning (RL). Before applying such techniques, we need to 
define the dialogue problem as an optimization problem. We therefore use a Markov 
Decision Process (MDP) to model the interaction, which is defined as a tuple 
{S,A,T,R,π}, where S is the (dialogue) state space, A is the available actions the sys-
tem can take, T is a transition probability matrix SxA→S, R:SxA→Re is a reward 
function, π is a (dialogue) policy and is defined as a mapping between state-action 
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pairs and probabilities, π: SxA→[0,1]. RL techniques, such as SARSA [6] or Natural 
Actor Critic (NAC) [7] are able to find, in an online fashion, an optimal policy π*, i.e. 
a policy that yields maximum rewards. RL algorithms typically suffer from the curse 
of dimensionality and in an attempt to alleviate this problem, DS usually operate in 
feature space φ. Dialogue states are then mapped into this feature space and the Re-
ward function as well as the dialogue policy are defined in φxA. Our system receives 
continuous feedback from both the user and the sensors (Kinect, Wi-patch). More 
specifically, we process input from these sensors to extract features that can be used 
by the dialogue system to determine the best possible action at each moment. These 
features are concatenated to a feature vector that determines the next dialogue state, as 
shown in Table 1. An algorithm that uses metrics to decide if each exercise is per-
formed correctly by the user is also employed by the DS. Based on the user actions 
and the current dialogue state, the RL algorithm determines the next system action. 

 
Table 1. class A: the user can perform all exercises based on clinical data, class B: the user can 
perform most of exercises, class C: the user can perform certain exercises, class 1: normal 
blood pressure, class 2: warning, class 3: high blood pressure 

Dialogue State Feature Representation 
Clinical Data 00, 01, 10 (Class A,B,C) 

Pain Detection 0, 1 (No pain, Pain) 
WI-Patch 00,01,10 (Class 1,2,3) 

User input (AVASR) 00001 – 01011 (NSR11) 
Proper exercise execution 0,1 (Wrong, Correct) 

Discourse history User Acts 
User Profile  

 
There are two categories of actions in our architecture, System Actions ΑS and Us-

er Actions ΑU. At each turn, the user’s action is inferred by mapping the input (e.g. 
speech, facial expression) into one of the available ΑU. ΑS are selected by the system 
with the goal of making the user perform the prescribed exercises correctly, while 
simultaneously maximizing the effort of the exercise performance and the user’s 
commitment. For example, if the user feels tired, the system will not move to an easi-
er exercise at the first time, but will try to encourage the user continue the exercise. If 
the user is not able to do the specific exercise, the system moves on an easier exercise. 
ΑU allow the users to personalize their session, based on their needs and physical 
condition. They are always able to provide the system with information about their 
pain level, the exercise difficulty, or even stop the current exercise. Moreover, using 
our novel AVASR system, the users are able to interact reliably with the system in 
spoken natural language. Table 2 shows the available ΑS and ΑU. 

We define the reward function as follows: 
 

R(φ(s),a) = 100, upon successful completion of exercise 
R(φ(s),a) = -100 upon unsuccessful completion of exercise 
R(φ(s),a) = -1, otherwise (dialogue turn penalty) 
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Table 2. Available System and User Actions 

System Actions User Actions 
GREET_USER LOGIN 
REQUEST_LOGIN GREET 
EASIER_EXERCISE 
 

REQUEST_STOP 

HARDER_EXERCISE PROVIDE_PAIN_LEVEL 
NEXT_EXERCISE REQ_NEXT_EXERCISE  
STOP_EXERCISE REQ_INSTRUCTIONS  
ENCOURAGE_USER  
PROVIDE_INSTRUCTIONS  

4 Clinical Data 

Clinical attributes stored into the database are vital for the system adaptation and the 
personalization of each rehabilitation session. The required information is stored by 
the therapist who uses a backend server and addresses critical aspects of the rehabili-
tation therapy process. This information falls into two different categories: (i) the user 
related and (ii) the exercise related attributes. Important user related information in-
cludes the demographics, profile information (height, weight) medications, user histo-
ry and chronic conditions. Exercise related information includes the specification of 
appropriate exercises, their duration and frequency, the performance during previous 
rehabilitation sessions and physiological data (heart rate, respiration rate, blood  
pressure) during performance. 

These data will be sent to an expert system, which is a rule based backend suggest-
ing appropriate exercises based on the input from the database. We are here describing 
an evidence based knowledge base on what is an appropriate rehabilitation activity for 
different demographics, clinical profiles, underlying physiological metrics and past 
performance. By using a priori information stored into the system (i.e. rehabilitation 
history), automated reasoning will provide recommendations about the appropriate 
exercises. This recommendation is then stored into our database and the therapist is 
given the opportunity to fine-tune the prescription, in favor of his/her patient.  

The aforementioned information system (database and expert knowledge base) 
may be utilized for the adaptive personalization of the system, in an effort to max-
imise the benefits of the rehabilitation activities. When the subject completes a ses-
sion, the system updates the database. New information for future sessions (i.e. if a 
patient gets easily tired, then the system should provide less intensive activities, or 
even switch to alternative exercises) will then be taken into consideration when a new 
session starts.  

In order to assess the level of exercise, out of the three levels we propose, we have 
to be certain that the clinical input itself is enough for such a decision. For example, a 
patient with diabetes mellitus may or may not be able to undergo a level 1 exercise, 
and this is something to be decided based on the severity of his condition. There are 
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though specific conditions which restrict the patient from performing intensive exer-
cises, most typical one being the ischemic disease. Based on this, we can use the fol-
lowing input as an assessment for exercise level variability: 

• Patient is older than 65 years 
• Patient suffers from 
─ Specific cardiovascular diseases (ie congestive heart disease) 
─ Specific chronic diseases, i.e. in asthma, activities that involve long periods of 

exertion, such as soccer, distance running, may be less well tolerated. Another 
example is arthritis, and can cause great pain in the hips, knees and wrists. Mo-
bility and physical exercise can be impossible or intensely painful for those 
people 

─ Other conditions like inguinal which has not been operated 
─ Auto-immune diseases: some of these diseases can affect balance, movement 

and coordination, affecting the sufferer's ability to move about and exercise 
freely 

─ Pregnancy 
• Users with a high body mass index may be classed as morbidly obese. Moving 

around with so much excessive weight on the body can cause exhaustion and 
breathlessness, because of the workload on the heart. 

Based on the above information, here are four scenarios for the assessment of poten-
tial patients: 
 
Case 1. A 35 year old man with no prior diseases has recently been diagnosed with 

rheumatoid arthritis and the pain levels are well controlled: the system may sug-
gest level 2 (medium) or level 3 (intense) exercises, based upon other data, like 
exercise history, which is collected and stored into the system. 
 

Case 2. A 67 year old man who is healthy and has no clinical conditions may under-
go level 2 exercises 
 

Case 3. A 40 year old woman in the 20th week of her pregnancy would only be al-
lowed to undergo very light exercising (level 1) 

 
Case 4. A 60 year old, obese male (BMI = 33) who has been diagnosed with ischem-

ic heart disease will undergo light to medium exercise (level 1 or 2), also based 
upon other data, like exercise history, which is collected and stored into the sys-
tem. 

5 Evaluation Plans and Concluding Remarks 

In order to train the adaptive DM, we plan to first conduct Wizard of Oz (WoZ) expe-
riments with human users. In such a setting, there is an initial version of the  
system (where only the interface is implemented) and the DS is controlled by a  
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human operator. The human users are unaware of this and believe they are interacting 
with an automatic system. Data will be recorded during these interactions and will be 
then used as training data for the learning algorithms. After the algorithms have been 
trained, we will conduct a second round of experiments in order to evaluate our sys-
tem with human users who are not patients as well as with trained therapists to gain 
intuition from their perspective. In this work, we have proposed an initial prototype of 
a tele-rehabilitation platform, able to interact in spoken natural language with users 
and ensure safe execution of the exercises. In the future we plan to evaluate our sys-
tem with patients in need for rehabilitation using televisions as the primary interface, 
as well as the necessary sensors, all of which are inexpensive. 
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Abstract. This paper reports on two linked studies exploring the general poten-
tials, with foci on constraints and facilitators, of engagement in rehabilitation 
during motion-controlled video gameplay (MCVG). 17 female participants di-
agnosed with fibromyalgia syndrome (FMS) took part in the studies, wherein 
three different MCVGs were used, which were conducted by session leaders 
having different profiles. This investigation demonstrates the potentials of how 
MCVGs can act as an effective healthcare intervention for women with FMS 
with regards to offering activity structured around their interest, goals and 
choices. These aspects were found to be empowering as well as encouraging the 
participants to take on an active role in the activity. The analysis identified four 
main themes relative to the perception of constraints and facilitators to engage-
ment in FMS gameplay-based rehabilitation: goal setting, facilitator approach, 
personalized gameplay and feedback and achievement. These are further elabo-
rated and discussed in the paper. Conclusions are that deeper understanding of 
engagement within the FMS community, in particular related to rehabilitation 
using MCVGs, can be useful to enhance rehabilitation processes and better 
dress rehabilitation providers to better facilitate engagement and enhance the  
effectiveness of rehabilitation interventions.  

Keywords: Fibromyalgia syndrome (FMS), Rehabilitation, Habilitation,  
Motion-controlled video gameplay (MCVG). 

1 Introduction 

This paper reports on two linked studies (programmes) exploring general potentials, 
with foci on constraints and facilitators, of engagement in rehabilitation during mo-
tion-controlled video gameplay (MCVG). 17 female participants diagnosed with fi-
bromyalgia syndrome (FMS) completed the two programmes consisting of sessions 
using different motion-controlled video gameplay (MCVG) – namely the Nintendo 
Wii (Wii) using the Wii Remote handset (the Wii Nunchuk – i.e. the additional hand-
set – was not used), the PlayStation 3 Move (PS3 Move) with two handsets, and the 
Microsoft Xbox Kinect (Xbox Kinect) without any handset or tangible peripheral 
(held, worn, or manipulated) – only torso/limbs. The consoles and handsets are shown 
in figures 1-3 respectively). Figure 4 shows the size of the two handsets when held in 
an adult’s hand. 
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Fig. 3. X-Box console (gamepad not-used in this study) and Kinect camera-based sensor device 
(image www.microsoftstore.com   ) 

 

 

Fig. 4. Wiimote and PS3 MOVE handsets (image http://ps3maven.com) 

The design of different session facilitator profiles was to assess the difference that 
the facilitator’s input made to the sessions of each program. The difference of 
MCVGs was to assess if the participants’ engagement differed according to the plat-
forms and the difference in peripherals that capture the motion input. 

Completion of the studies was problematic - as is typical in FMS research. Howev-
er, those who complied gave sufficient input to the studies that is considered indica-
tive of the goal at outset, and this is discussed and concluded at the end of the paper. 
The next section introduces the FMS condition. The following section outlines the 
studies including details of the MCVGs. 
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2 Fibromyalgia Syndrome (FMS) 

Fibromyalgia syndrome (FMS) is characterized by widespread chronic pain; often 
accompanied by symptoms of fatigue; morning stiffness; sleep disorder; headache; 
anxiety and depression [1].  

It has been suggested that pain symptoms may be related to abnormalities in the 
central nervous system, including central sensitization and inadequate pain inhibition 
[2].  

In a recent study, the estimated prevalence of FMS in five European countries va-
ried from 1.4% to 3.7%, with overrepresentation of women aged >30 years [3]. 

3 Studies and Session Detail 

3.1 Studies Overview 

Two studies were conducted in the SensoramaLab research complex at Aalborg Uni-
versity Esbjerg, Denmark. The studies were linked in that they explored FMS and the 
affect of contemporary MCVGs. A local specialist FMS/Rheumatism doctor invited 
his patients to participate and those who agreed had to travel to the university outside 
of the city for the sessions that comprised the studies. 

One of the studies consisted of fifteen female participants diagnosed with FMS 
who completed a programme of fifteen sessions each with the MCVGs (i.e. 15 sub-
jects x 15 sessions). The study comprised five sessions with Nintendo Wii (Wii), five 
sessions with PlayStation 3 Move (PS3 Move) and five sessions with Microsoft Xbox 
Kinect (Xbox Kinect). The order of the participants’ exposure to each MCVG plat-
form varied (i.e. one would start with the Wii, another would start with PS3 and 
another would start with Kinect) to give consistent data not corrupted by any ordered 
learning aspect. Once the participant was exposed to a specific MCVG platform then 
the full set of five with that MCVG platform was conducted until completed. Two 
occupational therapist graduate students conducted these sessions, one male and one 
female. 

The second of the studies included two female participants who were also diag-
nosed with FMS. These were the only participants who completed the programme of 
10 sessions with the Wii only. A PhD student in Medialogy focusing on the use of 
games technology and gameplay for therapeutic purposes from a media and technol-
ogy perspective rather than a medical/physiological conducted the sessions.  

3.2 Motion-Controlled Video Game (MCVG) 

A Motion-Controlled Video Game (MCVG) is a non-immersive variation of VR, 
which is enhanced by use of gesture recognition [4]. Such MCVGs are commercially 
available via the game consoles Nintendo Wii (Wii), Sony PlayStation 3 Move (PS3 
Move) and Microsoft Xbox Kinect (Xbox Kinect). According to Taylor et al. [5], 
MCVGs offer new opportunities in therapeutic rehabilitation as they make it possible 
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for people with impairments to participate in simulated sports and game-based activi-
ties.  Furthermore, it is possible that pain distraction from playing MCVGs can result 
in a more enjoyable experience and thereby enhances the participant’s interest and 
engagement with a gameplay-based exercise program [5]. 

Engagement is acknowledged as an important ingredient in improving rehabilita-
tion outcomes. For example, engagement has shown enhanced attendance, adherence 
and functional improvement [cf. 6]. However, few studies have investigated the com-
plexities of individual’s engagement within the FMS community. This study focuses 
in particular on the aspects of (1) game attributes, (2) participant’s gameplay (in-
ter)actions, and (3) facilitator intervention as key factors influencing the participant’s 
engagement in rehabilitation sessions in order to offer insight into the constraints and 
facilitators of engagement during motion-controlled video gameplay. This requires 
that investigations look beyond what traditional training systems have to offer in or-
der to consider wider scenarios for rehabilitation. 

The present studies used a qualitative approach supported by the Test of Playful-
ness (ToP) as an observational tool for assessment of gameplay experience [cf. 7]. 

The study of engagement is relative to the need of a more holistic view on a com-
plex situation. In order to consider this complexity, we used interaction analysis [8]. 

All data were treated confidentially. The Regional Scientific Ethical Committee for 
Southern Denmark approved the study.  

Interviews with each participant were conducted at baseline and post intervention 
and followed a semi-structured interview guide with pre-selected topics.  

Participants played for 30 minutes at each session and had at least two days rest be-
fore the next session. During each session, a facilitator was present, using an observa-
tional tool for assessment of play experience and giving instructions if participants 
had game difficulties.  

Interviews were administered pre/post intervention and the facilitators used ToP as 
an in-session observational tool. Participants reported on ADL, pain level and fatigue 
pre-intervention as well as their responses to each session, which was gathered post 
intervention.  

At baseline and post-intervention, information on ADL, pain level and fatigue was 
gathered using an ADL Questionnaire (ADL-Q), Visual Analogue Scale (VAS) and 
Brief Fatigue Inventory (BFI) respectively1,2,3. ADL-Q was used self-administered 
and the rheumatologist at Reumaklinik Danmark administered VAS and BFI. Base-
line Interview questioning goals and expectations was conducted on the first day of 

                                                           
1 ADL-Q is a questionnaire used to illustrate how well a person performs ADL (19). It consist 

of a number of daily and weekly activities. Each item can be answered from 0 (cannot per-
form) to 6 (performs without any assistance). 

2 VAS is a scale that allows the participant to quantify pain level with numbers from 1 to 10. 
BFI is a questionnaire concerning fatigue and encompasses nine questions with an overall 
score, ranging from 0 (no impact) to 90 (big impact). 

3 ToP is an observational tool used to evaluate how much a person engages in play. It encom-
passes 18 items, each with three subcategories; (1) Extent: To what extent is the person en-
gaged, (2) Intensity: With what intensity is the person engaged, and (3) Skill: How skilful is 
the person. Each of these items can be answered from 0 (not at all) to 3 (highly). 
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the studies together with an introduction of the first console that the participant would 
engage with.  

Interview analysis was done using qualitative content analysis. 
Selected games were consistent to a “sports” theme with participants choosing 

their own favorite on each MCVG platform. 
Following completion of the studies it was planned to re-contact the participants 

after one-year via a telephone interview to hear if the participants had bought a con-
sole for themselves or played elsewhere, and if yes, if it had an impact on their symp-
toms and daily living. 

4 Results 

Participants enjoyed playing the games and stated that they were able to distract from 
pain symptoms while playing. To some the participation in the sessions had an impact 
on their daily living and to others it did not.  

All participants stated that they did not take notice of pain symptoms while playing 
and they enjoyed playing the games. Several participants explained that it was a good 
way to be physical active. However, following the exercise sessions the participants 
reported that participation did not contribute to a feeling of general reduction in pain 
or fatigue and did not increase independence in performing Activities of Daily Living 
(ADL) 

5 Discussion 

The linked studies demonstrate the potentials of how MCVGs can act as an effective 
healthcare intervention for women with FMS with regards to offering activity struc-
tured around their interest, goals and choices.  

These aspects, interest, goals and choices, were empowering as well as encourag-
ing the participants to take on an active role in the activity.  

It was identified that the participants enjoyed the slow pace and familiarity of Wii, 
while some considered PS3 Move to be too fast paced. Xbox Kinect was reported as 
the best console for exercise because of full body involvement, but was almost too 
demanding for some of the participants.  

The analysis identified four main themes relative to the perception of constraints 
and facilitators to engagement in FMS gameplay-based rehabilitation: goal setting, 
facilitator approach, personalized gameplay feedback and achievement.  

6 Conclusions 

Chronic widespread musculoskeletal pain is the main symptom of people with the 
diagnosis of fibromyalgia. Other symptoms are typically including chronic fatigue 
and lethargy as well as sleep disturbance, fatigue, irritable bowel syndrome, headache, 
and mood disorders. Mease in [9] reviewed FMS concluding it as a condition that 
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affects at least 2% of the adult population in the USA and other regions in the world 
where FM is studied. In Denmark prevalence is reported as 0.7% and this ranges to a 
European high of 3.7% in Italy.  

Prevalence rates in some regions have not been ascertained and may be influenced 
by differences in cultural norms regarding the definition and attribution of chronic 
pain states. A unifying hypothesis is that FM results from sensitization of the central 
nervous system. A range of medical treatments, including antidepressants, opioids, 
non-steroidal anti-inflammatory drugs, sedatives, muscle relaxants, and anti-
epileptics, have been used to treat FM. Non-pharmaceutical treatment modalities, 
including exercise, physical therapy, massage, acupuncture, and cognitive behavioral 
therapy, can be helpful. Few of these approaches have been demonstrated to have 
clear-cut benefits in randomized controlled trials [9]. 

Some in the medical profession consider the condition psychosomatic, believed to 
have a mental component derived from the stresses and strains of everyday living.  
Distinguishing somatoform disorders (disorders in which mental factors are the sole 
cause of a physical illness) from psychosomatic disorders (disorders in which mental 
factors play a significant role in the development, expression, or resolution of a physi-
cal illness) is problematic [e.g. 10, 11]. Studies of fibromyalgia pain characteristics, 
muscle function, and impact on daily activities have been conducted (e.g. 12) with 
aberrations of pain experience literature subject of review [13]. 

According to Melzack and Wall in [14], pain signals can be controlled, modified 
and inhibited by distraction. They presented the Gate Control Theory, which proposes 
that the level of attention given to the pain sensation, emotions associated with the 
pain sensation and past experiences with the pain sensation are elements that contri-
bute to how the pain sensation is perceived. Wismejler and Vingerhoest in [15]  
suggest that a good distractor involves multiple sensory modalities, emotional en-
gagement and participation.  According to Taylor et al. [5], it is possible that the  
enjoyment of playing VR games distract the player so that he/she will focus on the 
gameplay rather than pain sensations. This can result in a more enjoyable experience 
and thereby improve motivation to comply with the training. 

Sarzi-Puttini, et al. [16], in examining treatment strategies in FMS sufferers con-
cluded that exercise does benefit sufferers as well as psychophysiologically based 
therapy, such as electromyography biofeedback, and interventions based on cogni-
tive–behavioral therapy. Summing up the team suggest ‘an individually tailored  
multidisciplinary pharmacologic, rehabilitative, and cognitive–behavioral approach 
currently seems to be the most effective’.  

The specialist doctor (Reumaklinik Danmark) involved in our studies believes ex-
ercise and drugs as a best treatment. In a review titled “Exercise for treating fibro-
myalgia syndrome” [17], Busch et al., detail related work, strategies, and outcomes 
that was informative for our design. 

Little is known about the impact playing with Virtual Reality gaming consoles 
have on this group of patients. The aim of this study was to explore the experience, 
women with fibromyalgia had, using movement-based gaming consoles and to inves-
tigate the impact on their daily living. In line with other research it is problematic to 
generalize and to conclude anything other than some enjoyed the experience and felt 
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benefit. On the follow-up after one-year some had purchased a MCVG, while others 
believed the benefit to not be worth the investment. 

In summing up this limited investigation, which exhibited severe drop outs and 
thus lack of compliance, we find that a deeper understanding of engagement within 
the FMS community, in particular related to rehabilitation using MCVGs, can be 
useful to enhance rehabilitation processes and better dress rehabilitation providers  
to better facilitate engagement and enhance the effectiveness of rehabilitation  
interventions.  
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Abstract. We have developed a tablet computer game app for low vision users 
that can be used to introduce a platform for gaming, internet and visual rehabili-
tation to older users who have not had prior experience with information com-
munication technology (ICT). Our target user group is people diagnosed with 
Age Related Macular Degeneration (AMD). The primary goal of the app is to 
present a fun and engaging means for participants to engage with Information 
Communication Technology (ICT). A long-term goal of the project is to build a 
platform to gather data on current and on-going visual function by creating a 
suite of games that could generate sufficient regular visual engagement to ena-
ble perceptual learning in the preserved peripheral retina that is spared in AMD. 
The inclusive design process took into consideration the perceptual and cogni-
tive constraints of the user group in. The ‘Tapology©’ app was formally 
launched at a large computer games festival where we gathered data from a 
range of users to inform the development of the gameplay. The initial results 
and feedback inform the ultimate goal of creating a suite of applications that 
have a wide social and geographic reach to promote and inform e-inclusion and 
e-health.  

Keywords: E-Health; E-Inclusion, Games, co-design, accessible design,  
Mobile HCI. 
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1 Introduction 

Few of us can imagine the impact and sense of loss associated with a diagnosis of an 
irreversible sight-loss condition such as Age-Related Macular Degeneration (AMD). 
Recently, one of the authors [1] has documented the social and emotional impact of 
making the transition from sightedness to blindness using to a series of interviews 
with clients who have undergone such a journey. It transpires that there is often a 
temporal disconnect between diagnosis, the behavioural ‘point of impact’ of sight 
loss, and the point of clinical intervention. In this gap, there is an opportunity to de-
velop interventions designed to address the dramatic changes imminent in life prior to 
the ‘point of impact’ of blindness (where dramatic changes in lifestyle become un-
avoidable). Although treatments are developing, as yet conditions such as AMD have 
no ‘cure’, this should not prevent clinicians and the third sector from being able to 
offer a constructive set of interventions. A wide variety of assistive technology is 
available, yet Thurston [1] has identified that there is often reluctance to take on board 
such technology early in the disease trajectory since this would be an outward sign of 
defeat. 

In view of the reluctance of newly diagnosed clients to move to overt and poten-
tially stigmatising assistive technologies, the current project is aimed at providing an 
inclusive and engaging intervention that can promote e-inclusion and adoption of 
assistive technologies. This need is amplified by the well-documented lack of uptake 
of Information Communication Technology (ICT) in older groups [2]. The resulting 
intervention is based on an interactive tablet computer ‘app’ designed to challenge 
different cognitive and visual components of the users visual system in a fun and 
engaging way that can facilitate interaction with ICT and indirectly engender a broad-
er awareness of the assistive technologies embedded in tablet computers. There is a 
longer term goal to use this intervention to develop a specific vision training protocol 
to test the hypothesis that peripheral vision in AMD patients might be subject to visu-
al training to improve visual function [3]. This would first require a palatable non-
clinical vehicle for regular interaction. 

The visual experience of AMD is one of loss of central visual acuity. Initially this 
is not subject to conscious awareness, but it progresses, meaning that items must be 
scaled up in size and effectively presented in periphery in order to be visible. Our 
peripheral vision is not as good as central vision, but tantalising results from video 
games research suggest that it might be possible to ‘train up’ peripheral vision to im-
prove visual function [4,5]. These experiments indicate that in experienced video 
games players, the so-called Useful Field of View is increased compared to non-video 
gamers. These results are typically found with players of military-based first-person 
‘shooter’ games. However, such combat based titles do not fit the demographic of the 
target patient group which is the over 60s. However, one of us has shown that in the 
case of Amblyopia, much simpler games such as Tetris can have beneficial effects on 
visual performance [6] 

The crucial skill in developing the AMD patients’ transition to reading with low 
vision is their ability to recruit peripheral vision using their so-called Preferred Retin-
al Locus (PRL), the region of spared vision [7]. This skill requires the ability to fixate 
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steadily in one location, yet attend to a peripheral one. It is precisely these sorts of 
skills that characterize modern video game play, and this indicates the potential of 
developing a games based approach to fixation training. Previously it has been argued 
that the recognition of users personal goals is crucial for accessible development for 
occasional users or users with no prior experience of ICT [8]. For example, the pri-
mary goals for the users in the ICT contexts discussed may not be primarily of a clini-
cal nature. Rather, the ability to communicate with friends and family or to share 
activities would likely be a primary goal. With this in mind, an assistive app will still 
benefit from its ability to address primary goals of the user rather than secondary 
goals. This is the justification for the game-based approach: to make the experience 
enjoyable. 

2 Development 

As pointed out by Keates [9] the profile of users must be considered during the design 
of accessible apps. Thus, in collaboration with the clients from Fife Society for the 
Blind, initial research and development led to a design project with a number of pa-
tients at various stages of AMD. During the meeting, the co-design methodology [10] 
was used to incorporate user feedback to help shape the game. By meeting and listen-
ing to the target audience it helped the design team to understand their particular 
needs, gain insight into AMD and helped us to gather information based on habits and 
daily life, which ultimately helped us design an appropriate game. During the design 
meeting basic paper prototypes were built to help visualise the design and user feed-
back was recorded to help steer the process. Additional immersive techniques, such as 
sight simulation spectacles were used by the team to assist in the development of the 
prototypes in line with previous recommendations [11] for inclusive design.  

The initial step was to work out what form the app would take, with the original 
plan being some sort of sight based game. Approximately a week was spent making a 
number of very quick, simple, prototypes; this would serve as a platform to test inter-
nally and provide a clearer path forward. The prototypes were analysed based on vis-
ual aesthetic, usability, and data collection potential to help further analysis on user 
behaviour and playing patterns. Around nine simple prototypes were made, but due to 
the potential complexity of AMD none of these prototypes on their own were thought 
to cover the range of impairments. Instead, the five prototypes with the most potential 
were collated into a mini-game collection. Together they would better cover the dif-
ferent aspects and issues of e-inclusion and engagement. 

The suite of mini-games suite was developed using the Unity game engine (© Uni-
ty Technologies). Team roles ranged from project management and game design to 
development and testing. This decision to use the Unity development environment 
came down to past experience of working with the game engine developing rapid 
prototypes and its porting ability making it easy to deploy to a range of different plat-
forms. The suite was named ‘Tapology’ (© Abertay University) (Fig. 1) and was 
designed for the iPad (© Apple Corporation) due to its large screen size and touch 
interface. By focusing on a single device it was possible to develop a robust proto-
type. By using the Unity game engine the app can easily be deployed on other tablet 
or touch screen devices currently available on the market. 
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Fig. 1. The ‘Tapology’ branding allows for the addition of additional minigames, all based 
around the concept of tap based gesture interaction 

Five mini-games were developed: Reaction, Target Tap, Colour Change, Card 
Match, and Pouring. Each of the mini-games is backed by a unique colour, to differ-
entiate it from the others. Throughout each game, bright colours and strong contrasts 
are used to make all the presented information as clear as possible for any user.  

The ‘Pouring’ mini-game illustration (Fig 2) shows how the game developers 
brought to life the concept from one of the co-design groups. In essence, the game 
involves collecting rain from the increasingly rapidly moving clouds to develop the 
garden. By focusing on a relevant, skill, the training aspects of visually guided action 
can be developed in a manner relevant and engaging for the user group. It is worth 
noting that the game ‘mechanic’ is in essence a reverse ‘space invaders’ game. In 
discussion, there was a strong sense that mainstream video games did not identify the 
appropriate demographic touchstones, nor did they address required skills for low-
vision users. Nevertheless, older users regularly play games such as Scrabble, Cards, 
Mah Jong etc., despite not seeing themselves as ‘gamers’ in the modern sense. 

The mini-games are kept short, and most increase in difficulty over the course of the 
game. Once the user finishes a game, they are awarded a score out of three stars, simi-
lar to a number of popular mobile games depending on how well they performed. This 
score, along with other relevant statistics are sent to a cloud-based data account so that 
they can be later reviewed. Data to be tracked includes the player’s score, their reaction 
times and the current difficulty settings. Importantly for the player, this helped to add 
replay value to the experience and a sense of competition, which helped to make the 
experience social – a priority that was identified in the co-design meetings. 

A key goal of the app is visual assessment of clients, and this is provided by a 
‘Target Tap’ mini-game. In this game, the user must as quickly as possible touch the 
centre of a circular target. This is the clearest link to visual assessment that forms the 
backbone of the long-term goal of patient ownership concept of the app. By  
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personalising visual assessment and taking it out of the clinical setting, it becomes 
possible to reduce the stressful component of testing. Further, it opens up the possibil-
ity for a longitudinal component of testing, not otherwise practical with fixed clinical 
testing locations due to the cost of travel and clinician time. In the context of the 
North Sea Region of Europe, this mobile aspect of testing is particularly useful since 
distances to travel to clinics in Scotland, Norway and Sweden become prohibitively 
obstructive. 

 

 

Fig. 2. The ‘Pouring’ game requires the user to use their finger to drag the bucket left and right 
and catch the rain drops. The bucket moves more quickly at each level to increase playability.  

In the mini-game ‘Card Match’ (Fig. 3) where participants must fixate the central 
card during an exposure of an array of cards, and then subsequently locate and tap the 
correct peripheral card. This game involves steady gaze fixation and good short-term 
memory.  

‘Reaction’ is a game requiring the user to respond with the appropriate interface 
gesture, the targets appear randomly on the screen requiring distributed attention. The 
aim is to reinforce the tactile skills required to operate a capacitive touch screen – an 
effective ‘tap’.  

‘Colour Change’, requires the user to focus on the centre of the screen to identify a 
central objective colour, and then ‘tag’ similarly coloured elements as they approach 
the centre. Loosely based on the concept of radar, the objective is sustained vigilance 
with visually guided action. 
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Fig. 3. Development still from ‘Card Match’ Memory and stable fixation are required for the 
Card Match game 

3 First User Trial 

3.1 Participants 

User trials involved 60 participants, 37 male, 23 female (age range 7-66, average 
28.22) who agreed to take part in a formal evaluation of the app. The procedure was 
approved by the University of Abertay, Social and Health Sciences Research Ethics 
Committee.  

3.2 Apparatus 

The software comprises the Tapology suite of 5 mini-games, each designed to chal-
lenge a different part of the visuo-motor control of the participants. 

The app makes use of the Flurry (© Flurry) analytics API to keep track of player 
information in the cloud during testing. Flurry is designed to keep track of thousands 
of users for company analytics and marketing, and by using the event tracking system 
it provides, it serves the purpose of information gathering. When a player starts the 
app it logs them as a new player and assigns them a unique identifier for the iPad they 
are using. As they complete the different mini-games, they trigger events which are 
sent to Flurry with information regarding what just happened. For example, in the 
card matching game, once they make the first match, the time taken is sent to Flurry 
to give an idea of the user’s reaction time. With the data being stored in the cloud this 
made analysis easy to access. 
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6 Future Work 

The ultimate objective for the team is to create fully working and testable visual reha-
bilitation software application embedded in a more general vehicle to facilitate e-
inclusion in low vision users. This will be achieved through a two-pronged approach. 
The first goal is develop the Tapology ‘app’ as an enabling tool for care-based and 
voluntary sector led e-inclusion outreach work. With a series of collaborative work-
shops hosted by Fife Society for the Blind and involving their clients, we aim to  
assess the extent to which group based activity, supported by specialists, can demon-
strate how the introduction of ICT in the form of tablet computers can raise awareness 
about a wide range of assistive functions. Facilitation of introduction to ICT prior to 
adoption is critical, and the role of a trusted source in the introduction of new 
processes.  These ‘meet the ipad’ sessions, facilitated by support workers and spe-
cialists will help to manage expectations about the scope of the technology and the 
requirements for adoption. The workshops can promote awareness of the built-in 
accessible features in devices such as the iPad. The ability to use Siri (© Apple Cor-
poration) to talk to the device and command actions, coupled with its ability to read 
back to the user is not widely publicized in minority end user groups, yet is of high 
value. 

The second element of the project involves refining the gameplay and demonstrat-
ing peripheral vision improvement using the perceptual learning tasks previously 
shown to have potential benefit in AMD (e.g. [3]). As a complex intervention, this 
application will benefit from the proof of feasibility of Tapology as a vehicle for be-
havioural engagement in game-based studies of visual function [e.g., 12]. 
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Abstract. Handoffs, the transfer of care responsibility from one provider to 
another, commonly occur in intra-disciplinary silos that exclude patients. Little 
is known about patient preferences about handoff participation in surgical on-
cology and key information needs including user experience (UX) considera-
tions. This exploratory, descriptive study was conducted at a cancer center in 
the western United States using a purposeful sampling technique to select 20 
surgical oncology in-patients. The team used methodological pluralism for data 
collection: naturalistic observations, interviews, field notes, and artifact capture. 
Data analysis included systematic steps and content analysis consistent with ac-
cepted qualitative research methods. The analysis resulted in 356 codes synthe-
sized into 15 categories and 3 themes: Depends Upon How Sick I Am, I Want 
To Know Everything, and My Life Is In Their Hands. Fifteen participants ex-
pressed varying levels of interest in participating in handoffs, and 18 of the 20 
wanted to know "everything" about themselves.  Initial categories of patients' 
information needs were developed. An opportunity exists to expand health in-
formatics tools to inpatients and their families and design them from patients' 
perspectives. UX considerations are outlined to expand informatics tools for 
collaborative decision making to inpatient activities and include person-
centered applications, electronic white boards to consider user diversity and 
tasks as well as context-sensitive information design.  

Keywords: Handoffs, user experience, qualitative research. 

1 Background 

Communication breakdowns between providers are recognized as a predisposing 
factor in medical error. [1] Standardized information exchange protocols, such as 
SBAR (situation-background-assessment-recommendation), are viewed as a solution 
for these kinds of communication breakdowns that include patient care handoffs. 
Unfortunately, the complex, interruption-filled, healthcare environment is not condu-
cive to providers focusing on a single event even with a tool such as SBAR. This has 
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led to workarounds and limited adoption of standardized methods of information ex-
change during patient care handoffs and other communication activities.  

The patient is, arguably, the most vested member of all involved in the process of 
patient care. This recognition has resulted in a move toward patient-centered care and 
has become the focus of many healthcare safety and quality improvement initiatives. 
[2] Despite the recent acknowledgement of patient engagement needs, handoffs or the 
transfer of patient care responsibility from one provider to another commonly exclude 
patients and occur in intra-disciplinary silos. Yet, including patients in handoff 
processes would support shared decision making while respecting patient autonomy. 
Patient participation in handoffs also would reflect the right for them to partner in 
their own care as well as having the potential to improve care outcomes, communica-
tion accuracy and informed decision-making. [3]  

Family-centered multidisciplinary rounds [4] and bedside nursing shift change re-
port [5,6] have been implemented in many hospitals as a way to include patients and 
family members in the information exchange process. In the United States, govern-
ment initiatives have mandated the adoption of electronic health records (EHR) and 
patient access to their health information. [7] An important component of these initia-
tives is commonly referred to as the Meaningful Use mandate. This mandate ad-
dresses specific uses of EHRs and electronic access to health information by patients. 
Although these mandates currently focus on the outpatient setting, a natural next step 
is developing tools to assist with patient access to clinical information in the inpatient 
environment. These tools are needed to enhance patient involvement during the pro-
vider handoff process.   

Appropriate information content for collaborative handoffs, where patients are ac-
tive participants, has not been determined. [8] Social roles, demographic factors such 
as age, physician authority and the fear of being labeled “difficult” have been shown 
to be obstacles for patient participation. [9]  Little is known about patient preferences 
regarding handoff participation in surgical oncology and key information needs in-
cluding user experience (UX) considerations. The purpose of this qualitative study 
was to determine patients' preferences about handoffs, identify current tool use and 
specifications for patient-centered information tools including UX requirements.  

2 Methods 

This exploratory, descriptive study was conducted on a 25-bed patient care unit at a 
cancer center in the western U.S. Using a purposeful sampling technique across de-
mographics, levels of care, types of surgical procedures and recovery course, 20 adult 
surgical oncology patients were selected and agreed to participate.  

Institutional Review Board approval was obtained. The team used methodological 
pluralism for data collection: naturalistic observations, interviews, field notes, and 
artifact capture. The scripted interviews used standardized questions with probes. 
Three areas were the focus for the interviews: preferences about participating in  
 



380 N. Staggers, M. Benham-Hutchins, and L.H. Langford 

 

handoffs, patients' information requirements and tools patients or families currently 
used to track care. Interviews were transcribed by a professional transcription compa-
ny, checked for accuracy and uploaded into Atlas titm for analysis. The team analyzed 
data using systematic steps [10] and content analysis. [11] First cycle coding, com-
pleted jointly, allowed definitions and boundaries to be created. Second cycle coding 
was completed by defined pairs of coders across all transcripts, and third cycle coding 
consolidated the generated categories into themes. 

3 Results 

The mean age of the 20 participants was 58.4 with a range from 28-85, and both 
genders were equally represented. One-half of the sample completed at least some 
college-level coursework although two had not graduated from high school. The pa-
tients underwent a variety of surgical procedures typically seen on this patient care 
unit. 

The analyses resulted in 356 codes synthesized into 15 categories and 3 themes: 
Depends Upon How Sick I Am, I Want To Know Everything, and My Life Is In Their 
Hands. [8] This paper focuses on the first two themes because they are more relevant 
for user experience considerations. For the first theme, 15 participants expressed vary-
ing levels of interest in participating in handoffs. Six were neutral about their partici-
pation with statements such as, "Yes, I might." A small subset saw handoffs as the 
sole purview of providers while as many others had strong sentiments about partici-
pating, saying “It’s my body and my health.” The types of handoff participation pa-
tients wanted varied from just listening to being very active in the handoff process.  
Most participants wanted to be invited into the handoff process by being asked  
questions.  

For the second theme, five categories were identified: patient tools, shared elec-
tronic health record information, information needs, discharge information and patient 
preferences. None of the participants currently used electronic tools or had EHR in-
formation shared with them while they were in-patients. Most tracked information in 
their heads or had family members act as information managers.  

Ten of the 20 used hospital provided in-room white boards to track information 
(names of their nurses, family contact information and/or medications). Examples of 
whiteboards are in Figures 1 and 2 below. As may be seen in the figures, the white-
boards had a variety of uses from minimal (caregiver names or family contact infor-
mation) to more information including scheduled medication times or the number of 
times the patient ambulated during a shift. One patient tracked his stated daily goals 
and his progress toward those goals on the whiteboard. None of the patients used the 
pain scale available on these artifacts. Four participants/families used hand-written 
records of varying depths. These records spanned in-patient, home and out-patient 
settings. 
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Fig. 2. (continued) 

Sample information needs from the participant interviews are represented in  
Table 1. From the variety of sources, overall information needs were identified in-
cluding initial categories of patients' information needs. Common categories were: 
medications, wound care, appointments (both in-patient and out-patient) and  
discharge information. However, most participants (18 of 20) wanted to know  
 

Table 1. Exemplar Quotes about Patients’ Information Needs 

“I would love to know everything about me.”  
 
“I want to hear what’s going on. This is my life.” 
 
“What’s going to happen to me, about my incision? When are the staples supposed to 

come out? What time am I supposed to meet with the doctor? What doctor am I supposed to 
meet with? Everything.” 

 
 “I think it would help me understand more what’s going on with me. More of what I can 

do for myself. Make me more aware of how severe my problem is or how not so severe.” 
 
“I have a notebook that I keep. I have people, pain control…and the things that I should 

and shouldn’t eat. The different type of chemo treatment they're supposed to give, different 
medications.” 
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"everything" about themselves including their prognosis, saying for example, "I think 
you should be aware of everything," and "This is my body and I want to be aware of 
what's going on…"  

Participants were evenly divided on the need for an electronic in-patient tool for 
oncology. Quotes on this topic ranged from "I know what's going on. It's nothing I 
have to write down…" to "…I need to be aware of everything."   

4 Discussion 

No patients used electronic tools, not even to take simple notes or write questions for 
providers to answer. This was surprising given the general public's use of smart 
phones and mobile devices such as iPADs. In contrast to this lack of tools, the vast 
majority of participants wanted to know everything about themselves, which would 
imply tool usage to track information. Therefore, an opportunity exists to expand 
health informatics tools to inpatients and their families and to design them from pa-
tients' perspectives. Most important, these tools need to support collaborative deci-
sion-making in the inpatient setting. User experience (UX) considerations need to be 
created even before initial prototyping begins. 

A long-term goal would be to create person-centered health records that manage 
health data in a longitudinal manner, beyond the current notions about personal health 
records (PHRs) or episodic, inpatient personal health records. These new longitudinal 
electronic tools could provide support for collaborative activities that include, for 
example, patient-centered handoffs and facilitated participative information manage-
ment in other settings including the ambulatory care or home care arenas. While it 
may be tempting to create inpatient records tethered to acute care EHRs as a more 
permanent solution, this move would be short-sighted. Much like current personal-
health records with limited data availability and requirements to manually enter in-
formation, [12] tethered person-centered health records would include only limited 
data and information centered on organizations or a subset of providers instead of 
more person-centered data and information.  

Long-term, these new tools would follow precepts outlined by Cortese [13] about a 
"keep you well" health system: (1) care wherever the person is (home, work, school), 
(b) by an integrated, multidisciplinary team, (c) with whatever device, (d) providing 
information at the point of care. The longer-term focus would shift to home or work 
while allowing collaborative decision making activities such as handoffs in an acute 
care setting. Most important, individuals need health records that allow interoperabili-
ty and data access across settings, i.e., records centered on them versus providers and 
organizations as is the current method. With the individual as the center of data and 
information management instead of organizations, supporting informatics tools would 
need to be redesigned. This vision would require years of development. In the mean-
time, other options may be fruitful.  
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5 Context-Sensitive Information Design and Tools 

First steps may include a patient-centered tool tethered to the EHR and to expand the 
use of the whiteboards in patients' rooms. A tethered, person-centered healthcare 
record would include pertinent data from the EHR related to the current course of stay 
but would need to be robust enough also to allow data input by patients and their fam-
ilies, e.g., preferences, family contact information, questions for providers. This 
represents a change from current capabilities as patients are not allowed access to in-
patient EHRs. These could be designed using either the patient care summary or the 
multidisciplinary plan of care to push information to an application useful for han-
doffs in surgical oncology. This kind of summary could guide shared decision-making 
among providers, patients and family members. Pertinent information could be sent to 
other devices such as electronic white boards in patients' rooms to display key infor-
mation as discussed below. 

Typical information would be available to the patient as well as the patient and 
nurse collaborations during handoffs: medication information, daily care goals such as 
ambulation or pulmonary activities, test results, and discharge planning. Handoff 
content would include collaboratively-set care goals for discharge and for the day or 
shift, information related to the problems with interventions and progress toward 
these goals and/or problem resolution. At discharge, a summary of care, home care 
requirements such as medications and wound care, would be electronically sent 
and/or printed for patients. Portions of this record could allow data entry by patients 
to update emergency contact information, care preferences or restrictions such as a do 
not resuscitate order or to pose questions to nurses or physicians. 

Another promising method may be to expand white boards to an electronic means 
that allow information input as well as viewing by patients/family members and pro-
viders. The whiteboards could include basic information such as collaboratively set 
care goals including collaborative pain management goals, medication times with 
patient response  and next dose information as well as patient progress toward shift or 
daily goals. Specific interventions, such as wound care every eight hours, and sche-
duled inpatient procedures, such as MRIs, could be listed. For both of these options, 
interoperability with the local electronic health record would be an obvious require-
ment. Ideally, inpatients and families would be able to bring their own devices such as 
iPADs to use. Clearly using mobile devices would offer an optimal method for the 
opportunity to participate in care and flexibility for patients and family members. 

5.1 Users and Tasks 

Potential surgical oncology inpatient users will have diverse characteristics so designs 
would be similar to mHealth applications targeted for use by the general public. Be-
cause inpatients may not feel well enough to participate in collaborative activities, 
defined users must be expanded to include family members as well as the  
inpatients themselves. Both inpatients and their families will be diverse in technology 
experience and education levels as exemplified in our exploratory research.  
Thus, future devices and applications need to be targeted to accommodate individual 
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characteristics representative of the general public. Using mHealth design considera-
tions may be helpful. [14,15]  

Task-related information for surgical oncology inpatient records includes: ability to 
access information about the specific type of cancer including educational material, 
the type of surgery performed with diagrams or illustrations, length of time since 
surgery, ability to access medication information such as time of last dose, next dose 
and a pain effectiveness rating. These last two could be trended over time and plotted 
against each other. Certain fields should allow patient input as discussed above. 

Task representation for whiteboards may be more limited: time and name of last 
pain medication, time next pain med is due, patient care goals for the day such as 
number of times to ambulate or an intake goal of, say, 2000 cc's, family or emergency 
contact information and patients' progress toward daily and discharge goals. If space 
is available, including any scheduled appointments or activities would also be useful.  

6 Conclusions 

Inpatient tools and their HCI considerations represent a new area of inquiry. A poten-
tial exists to improve patient outcomes, care satisfaction and smooth transitions from 
acute care to ambulatory and home care especially when the user experience is consi-
dered as these new tools emerge. 

This exploratory study is, to our knowledge, the first to outline initial information 
content and UX considerations for patient-centered handoffs. This initial study 
showed patients' willingness to participate in handoffs, outlined information needs 
and uncovered potential tools for person-centered applications of the future. Inpatients 
typically want access to robust information about themselves. UX considerations are 
multiple. Stakeholders need to include family members and any designs need to be 
targeted to use by the general public with varying education levels, technology expe-
rience and abilities. Tasks are designed based upon patient care goals/problems,  
interventions and progress toward goals. Context-specific information for surgical 
oncology specifically includes pain management, wound information, follow-up  
cancer care and appointment schedules. 

6.1 Limitations and Future Research 

Limitations to this study include: (1) the sample was slightly more well educated 
overall than most and (2) the study was completed in a cancer specialty hospital, po-
tentially limiting the generalizability of the findings. Future research may be to devel-
op user experience requirements in more depth, to create a pilot project for electronic 
white boards and to expand decision aids to the inpatient arena and handoff activities. 
The user experience requirements could be validated using an initial prototype elec-
tronic whiteboard or handoff tool that is interoperable with the institution's electronic 
health record. A diverse set of inpatients and their families could be tested for the 
feasibility and design of this new tool in oncology. 
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Abstract. This paper describes a pilot study in terms of reflection-in-caregiving 
with an assistive technology employing smart messaging by Bluetooth for loca-
tion identification and annotation for tweets. We conducted 3 sorts of investiga-
tions (i.e. questionnaire of role stress, semi-structured interview and reflection 
workshop) to explore potential for inducing caregiver’s behavior change by the 
assistive technology. Thereafter, we concluded that the assistive technology 
shows the potential of reflection and behavior change. 

Keywords: People with dementia, caregiving, reflection workshop, case study, 
massaging system with voice tweeting. 

1 Introduction 

In Japan, an increasing number of people are over sixty-five years of age. Conse-
quently, the demand for qualified caregivers is increasing; however, most care centers 
for the elderly are short-staffed and caregiver workloads are increasing. This has re-
sulted in numerous caregivers reaching a burnout state. Japan is not the only country 
facing this challenge; many other developed countries, such as Germany, Italy, and 
the Republic of Korea face similar problems. According to a United Nations report 
[1], many countries are expected to become “super-aged” societies by the year 2050, 
by then, there is a prediction that more than twenty percent of the population will be 
sixty-five years or older. 

Technology can play an important role in helping caregivers of aging population. 
For example, several devices (such as sensors) and services have been developed to 
help locate a person with dementia who may be wandering aimlessly outdoors. Health 
and safety monitoring technologies aim to keep the elderly healthy and look after 
them in case their safety is at risk. These technologies are most effective for monitor-
ing people who tend to go about unnoticed. 

The devices include various sensors such as GPS-enabled mobile phones. Several 
monitoring systems have been developed to ensure the safety of people with demen-
tia. Such systems focus on preventing residents from taking risky actions such as 
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wandering [2–5]. A smart home with a sensor network enables caregivers to monitor 
the whereabouts of residents. When a smart home is inhabited by people with demen-
tia, the home can help caregivers identify the risks involved in any unusual behavior, 
such as wandering and agitation [6–9]. Although technology may be useful for assist-
ing such people and their caregivers, these technologies have not been embedded into 
the job processes and workflows of caregivers. 

We have therefore developed a workshop for reflection-in-caregiving with an as-
sistive technology employing smart messaging and location identification via Blu-
etooth; and have developed the Bluetooth component in advance of this current study 
[10]. We conducted a series of investigations, which consisted of questionnaires re-
garding role stress, semi-structured interviews, and field trials of our proposed system 
at a care house, all in an effort to explore and identify the requirements of the work-
shop. With respect to care tasks, the investigations targeted meal assistance; further, 
25 caregiver-days participated in this study. 

2 Smart Voice Messaging System 

Figures 1 and 2 show a smart voice messaging system that provides a hands-free 
communication method for temporal–spatial collaboration among caregivers and 
nurses. In our proposed smart voice messaging system, voice messages can be auto-
matically distributed to the right person at the right time and place and in the right 
way without cumbersome input operations. To do so, as shown in Figure 2, the auto-
matic voice message distribution engine uses tags appended to the voice messages. 
These voice message tags annotate the message and indicate contextual information 
about the message. These tags are generated from keywords (obtained via voice rec-
ognition) as well as location and acceleration (from sensor data) [11]. 
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Fig. 1. An overview of our smart voice messaging system [10] 
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Fig. 2. Message distribution engine that tags and transmits messages from sender to receiver 
[10] 

Nurses and caregivers record voice messages with information observed about pa-
tients and care recipients. A better awareness of care recipient conditions is recorded 
vocally with ease. Further, nurses and caregivers record voice messages of tasks to be 
performed. Next, a reminder about the task is given. The messages are then used at 
the shift-change meeting as triggers for reminding staff of incidents or pending tasks 
to be performed. 

A caregiver’s voice messages are transmitted to his or her colleague whenever he or 
she desires. Nurses and caregivers report and share their progress status, and appropri-
ate actions and support can be adaptively implemented collaboratively. During his or 
her rounds, a nurse speaks with residents and records messages about each patient. 
These messages are then, for example, distributed to a bath caregiver at bath time. 
Similarly, other messages are distributed to other nurses during a shift meeting at the 
nursing station or other specified times. These messages are automatically classified 
and distributed without any smart phone operations. In traditional communication, 
information is shared with a sender’s intentions and efforts (operations); therefore, 
only critical information is shared and most noncritical information is lost. While in-
structions and requests are often critical, other information regarding each client and 
process are often noncritical. The smart voice messaging system can handle the non-
critical information without requiring a sender’s strong intentions and efforts. 

3 Study Design 

In our study, we first obtained informed consent from the manager and caregivers of a 
care house, who were the participants in our study. Next, we explained to them how 
to use the system, what equipment each participant would need, and how to record 
messages in the system. We then operated our system throughout meal assistance for 
approximately one hour, fully transcribing all tweets regarding caregiving; we anno-
tated the tweets with tags determined by another of our preliminary studies [12] as a 
Wizard of Oz experiment. 
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We also conducted a questionnaire survey and semi-structured interviews with the 
caregivers to identify highly demanding tasks of the meal assistance process; we also 
showed a summary of caregivers’ traffic lines during meal assistance generated by 
our system. Note that our system provides a function for repeating all tweets with 
traffic lines. 

We conducted these investigations using our system that consists of a traffic line 
viewer for meal assistance and tweets during that time period. Further, the questions 
of our questionnaire focused on the standpoint of role stress [13-15]. With results 
shown in Figures 3 and 4, the questionnaire consisted of one question regarding over-
all stress in meal assistance, eight questions of role stress, especially role ambiguity 
(i.e., questions Q1-Q4) and role conflicts (i.e., questions Q5-Q8), and two questions 
regarding knowledge levels matched to tasks (i.e., questions Q9 and Q10). The ques-
tion regarding fatigue used a three-point scale from zero, which indicated no stress, to 
two, which indicated heavy stress; the other questions used a seven-point scale. Care-
givers received a higher fatigue score for certain messages if he or she was faced with 
a burden during meal assistance or graded it without identification to a certain mes-
sage (if the caregiver could not identify a specific occasion at the time). Next, the 
caregivers answered questions regarding role stress and their (self-assessed) know-
ledge levels. 

Inherent to caregiving, the decision-making process of caregivers often becomes 
vague under the stress of multiple and simultaneous tasks. In the semi-structured in-
terviews, we primarily focused on asking caregivers about the reasons they felt they 
received the aforementioned questionnaire scores; each interview took approximately 
15 minutes. 

Workshop requirements were determined based on the results of the question-
naires and interviews. As a result, a workshop for reflecting on the role of the care-
giver was held in the same care house. 

 

 

Fig. 3. Results of role stress during the daytime meal assistance process 
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Fig. 4. Other results of role stress during the daytime meal assistance process 

 

 

Fig. 5. Averages of role stress 

4 Results 

Figure 3 shows an example of results of the questionnaire given in regards to day 
meal assistance. Caregivers who felt high levels of stress scored higher on questions 
of role stress—especially question Q8—than others who did not feel such stress. For 
instance, Caregiver K, a competent caregiver, reported during her interview that a 
resident with dementia often becomes unquiet during lunch. This resident sometime 
yells at the other residents if she feels ignored by her caregivers. In response, the  
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caregiver and his colleague mandatorily pay more frequent attention to her than that 
on ordinary days. Consequently, the caregiver feels stressed out and does not concen-
trate fully on the task at hand. 

Figure 4 shows the other results of the questionnaire at daytime meal assistance. 
Caregivers Q, R, S, and T were rated role conflict higher than Caregiver U, who did 
not report having any stress during meal assistance. The reason why these four care-
givers were stressed out was that they had to cope with simultaneous events in their 
day, including exercise, haircuts, a visiting medical checkup, meal preparation, and 
meal assistance. 

Caregivers are often placed in dilemmas and experience claims and unexpected ac-
tions by residents, as described above. As shown in Figure 5, this caused mental an-
guish and role stress, in particular role conflict. The figure shows that caregivers who 
felt stressed rated role conflict higher than the others. 

From the results of the questionnaire and interviews, we selected two cases as dis-
cussion topics in the reflection workshop: “preventing curse-and-swear,” in which 
caregivers must take care of their residents and maintain a sociable atmosphere while 
providing quality care for everyone, in addition to ordinary meals; “preventing a do-
mino effect,” in which if there were many events in the day, caregivers were imposed 
to cope with multiple tasks simultaneously in addition to their normal daily tasks. In 
such cases, they also suffered from role conflict. 

5 Reflective Workshop 

We developed a workshop to ensure that the role of the caregiver was clear; and ap-
proached this by discussing the two aforementioned topics. We held our workshop 
three times for the following three distinct audiences: veterans, apprentices, and com-
petent caregivers. The workshop’s goal was to establish an explicit rule for mitigating 
role conflict and role ambiguity. In the workshop, caregivers discussed their individu-
al ways of coping. 

We provided handouts that described the two cases. These descriptions consisted 
of the role of staff, an overview of the care house (e.g., the number of caregivers and 
care recipients, times for each meal, etc.), specific points that had to be paid attention 
to during meal assistance (e.g., symptoms of dementia, preparing medication after the 
meal, etc.), typical characteristics of the case, and instructions and themes for discus-
sion. Workshop members were selected based on their levels of expertise and position 
in the care house; we played the role of facilitator. Through multiple sessions, three or 
four caregivers participated in the workshop; more specifically, there was a veteran 
caregiver, one or two intermediate caregivers, and one or two novices. Workshop 
discussions were fully recorded and transcribed for detailed analysis. 

We observed that caregivers actively conversed with each other throughout the 
workshop. They tried to confirm their colleagues’ ways of detecting signs of curse-
and-swear behavior and how to cope with it, including when to contact the chief. 
Likewise, they discussed how they handled dealing with simultaneous events. Veteran 
caregivers recognized the workshop as an opportunity to share their experiences and 
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knowledge with younger caregivers. In each workshop, participants produced a set of 
instructions on how to cope with the domino effect. More specifically, they were able 
to externalize their implicit knowledge as an explicit explanation. We therefore con-
clude that our workshop has the potential to change a caregiver behavior and mindset 
in regards to our smart voice messaging system. 

6 Conclusion 

We conducted a pilot study in a care house with our smart voice messaging system 
with the goal of designing a workshop to discuss key issues in the role of caregiving. 
Caregiver tweets during meal assistance that are collected by our system and are 
stored to serve as triggers of the incidents along with their responses and actions to 
these triggers. They reported their degrees of fatigue and the role of stress in terms of 
meal assistance via a questionnaire on our system. We also carried out semi-
structured interviews to reveal the relationship between fatigue and stress as well as 
the cause of them. Workshop requirements for reflection-in-caregiving were then 
determined after the investigation and the workshop was held thrice. From our results, 
we concluded that our workshop development in conjunction with our system has 
great potential to trigger behavioral change. In our future work, we plan to carry out 
follow-up studies to validate and extend the findings of this study. 
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Abstract. With advances in medical technology, people’s life have been ex-
tended, and there are more and more older adults isolated. If they do not maintain
social life with others, they may feel loneliness and anxiety. For their mental
health, it is reported effective to keep their social relationship with others, for
example, the conversation with their caregivers or other elderly people. Active
listening is a communication technique that the volunteer listener listens to the
speaker (the elderly) carefully and attentively by confirming or asking for more
details about what they heard. This helps to make the elderly feel cared and to
relieve their anxiety and loneliness. This paper presents our in-progress project
aiming to develop a framework of a virtual companion agent who is always with
the user and can engage active listening to maintain a long-term relationship with
elderly users. In order to achieve the agent’s companionship with the user for a
longer period, we believe that it is essential to make the agent to understand the
user as best as it can. This kind of user-fitted conversation is not addressed in
previous companion agent work. The proposed approach is the acquisition of the
“memory” of the user’s daily life in two situations, at-home and outside-home.
In the former one, multiple Microsoft Kinect depth sensors were adopted. The
depth information is integrated to detect the user’s position and posture and then
to estimate the user’s daily activity. In the outside-home configuration, the proto-
type application is an Android smartphone application that recognizes the user’s
moving status with the information from the on-board three-axis accelerometer
as well as the location of the user from GPS information. These data are then
used to estimate the user’s outside-home activity. All estimated daily activities
are recorded in an activity history database. Both the at-home and outside-home
activity estimation methods have been developed and have been evaluated in a
laboratory environment with student subjects at a moderate accuracy. The in-
terface of the companion agent is being designed with the results from human-
human and human-agent (driven by the data from the human listener condition)
subject experiments. After the technologies are more matured, we would like to
conduct real-world experiment with elderly subjects in near future.

1 Introduction

With advances in medical technology, the average life expectancy of world population
is increasing. Since the probability of becoming cognitively impaired increases with age
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(roughly 10% of over 65 years old people), one side effect of increasing life expectancy
is the emerging number of dementia patients. It is said that currently there are already
around 40 million dementia patients all over the world. This is particularly severe in
developed countries where the problem of aging population proceeds. Japan, probably
is the country in most severe situation in the world. According to a recent statistical
data, the number of dementia patients in Japan has already exceeded two million (1.6%
of the population), and the number will keep increasing to 4.5 million (4.1% of the
population) by 2035.

If they do not maintain social life with others, they may feel loneliness and anx-
iety. For their mental health, it is reported effective to keep their social relationship
with others, for example, the conversation with their caregivers or other elderly people.
Reminiscence or life review [1] is a well known method to slow the progress of the
most prominent symptom of dementia, memory impairment. It is also reported in the
literature [2,3] that repetitive stimuli on cognitive functions in the environment is also
effective in suppressing the degradation of specific cognitive abilities.

Active listening is a communication technique that the listener listens to the speaker
carefully and attentively by confirming or asking for more details about what they heard.
This kind of support helps to make the elderly feel cared and to relieve their anxiety
and loneliness. However, due to the lack of the number of volunteers comparing to
that of the elderly who are living alone, the volunteers may not be always available
when they are needed. In order to improve the effect, always-available and trustable
conversational partners in enough number are demanded. This paper presents our in-
progress project aiming to develop a virtual companion agent who can engage active
listening and maintain a long-term relationship with elderly users.

This paper presents our approaches in acquiring the “memory” of the user’s daily
life in two situations, at-home and outside home. Because of the different level of con-
straints of the situations, we tried to maximize the richness of sensory information with
different sensor technologies for each of them. Fig. 1 shows the conceptual diagram of
this project, where the companion / listener agent can utilize the daily activities of the
user and engage the conversation with him / her. The daily activity database are created
from the information gathered by portable device (smartphone) and at-home sensors
(Microsoft Kinect). These information can be further searched by medical institutions
or the family of the users from remote.

2 Related Work

Various assistive technologies for dementia patients have been proposed so far. Since
it is difficult to find a sufficient number of caregivers for dementia patients in many
countries, besides providing physical assistance to those with physical impairments, it is
important for assistive artifacts to provide communication functions [4]. An embodied
conversational agent can effectively serve as a listener for people with dementia if it is
accepted as a companion by the patients. Previous studies on the acceptance of such
an agent by elderly people reported that it is important for the agent to display social
signals, like smiling and head nods [5]; this enables the agent to gain the patient’s trust
and enhances intimacy [6].
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User wearing 
portable devices
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Fig. 1. Conceptual diagram of the project

In the aspect of conversational companion agents, most previous studies focused
on user perception of empathy and affectiveness during the interaction with the agent.
Kanoh et al. [7] investigated user acceptance of a robot in recreational use inside health
care facilities for elderly people. Although the participants showed positive reactions to
the robot, the interaction between the participants and the robot was seldom observed.
Bickmore et al. [4] investigated the effects of verbal and non-verbal empathic behaviors
of a 2D graphic agent and found that the subjects did rate the agent more caring if it
shows those behaviors. Leite et al. [8] investigated a robot cat showing empathic be-
haviors (voice, facial expressions, and head movements) on the players of chess game.
Smith et al. [9] proposed the integration of affective dialogue with a deliberative ar-
chitecture. These studies showed that the display of empathic behaviors can usually
make the conversational artifacts better accepted by users, which is a requirement of
artificial companions. However, these proposed systems are neither equipped with the
mechanism to keep long-term relationship with the users nor used in serious tasks.

Other studies try to model episodic memory which is essential to maintain the di-
alogue with users in long-term relationship. Sieber and Krenn [14] proposed a W3C
RDF (resource description framework) based presentation of past interaction and user
preferences. In order to achieve higher efficiency and more realistic dialogue, Lim et
al. [10] integrated “forgetting” feature into their episodic memory model. Campos and
Paiva [11] proposed a chat agent for assisting a teenager user on self-reflection about
what happens in his / her life. The dialogue is pro-active and adapted to the main goals
of a teenager user, school, love and play. These projects also do not aim serious use of
companion agent, but the Campos’ work shares similar general idea with us, i.e. store
and acquire personal memory by the interaction with a companion agent.

3 Recording of Daily Activities

In order to achieve the agent’s companionship with the user for a longer period from
several months to several years, we believe that it is essential to make the agent to
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understand the user as best as it can. Previous approaches include gathering the profile
information of the user in advance and record the interaction history between the agent
and the user. In addition to them, tracking the activity history and the events occurred
in the user’s daily life seems to be a reasonable approach if the agent is always with the
user. By tracking the regular patterns as well as the occurrences of irregular patterns, the
agent may discover the user’s personality and habits and have more chances to engage
the conversation with the user. Then the agent can then trigger the utterances like “You
waked up latter today. Did you feel bad somewhere?” or “Please take care of yourself
better” if it finds that the user eats out everyday.

3.1 At-Home Situation

In the at-home configuration, Microsoft Kinect depth sensors were adopted because the
balance between its effectiveness and cost, as well as the user can be free of attaching
some dedicated sensors on his/her body. Due to the fact that a single Kinect can only
detect the distance between itself and the objects within a range between 0.8 and 4 m,
multiple Kinects are required to cover a typical one-room apartment (about 30 m2) in
Japan. The method to integrate the coordinate systems of two Kinects to the world coor-
dinate system is evaluated to have a precision with errors less than 0.6 m in a simulated
room. This should be enough to detect the locations of the user inside his/her home.
From the location and prior knowledge of the room layout (the locations of TV, toilet,
kitchen, etc), we expect that we can estimate the user’s at-home activities. Fig. 2 shows
the layout of the simulated room where we conducted the experiments. We measured
the precision of the position estimation method at the preventative positions with a two-
Kinect setup. Table 1 shows the results. The precision varies while the distance toward
Kinects. The precision is only at moderate level but should be enough to distinguish the
spaces where the user doing his / her activities.

Table 1. Measured precision of the position estimation method for at-home situation

ID (X, Y) estimated (X, Y) error

1 (-2.000, -0.500) (-1.121,-0.278) 1.136

2 (-0.500, -1.000) (-0.331, -0.559) 0.471

3 (-1.000, -0.500) (-0.580, -0.235) 0.496

4 ( 0.000, 0,000) (0.591, -0.170) 0.524

5 (-0.500, 0.500) (0.057, 0.084) 0.102

6 (-0.500, 0.500) (-0.304, 0.323) 0.263

7 (0.500, 0.500) (0.284, 0.333) 0.271

8 (-1.000, 1.000) (-0.551, 0.473) 0.691

9 (1.500, 1.000) (0.001, 0.004) 1.799

10 (0.000, 1.500) (-0.024, 0.900) 0.600
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Fig. 2. Coordinations where the precision of position estimation was measured

3.2 Outside-Home Situation

In the outside home configuration, the prototype application is implemented on a Sam-
sung Galaxy SII phone. This Android application recognizes the user’s moving status
(walking, running, bicycle, car, or train) with the information from the on-board three-
axes accelerometer (sampling rate: 100 Hz). The recognition process uses a priorly
trained C4.5 decision tree by Weka data mining tool [12] from 30-minute training data
of each class. Since there should be no difference of feature values among different
person on transport vehicles, those training data were collected from one person. On
the other hand, the walking data were collected from five college students (three males
and two females). The features used are the maximum, average, and deviation of each
axis. The measurement is based on a 5-second sliding window in real-time, and a 92.2%
10-fold cross validation accuracy is achieved. Base on this mechanism, we further mea-
sure the activities in larger temporal granularity, i.e. 10 minutes, one hour, and one day.
The preliminary experiment is done with one male college student’s activities in one
month. In addition to the features for detecting moving status, other features like time
period and the types of facility where the subject is in were used. Table 2, 3, and 4 show
the confusion matrices of the classification results of each granularity, respectively. The
classification accuracy at 10-fold cross validation was shown in Table 5. Furthermore,
these data were sent to a database where queries of the user activities is possible from
Web interface (Fig. 3).

The application also logs the user’s current position from the location information of
on-board GPS sensor (sampling rate: 1 Hz). The moving status and position is sent to a
back end server in trunks periodically (for example, once every 10 minutes). Our next
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Table 2. Confusion matrix of 10-minutes activity estimation. The data in columns are the classi-
fication results

Lunch Dinner Desk work Restaurant Shopping Walking Bicycle Car Train

Lunch 124 0 5 1 1 0 0 0 0

Dinner 0 127 5 0 1 0 0 0 0

Desk work 11 33 118 0 0 0 0 0 0

Restaurant 0 0 0 174 0 0 0 0 0

Shopping 0 0 0 0 173 0 0 0 0

Walking 0 0 0 0 0 150 0 0 0

Bicycle 0 0 0 0 0 0 156 0 0

Car 0 0 0 0 0 0 0 135 0

Train 0 0 0 0 0 0 0 0 138

Table 3. Confusion matrix of one-hour activity estimation. The data in columns are the classifi-
cation results

Meal Shopping Desk work Moving

Meal 76 1 19 0

Shopping 16 91 5 0

Desk work 19 0 83 0

Moving 0 0 0 100

Table 4. Confusion matrix of one-day activity estimation. The data in columns are the classifica-
tion results

Study & Research Meal Recreation

Study & Research 10 0 0

Dinner with friends 0 8 2

Recreation 0 2 8

Table 5. Classification accuracy (10-fold cross validation) in different temporal granularities

Time Slice Moving 10 minutes One hour One day

Accuracy 92.2% 95.9% 85.3% 86.6%
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Fig. 3. Visualization of the activities of outside-home situation

step is to extend the companion agent interface to the smartphone. Considering safety
issue, it is not necessary to include the graphical character. However, as the literature
reports that the user can feel the agent migrate even its form changes [13], it would be
easier to establish trustworthy relationship with the agent if the user can feel the agent
is still with the user when (s)he is outside home. For example, using the same voice and
the same personality model in both the at-home agent kiosk and the mobile phone.

4 Conclusions and Future Work

This paper presents a part of work of an ongoing project that aims to develop a virtual
companion agent for the elderly. It is believed that the tracking and utilizing the daily
life activity of the user for the agent’s action decision-making can help to develop long-
term relationship with the user. Kinect depth sensors were used in at-home situation
while Android mobile phone is used in outside home situations to record the user’s
locations. These data are further used to estimate the user’s activities. As future work,
first of all, we would like to integrate the activity information from both the at-home
and outside home situations and develop an uniformed memory representation for the
agent. After that, we would like to complete the development of the interaction loop
of user activity recognition and agent behavior generation. Finally, we would like to
deploy the complete system in long-term practical use to evaluate its effectiveness.
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Abstract. This study investigates age and age-related differences in Internet 
usage of 952 cancer patients treated with chemotherapy. Older patients (> 65 
years) reported significantly less Internet usage to find treatment-related infor-
mation than younger ones (< 65 years). Still, 40.1% of the older patients used 
the internet regularly or often, as compared to 52.3% of the younger patients. 
About one quarter (26.4%) of the older patients and 14.6% of the younger pa-
tients didn’t use the Internet at all during their chemotherapy treatment. In the 
younger age group, men, patients with a palliative treatment goal, a more  
monitoring coping style, more information preferences and higher fulfilled in-
formation and communication needs reported more Internet usage than their 
counterparts. In the older age group, only a monitoring coping style, being male 
and a higher education level predicted Internet usage. The results of this study  
provide guidance to improve Internet usage of older patients. 

Keywords: Aging, Internet, Information Seeking, Cancer, Chemotherapy. 

1 Introduction 

Cancer is frequently a disease of older adults [1], [2]. Due to an aging population, the 
number of new cancer patients will rapidly increase in the coming years [3]. Fulfilling 
patients’ information and communication needs can help them cope with their illness 
and improve their well-being [4]. Increasingly, health information is delivered on the 
Internet [5]. In The Netherlands, the vast majority of people aged 65 years and older 
have access to the Internet and more than half of these older Internet users, use the 
Internet to search for health related information [6]. This makes the Internet a strong 
medium to deliver health information to older people [7]. Little research has been 
conducted on Internet usage of older cancer patients and if, or to what extent, this 
differs from Internet usage of younger patients. As chemotherapy is in the top-three of 
most used treatments for cancer [8], our study focuses on Internet use to search for 
information about chemotherapy. Therefore, this study aims to investigate age differ-
ences in Internet usage of cancer patients treated with chemotherapy (from now on: 
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chemotherapy patients). According to the uses-and-gratifications theory, the use of 
media can be predicted by the needs for information of an individual [9-12]. Chemo-
therapy patients need information to cope with their illness and treatment. When 
healthcare providers are unable to fulfill the information needs of patients, they might 
turn to other sources, such as the Internet to fulfill their information needs. The 
second aim of our study is therefore to study the factors that might influence the level 
of Internet usage. To study these factors, we used a model, developed by Muusses et 
al. [13], that explains information source usage in chemotherapy patients. This model 
assumes that background characteristics (i.e., socio-demographic factors and medical 
background factors) and psychological factors (i.e., cancer-related stress reactions, 
coping style and information preferences) predict information needs, which subse-
quently predict information source usage, in this case Internet usage (see Figure 1).  

This model was originally developed for patients of all ages. However, the factors 
in the model might be age-related. Regarding the psychological factors, older cancer 
patients are found to perceive less severe psychosocial problems than younger ones 
[14], [15]. Their cancer-related stress reactions might be lower because they have 
fewer competing demands on their time and resources than younger patients. This, 
along with different expectations, may mitigate the negative impact of the specific 
psychosocial consequences of the disease and its treatment [14]. This might also in-
fluence their information seeking behavior, possibly resulting in less Internet usage. 
Moreover, older cancer patients in general have a lower monitoring coping style than 
younger ones [16]. A monitoring coping style means that someone prefers high-
information input when experiencing a stressful event to cope with the event, in this 
case chemotherapy treatment, and suffers less psycho-physiological arousal when 
receiving information [13], [17]. People with a lower monitoring coping style are 
expected to use the Internet less often. Last, it is suggested that older cancer patients 
have a slightly lower need for information than younger patients. They prefer to re-
ceive information about the most important aspects of the disease and treatment, but 
are less interested in detailed information in general [15], [18].  This might result in 
less Internet usage.  

In addition, background characteristics might play a different role in older than in 
younger patients. Next to age, information seeking behavior can be explained by gen-
der and education [13]. Because the education opportunities have increased over the 
years, older people are, on average, lower educated than younger people [19], and this 
particularly counts for older woman. In addition, both treatment goal (curative vs. 
palliative) and quality of life are expected to influence information seeking behavior. 
Older people receive palliative treatment (aiming to reduce the severity of disease 
symptoms) more often than younger ones [20]. They may also suffer from age related 
problems such as co-morbidity and functional problems [21], which might negatively 
influence their quality of life, and might result in less information seeking [13], [18].  

By investigating the assumed predictors of Internet usage separately in a younger 
(< 65) and an older (> 65) age group, we aim to get more insight in the influence of 
the above-mentioned age-related factors on Internet usage of younger and older  
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chemotherapy patients. We considered 65 years and older as the older age group, as 
this cut-point has been used in other studies on diseases or impairments in older pa-
tients [22], [23]. 

 

Fig. 1. Conceptual model of Internet usage by cancer patients  

2 Method 

Data was collected in the context of the national survey “Chemotherapie, Wat Weet u 
Ervan?” [Chemotherapy, What Do You Know about it?] [24]. Respondents were in-
vited to complete an online questionnaire through several websites of cancer associa-
tions (e.g., the Dutch Federations of Breast Cancer, Colorectal Cancer, Gynecological 
Cancer, Urological Cancer and Leukemia), online cancer forums (e.g., www.de-
amazones.nl, www.borstkankerforum.nl, www.iknl.nl) and hospitals. Special effort 
was made to reach older adults, e.g. using support of the ANBO, the largest Dutch 
association for older people. Furthermore, the questionnaire was advertised through 
media (e.g., newspapers, popular magazines, tabloids, radio, and websites) and pres-
entations in walk-in centers for cancer patients, where older people could receive 
support in filling out the questionnaire.  

In total, 1074 (former) chemotherapy patients completed the questionnaire at least 
partly. For the current study, data of 952 participants who answered the majority of 
the questions including the question about Internet usage, was used. Of these partici-
pants, 227 (23.8%) were aged 65 years or older. There were no significant differences 
in socio-demographic (age, gender, education) and medical background characteris-
tics (diagnosis, treatment intent, infusion method, still in treatment, other treatments) 
between completers and non-completers.    

Internet usage was measured on a 5-point Likert scale, ranging from 1 (did not use) 
to 5 (used often). Next to age, we measured the following socio-demographic and 
medical background information: gender, education level, quality of life (by using the 
two-item subscale ‘Quality of Life’ of the EORTC QLQ-30 [25]) and treatment goal 

Background Characte-
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- Medical 
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(curative vs. palliative). Regarding psychological factors, the Impact of Event scale 
was used to measure cancer-related stress reactions [26], [27], the shortened Threaten-
ing Medical Situations Inventory (TMSI) to measure monitoring coping style [28], 
[29] and the Information Satisfaction Questionnaire to measure information  
preferences [30]. The amount of unfulfilled information and communication needs 
during consultations with caregivers was measured by using a shortened version of 
the QUOTEchemo, existing of 28 items about information needs regarding treatment 
related information, rehabilitation information, discussing realistic expectations, cop-
ing information, interpersonal communication, tailored communication and affective 
communication [24], [31]. Participants indicated for each item whether they would 
have liked more attention to this topic or not. The total number of unfulfilled informa-
tion and communication needs was established for each participant by calculating the 
sumscore of items that did not receive enough attention. All measurements were reli-
able and valid.  

T-Tests and χ2-tests were used to determine differences in background characteris-
tics between completers and non-completers and between younger (< 65) and older (> 
65) participants. Three multivariate regression analysis were conducted with Internet 
usage as dependent variable. In the first analysis the whole sample was used, in the 
second only the younger age group (< 65) was included and in the last only the older 
age group (> 65). The following three sets of independent variables were entered as 
separate blocks: (1) background characteristics, (2) psychological factors; and (3) 
unfulfilled information and communication needs.       

3 Results 

3.1 Participants 

Table 1 presents socio-demographic and medical background characteristics about the 
respondents. The mean age of all participants was 56.9 years (range 23-82). On aver-
age, the majority of the respondents were female. Educational level was divided into 
lower, middle and higher. About one third of the sample had a lower (31.2%), one 
third a middle (32.2%) and one third a higher (36.6%) education level. The younger 
(< 65) and older (> 65) group differed significantly on almost all background charac-
teristics, except for ‘gynaecological tumour’, ‘melanoma’, ‘other cancer’, ‘injection’, 
‘other infusion method’, and whether the respondent was ‘still in treatment’. Most of 
the differences are population-related. For instance, older people in general have a 
lower education level than younger ones [19] and receive more frequently a (pallia-
tive) chemotherapy treatment only or a chemotherapy treatment without, for instance, 
radiation [e.g., 32] or operation [e.g., 33]. Patients of 65 years and older have  
a gastro-enterological tumour, lung tumour or urological tumour more often than 
younger people, while breast cancer is the most common cancer among younger 
people [20].  
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Table 1. Socio-demographic and medical background characteristics (n = 952) 

Characteristics Younger (< 65) 
      (n = 725) 

Older (> 65) 
    (n = 227) 

N % N % 
Age*** 
Mean (SD) 
Range 
 

 
53.0 (8.1) 
23 – 64 

 
69.4 (3.9) 
65 – 82 

Gender*** 
Female 
Male 
 

615 
110 

 
84.8 
15.2 

 
129 

98 

 
56.8 
43.2 

Education level*** 
Low 
Middle 
High 

195 
251 
279 

 
26.9 
34.6 
38.5 

 
102 

56 
69 
 

 
44.9 
24.7 
30.4 

Diagnosis 
Breast cancer*** 
Lung tumour*** 
Gastro-enterological tumour***
Gynaecological tumour 
Hematological tumour* 
Urological tumour*** 
Melanoma 
Other 
 

430
33
83
64

106
20
15
34

 
59.3 
  4.6 
11.4 
  8.8 
14.6 
  2.8 
  2.1 
  4.7 

 
56
26
66
24
46
20
7

14

 
24.7 
11.5 
29.1 
10.6 
20.3 
  8.8 
  3.1 
  6.2 

Treatment intent***  
Curative 
Palliative 
Don’t know 
 

585
125

15

 
80.7 
17.2 
  2.1 

 
153

64
10

 
67.4 
28.2 
  4.4 

Infusion method  
Intravenous** 
Oral (pills)** 
Injection 
Other 
 

683
134

19
8

 
94.2 
18.5 
  2.6 
  1.1 

 
202

63
10
9

 
89.0 
27.8 
  4.4 
  4.0 

Still in treatment? 
Yes 
No 

140
585

 
19.3 
80.7 
 

 
40

187

 
17.6 
82.4 
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Table 1. (continued) 

Characteristics Younger (< 65) 
      (n = 725) 

Older (> 65) 
    (n = 227) 

 N % N % 
Treatments in addition to 
chemotherapy # 
Only chemotherapy* 
Operation* 
Radiation*** 
Hormone treatment*** 
Immunotherapy* 
Targeted therapy* 

69
542
399
284

93
27

 
 
  9.5 
74.8 
55.0 
39.2 
12.8 
  3.7 

 
 
35

150
90
25
15
17
 

 
 
15.4 
66.1 
39.6 
11.0 
  6.6 
  7.5 

*=significant difference between younger and older patients at p<.05; **=significant at p<.01; 
***=significant at p<.001. 
# percentages do not add up to 100 because patients can have received more than one additional 
treatment  

3.2 Internet Usage of Older and Younger Chemotherapy Patients 

Figure 2 shows how often younger (< 65) and older (> 65 years) chemotherapy pa-
tients used the Internet to find information about chemotherapy treatment.  

 

Fig. 2. Percentage of younger (< 65) and older (> 65) chemotherapy patients that used the In-
ternet for information about chemotherapy (n = 952)  

Older patients reported significantly (p < .001) less Internet usage to find informa-
tion on chemotherapy treatment than younger ones. Still, 40.1% of the older patients 
used the internet regularly or often, as compared to 52.3% of the younger patients. 
About one quarter (26.4%) of the older patients and 14.6% of the younger patients did 
not use the Internet at all during their chemotherapy treatment. Comparable percen-
tages, but in opposite direction, were found for very frequent Internet usage: about 
one quarter (26.2%) of the younger patients and 15.4% of the older patients used the 
Internet often for information about chemotherapy. 
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When making a further distinction between age groups, i.e., 23-44, 44-64, 65-74 
and 75 years and older, we found no significant differences between the two youngest 
age groups nor between the two oldest age groups. However, both younger age groups 
differed significantly from both older age groups.  

3.3 Predictors of Internet Usage 

Multivariate regression analyses were conducted to test the model, i.e. the association 
of the background characteristics, psychological factors and unfulfilled information 
needs with Internet usage. Table 2 shows the results of the whole sample. Younger 
patients, men, patients with a palliative treatment goal, a more monitoring coping 
style, more information preferences, and higher fulfilled information and communica-
tion needs reported more Internet usage than their counterparts. Contrary to our ex-
pectations, education, quality of life, and cancer-related stress reactions were not re-
lated to Internet usage.  

Table 2. Associations between independent variables and Internet usage (n = 921)  

 Internet usage 
Background characteristics  Bèta  SE   p 
Age  -.120** .004 .004 
Gender (0;1) (1=female)  -.101*** .106 .001 
Education (0;1) (1=high) (low=reference cat)   .018 .108 .623 
Education (0;1) (1=middle) (low=reference cat)   .021 .107 .562 
Quality of Life  -.045 .033 .150 
Treatment goal (0;1) (1=curative)  -.098*** .104 .001 
Psychological factors  Bèta  SE   p 
Cancer-related stress reactions (intrusion)   .052 .035 .102 
Monitoring coping style   .365*** .057 .000 
Information preferences (0;1) (1= everything)   .086** .132 .005 
Information needs  Bèta  SE   p 
Number of unfulfilled information/communication needs   -.078* .005 .012 

*=significant at p<.05; **=significant at p<.01; ***=significant at p<.001. 
Final model: R2=.204, F(23, 910)=10.775, p<.001. 

 
 
When testing the model separately in the younger (< 65) and the older (> 65) 

group, the results remain the same in the younger group. This means that being male  
(β = -.083, p = .017), having a palliative treatment goal (β = -.101, p = .004), a more 
monitoring coping style (β = .395, p = .000), more information preferences (β = .090, 
p = .012) and higher fulfilled information and communication needs (β = -.106, p = 
.003) were related to more Internet usage in younger chemotherapy patients. How-
ever, in the older group, only a monitoring coping style (β = .295, p = .000) was  
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clearly associated with Internet usage. In addition, highly educated older patients (β = 
.142, p = .052) tended to use the Internet more often than middle or low educated 
older patients. The same was found for older men (β = -.133, p = .057) as compared to 
older women.  

4 Conclusion and Discussion 

Older cancer patients use the Internet less often than younger ones, but with over 40% 
of the older chemotherapy patients using the Internet regularly or often, the Internet 
can be considered an important information source for chemotherapy information for 
older patients. In the whole sample as well as in the subgroup of younger patients (< 
65), men, patients with a palliative treatment goal, a more monitoring coping style, 
more information preferences and higher fulfilled information and communication 
needs reported more Internet usage than their counterparts. Education, quality of life, 
and cancer-related stress reactions were not related to Internet usage. In the older 
group (> 65) only a monitoring coping style, and, to a lesser extent, being male, and 
having a high education level were related to Internet usage. 

The results confirm previous findings that age and a monitoring coping style pre-
dict Internet usage for chemotherapy information [13]. Contrary to this previous re-
search, which showed no connection between gender and treatment goal, the present 
study shows that men and patients with a palliative treatment goal reported more In-
ternet usage than patients without these characteristics. The results indicate that for 
younger patients, there are many reasons to use the Internet as a source for treatment 
information, while only older patients with a monitoring coping style use the Internet 
for this purpose. The previous research also showed that a higher or middle level of 
education (as opposed to a lower level of education) was related to more Internet use, 
while the present research finds no such connection, except for the older age group. 
As the data for the previous study was collected in 2007, this might indicate that the 
there is still a digital gap in the older generation. Education still seemed to be a divid-
ing characteristic in older patients: higher educated patients used the Internet more 
often for treatment information about chemotherapy. This is consistent with literature 
in which an age and education gap in Internet use for information purposes is de-
scribed [34], [35]. Hence, younger people  experience more health benefits from the 
Internet than older people, while in fact older people have more health information 
needs [36]. 

Until now, little was known about the relationship between socio-demographic and 
medical background characteristics, coping style, information preferences, fulfilled 
information and communication needs, and Internet usage in younger and older can-
cer patients. The current study fills this gap and gives more insight in underlying 
mechanisms. For example, according to the Elaboration Likelihood Model, informa-
tion provision that is tailored to the patients’ needs will result in better information 
processing [37]. Results of this study show that younger patients with more fulfilled 
information and communication needs report more Internet usage than younger pa-
tients with less fulfilled information and communication needs. This indicates that the 
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Internet can indeed play an important role in needs fulfilment, though this is only 
found in younger people.  

Previous research suggests that medical information is better understood and proc-
essed by older people when the information is presented in various ways; for instance 
by combining interpersonal communication during consultation with the use of media 
sources [38]. Although older cancer patients in general are found to have a lower 
monitoring coping style than younger cancer patients [16], results of the current study 
show that, if older patients have a monitoring coping style, they use the Internet to 
fulfill their information needs. Cancer patients with a monitoring coping style benefit 
from receiving a lot of information, as well as emotional support [17]. Thus, the re-
sults of this study indicate that the Internet provides opportunities for older patients 
with a monitoring coping style. This group of older patients is apparently able to find 
treatment-related information on general Internet websites. This does not mean that 
older patients with a less monitoring coping style cannot benefit from the Internet. 
However, they may need more guidance, for instance from their caregivers, in deter-
mining which websites are reliable, understandable and applicable to their situation. 
One of the clearest associations with the use of an information source is it’s perceived 
reliability [13], but it is extremely difficult for older patients to determine whether a 
website is reliable or not. Moreover, a lot of information on the Internet is written at a 
higher reading level than the average Internet user has, and many websites are not 
user-friendly for older people. Although there are existing guidelines to enhance the 
usability of websites for older people, these are hardly followed. As a result, many 
websites are twice as hard to use for older than for younger people [39]. It is recom-
mended to pay more attention to the development of websites that are understandable 
for older people. In addition, the use of patient portals or personal websites, tailored to 
the individual patient, might add to the usefulness of the Internet for older patients, 
particularly those with a less monitoring coping style.    

To conclude, in line with our assumptions, some factors in the model (i.e., more in-
formation preferences and higher fulfilled information and communication needs) are 
more related to Internet usage in younger patients than in older patients. For cancer-
related stress reactions, we assumed that they would play a larger role in the younger 
group than in the older group, but it was not related to Internet usage in both groups. 
In the older group only a monitoring coping style, being male and a high education 
level were associated with Internet usage.   
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Abstract. Recent initiatives promoting the efficiency and effectiveness of the 
U.S. health care system are grounded in strengthening the relationship between 
the primary care provider and the patient.  Examples of these include Patient 
Centered Medical Home (PCMH), Medicare Shared Savings Accountable Care 
Organizations (MSSP ACOs), and Meaningful Use (MU).  These incentivized 
programs re-energize the link between providers and consumers and recognize 
the use of Health Information Technology (HIT) as key to the success of the 
models.  The objective of this paper is to explore innovative digital processes 
that supercharge patient-provider relationships by:  Health Information Integra-
tion; interactive patient surveys, Remote Monitoring Systems (RMS), and the 
Patient Health Record (PHR); and Data Prioritization through the consolidation 
and stratification of health information. 

Keywords: Accountable Care Organization, Digital, Efficiency, Engagement, 
Meaningful Use, Medical Home, Patient Centered, Primary Care, Technology. 

1 Introduction:  The Communication Chasm  

In the article entitled “When a Patient Asks, ‘Why Won’t Anybody Just Talk to Me?” 
author Alicair Peltonen recounts her personal experiences with health care communica-
tion challenges: “Again and again over the course of months, I felt too intimidated to 
ask the questions echoing in my mind. Nor did my health care team initiate the conver-
sations I desperately needed.”1  She quotes Harvard School of Public Health professor 
and former pediatric surgeon, Lucian Leape, as stating that poor patient-doctor com-
munication is “probably the single greatest source of missed information that leads to 
erroneous treatment, treatment not followed properly, and unnecessary anxiety...an 
informed patient, who is consulted on their own care, makes different decisions than a 
passive patient...”  Leape, who helped author the 1999 report by the Institute of Medi-
cine that attributed the leading cause of medical mistakes to the fragmented health  
care system, broadens the scope of accountability with this statement:  "Nobody is 
                                                           
1 Peltonen A. (2013) “When A Patient Asks, ‘Why Won’t Anybody Just Talk To Me?’ 
  Obtained from:  
 http://commonhealth.wbur.org/2013/09/ 
patient-doctor-conversation 
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responsible for coordinating care...That’s the dirty little secret about health care."2  
A 2009 review published in the journal Medical Care further demonstrated that “…the 
odds of patient adherence are 2.16 times higher if a physician communicates effective-
ly.” 3   Correspondingly, studies have shown that patient-physician communication 
barriers are cited in 40% of malpractice suits and “...the dominant theme in these stu-
dies' findings was a breakdown in the patient-physician relationship, most often mani-
fested as unsatisfactory patient-physician communication...” 4,5 

Primary care, due to the comprehensive scope it comprises, is frequently a victim 
of the communication chasm.  The American Academy of Family Physicians defines 
primary care with the following:  “Primary care includes health promotion, disease 
prevention, health maintenance, counseling, patient education, diagnosis and treat-
ment of acute and chronic illnesses in a variety of health care settings (e.g., office, 
inpatient, critical care, long-term care, home care, day care, etc.).”6 

Imagine a primary care world where an innovative clinical specialist proposes that 
their expertise and qualifications will increase patient satisfaction, improve quality of 
care, and decrease cost.  Their aptitude includes assessing patients’ support systems, 
self-care challenges, and tracking patterns of health behaviors.  The team member 
candidate is an expert in motivational interviewing, patient engagement and goal set-
ting, and they perform real-time patient screening and risk assessments that impact 
clinical decision making at the point of care.  The question remains: Are health sys-
tems prepared to empower and revitalize patient-provider relationships by employing 
Technology as the newest member of the primary care team?  This presentation ex-
amines models and concepts for innovative digital health tools that supercharge the 
link between providers and patients in the primary care setting. 

2 Background: Incentive versus Reality 

Initiatives are underway in the U.S. to improve the efficiency and effectiveness of the 
health care system by promoting the relationship between the primary care provider 
and the patient.  Examples of this include Patient Centered Medical Home (PCMH), 
Medicare Shared Savings Accountable Care Organizations (MSSP ACOs), and  

                                                           
2 Rabin, R. C. (2013) “Health Care’s ‘Dirty Little Secret’: No One May Be Coordinating 

Care.” 
  Obtained from: http://www.kaiserhealthnews.org/stories/2013/april/ 
30/coordination-of-care.aspx 

3 Zolnierek, K. B. and M. R. Dimatteo (2009). "Physician communication and patient 
  adherence to treatment: a meta-analysis." Med Care 47(8): 826-834. 
4 Huntington, B. and N. Kuhn (2003). "Communication gaffes: a root cause of malpractice  
  claims." Proc (Bayl Univ Med Cent) 16(2): 157-161; discussion 161. 
5 Moore, P. J., et al. (2000). "Medical malpractice: the effect of doctor-patient relations on 
  medical patient perceptions and malpractice intentions." West J Med 173(4): 244-250. 
6 American Academy of Family Physicians. Policies. Primary Care. Definition #1-Primary 

Care  
  Obtained from:  
  http://www.aafp.org/about/policies/all/primary-care.html 
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Meaningful Use (MU).  These incentivized programs re-energize the link between 
providers and consumers and recognize the use of Health Information Technology 
(HIT) as key to the success of these models. PCMH is a comprehensive model of care 
that promotes the relationship of the patient with their primary care team, recognizing 
that the coordinated management of care is best achieved by engaging patients with 
their primary care physicians.7  Similarly, the MSSP ACO allows that health systems 
may share in savings for their successful management of a specified population of 
patients, with the attribution of the beneficiaries determined by the plurality of prima-
ry care services, thus focusing the management of care back to the patient and prima-
ry care provider relationship.8  Likewise, MU includes incentive payments for the use 
of electronic health information to: engage patients and families in self-care; promote 
patient-controlled data; and increase patient access to self-management tools for goal 
setting and behavior change.9  These initiatives have the potential to become innova-
tive translators of care between the provider and the consumer.   

Translation of care is needed, as health information communication challenges 
contribute to poor quality outcomes, preventable high-cost utilization, decreased pa-
tient and provider satisfaction, and an increase in medical errors.10  These are due to 
things such as deficient data at the point of care, inefficient electronic health record 
processes, and lack of interoperability among systems.11  On a patient-provider inte-
raction level, these are further complicated by the lack of standardized shared decision 
making and patient engagement strategies.12   Compounding these challenges is the 
shortage of physicians’ time.  Yarnall, et al (2009) state the following, “On the basis 
of recommendations from national clinical care guidelines for preventive services and 
chronic disease management, and including the time needed for acute concerns, suffi-
ciently addressing the needs of a standard patient panel of 2,500 would require 21.7 
hours per day.”13 

                                                           
 7 Ewing, M. (2013). "The patient-centered medical home solution to the cost-quality 
   conuddrum." J Healthc Manag 58(4): 258-266. 
 8 McWilliams, J. M., et al. (2013). "Delivery system integration and health care spending and 
   quality for Medicare beneficiaries." JAMA Intern Med 173(15): 1447-1456. 
 9 Krist, A. H., et al. (2014). "Electronic health record functionality needed to better support 
   primary care." J Am Med Inform Assoc. doi: 10.1136/amiajnl-2013-002229. [Epub ahead of  
   print] 
10 Carnicero, J. and D. Rojas (2010). "Lessons Learned from Implementation of Information 
   and Communication Technologies in Spain's Healthcare Services: Issues and Opportunities."  
   Appl Clin Inform 1(4): 363-376. 
11 Kortteisto, T., et al. (2012). "Clinical decision support must be useful, functional is not 

enough: a qualitative study of computer-based clinical decision support in primary care." 
BMC Health Serv Res 12: 349. 

12 Gordon, J. E., et al. (2014). "Delivering value: provider efforts to improve the quality and 
reduce the cost of health care." Annu Rev Med 65: 447-458. 

13 Yarnall KSH, Østbye T, Krause KM, Pollak KI, Gradison M, Michener JL. Family physi-
cians as team leaders: “time” to share the care. Prev Chronic Dis 2009;6(2):A59.  
http://www.cdc.gov/pcd/issues/2009/apr/08_0023.htm.  
Accessed [January 11, 2014]. 
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Escalating the scope of necessity for linking providers and consumers are two sig-
nificant events:  the exponential increase in the number of expected patients in a 
physician’s practice panel over the course of the next ten years, and an increase in the 
acuity level of the patients in a physician’s panel.14   This will be due to a combina-
tion of the aging U.S. population, and an imminent increase in the number of insured 
patients by the expansion provided by the Affordable Care Act (ACA). This will in-
crease the number of patients who are eligible to enroll in Medicaid by approximately 
13 million persons by 2023, which is over half of the anticipated 25 million patients 
to obtain insurance due to the ACA.15 

The Association of American Medical Colleges (AAMC) states the following:  
“According to AAMC estimates, the United States faces a shortage of more than 
91,500 physicians by 2020- a number that is expected to grow to more than 130,600 
by 2025.”16  A recent study published in Health Affairs made the following observa-
tions related to mitigating the impending provider shortages by the use of Health In-
formation Technology:  “We estimate that if health IT were fully implemented in 
30 percent of community-based physicians’ offices, the demand for physicians would 
be reduced by about 4–9 percent. Delegation of care to nurse practitioners and physi-
cian assistants supported by health IT could reduce the future demand for physicians 
by 4–7 percent. Similarly, IT-supported delegation from specialist physicians to gene-
ralists could reduce the demand for specialists by 2–5 percent. The use of health IT 
could also help address regional shortages of physicians by potentially enabling 
12 percent of care to be delivered remotely or asynchronously. These estimated im-
pacts could more than double if comprehensive health IT systems were adopted by 
70 percent of US ambulatory care delivery settings.”17 

3 The Challenge: Organize and Prioritize 

What digital applications do health systems, physicians, and patients require to im-
prove efficiency and effectiveness?  It is clear that health systems desire to channel 
patients back to primary care in order to decrease unnecessary high-cost utilization, 

                                                           
14 Petterson, S. M., et al. (2012). "Projecting US primary care physician workforce needs: 

2010-2025." Ann Fam Med 10(6): 503-509. 
15 CBO’s May 2013 Estimate of the Effects of the Affordable Care Act on Health Insurance      

Coverage. Obtained from:   
http://www.cbo.gov/sites/default/files/cbofiles/attachments/ 
44190_EffectsAffordableCareActHealthInsuranceCoverage_2.pdf 

16 Association of American Medical Colleges.  GME Funding: How to Fix the Doctor Short- 
   age. Projected Supply and Demand, Physicians, 2008-2020.  Obtained from: 
   https://www.aamc.org/advocacy/campaigns_and_coalitions/ 

fixdocshortage/ 
 

17 The Impact of Health Information Technology and e-Health on the Future Demand for Phy-
sician Services.  Weiner, Jonathan P., Yeh, Susan, Blumenthal, David.   
doi: 10.1377/hlthaff.2013.0680 Health Aff November 2013 vol. 32 no. 11 1998-2004 
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and to improve the quality of preventive and chronic care.18  Likewise, primary care 
providers, in a time-constrained environment, desire to comprehensively address 
acute, preventive, chronic, and psychosocial care needs through technological 
processes that do not further contribute to stress and burnout.19  In regard to patients, 
the International Journal of Medical Informatics explored the impact of HIT on pa-
tient satisfaction:  “Despite being a promising tool to increase patient satisfaction, 
health information technologies did not show a clear evidence of positive impact on 
patient satisfaction in this literature review.”20 How then can these seemingly off 
course trajectories become realigned to obtain mutually beneficial results? 

The proposal of this paper is that HIT innovations to link providers and consumers 
include two complementing areas of focus:  Health Information Integration and Data 
Prioritization.  It is also the premise of this presentation that data integration without 
prioritization hinders the efficiency and effectiveness of health systems.  Similarly, 
prioritization for quality improvement is inadequate without comprehensive data inte-
gration.  In terms of integration, the following three tools are considered:  the use of 
interactive patient surveys and questionnaires to obtain real-time actionable health 
information, the incorporation of Remote Monitoring Systems (RMS) to expand the 
point of care beyond the clinical setting, and leveraging a Patient Health Record 
(PHR) for patient engagement.  In terms of Prioritization, this includes the two main 
concepts of:  the consolidation of patient health information from across the conti-
nuum of care, and the categorization and organization of this health information.  It 
is proposed that the combined efforts of Health Information Integration and Data 
Prioritization will have the greatest compounding effects in efficiently linking provid-
ers and consumers. 

4 Supercharge Step One: Engaged Patients, Efficient Providers 

This presentation suggests that an obvious use of patient surveys has traditionally 
been overlooked; engaging patients to obtain as much relevant and actionable infor-
mation as possible to inform providers at the point of care.  Many studies have been 
completed for patients’ use of publicly reported data on provider performance, as well 
as the use of performance reports by providers for quality improvement of technical 
and health outcomes.21  The most common uses of patient survey results include 
process improvement efforts for appointment wait times, timely triage of phone calls, 

                                                           
18 Basu, J., et al. (2014). "The Small Area Predictors of Ambulatory Care Sensitive Hospitali-

zations: A Comparison of Changes over Time." Soc Work Public Health 29(2): 176-188. 
19  Babbott, S., et al. (2014). "Electronic medical records and physician stress in primary care: 

results from the MEMO Study." J Am Med Inform Assoc 21(e1): e100-106. 
20  Rozenblum, R., et al. (2013). "The impact of medical informatics on patient satisfaction:  
   a USA-based literature review." Int J Med Inform 82(3): 141-158. 
21 Safran DG, Karp M, Coltin K, et al. Measuring patients’ experiences with individual prima-

ry care physicians: results of a statewide demonstration project. J Gen Intern Med. 
2006;21(1):13–21. 
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and customer service.22  Research on the use of patient surveys has also found the 
following: “We identified potentially important correlations between clinical perfor-
mance and patient reports of clinical interactions and integration of care, reinforcing 
the need to maintain a focus on patient experiences as part of an overall program to 
improve chronic disease care.”23 

An innovative digital survey product bridging this gap is Tonic Health, cofounded 
by Sterling Lanier of Palo Alto, California.  In a 2012 interview with Healthcare IT 
News, Mr. Lanier offered the following logical advice in regard to the average ten 
minute physician visit:  “Instead of spending six minutes trying to figure out what's 
wrong, then four minutes on treatments, why not use the data to spend nine minutes 
talking about the solution?"24  Tonic Health is an interactive and engaging digital 
patient survey tool, with behind the scenes cloud-based reporting features, and the 
ability to create and customize surveys that can include intuitive skip logic algorithms 
based on patient responses and medical history.  The survey platform can be dep-
loyed on the iPad in the clinic, via a laptop in a patient’s home, or via a Smartphone 
on the go.  Tonic’s real-time patient screening and on the spot risk scoring capabili-
ties not only optimize care opportunities, but Tonic can also dynamically serve up 
personalized patient education in the form of videos or articles based on the results of 
each screening (e.g. patients who screen in as high risk for diabetes may see one type 
of video, while those who screen in as low risk see another).  The result is clear:  
dramatically higher completion rates of patients willing to offer more information 
than per traditional paper-based questionnaires, improved accuracy of data collection, 
labor and workflow efficiencies, significant savings in the form of preventative care, 
and increased patient satisfaction due to the Disney-like experience provided by the 
questionnaire platform. Also featured in the February, 2014 edition of Inc. magazine 
in an article entitled “The Startups Saving Healthcare”, the author surmises the fol-
lowing: “Tonic provides a partial solution to one of the most vexing challenges in all 
of the multitrillion-dollar health care industry: How do you get patients to provide the 
information that health care providers desperately need, and rarely get, in order to 
improve care while cutting costs?”25 

5 Supercharge Step Two: Health at Home 

An exponentially growing opportunity to link providers and consumers using digital 
technology is that of Remote Monitoring Systems (RMS).  Although more studies 

                                                           
22 Friedberg, M. W., et al. (2011). "Physician groups' use of data from patient experience 
   surveys." J Gen Intern Med 26(5): 498-504. 
23 Sequist, T. D., et al. (2012). "Measuring chronic care delivery: patient experiences and  

clinical performance." Int J Qual Health Care 24(3): 206-213. 
24 Harris, B. (2012). “3 Ways Tech Can Help Patient Engagement.” Healthcare IT News. 
   Obtained from: http://www.healthcareitnews.com/news/ 

3-ways-technology-can-facilitate-patient-engagement?page=1 
25 Freedman, D. (2014). “The Startups Saving Health Care.” Inc. Obtained from:  

http://www.inc.com/magazine/201402/david-freedman/ 
obamacare-health-technology-startups.html 
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are warranted for this newly emerging technology, recent research has found, “…the 
use of an RMS is feasible and effective in promoting activation, self-care, and QOL 
[Quality of Life].”26  In their intriguing article in The American Journal of Medicine 
summarizing mobile health in the U.S., the authors of “Telemedicine, Telehealth, and 
Mobile Health Applications That Work: Opportunities and Barriers” state the follow-
ing:  “Mobile health is currently undergoing explosive growth and could be a disrup-
tive innovation that will change the face of healthcare in the future.”27  An example 
of a progressive RMS company is Vivify Health based in Plano, Texas.  In a recent 
mHIMSS article entitled “Mobile Technology; Revolutionizing Healthcare,” a Vivify 
pilot at Christus Health, Texas was featured.  Preliminary results showed, “A data 
review completed for 44 patients who completed the RPMS [Remote Patient Monitor-
ing System] program showed a ROI [Return on Investment] of $2.44” and “In addi-
tion to the positive ROI, RPMS patients’ utilization of St. Michael Health System 
decreased – prior to enrollment in the RPMS program, these 44 patients had an aver-
age cost of care of $12,937 compared to $1,231 post- RPMS program enrollment.”28  
The Vivify Health RPMS is a cloud based application that harnesses evidence based 
care plans to create customized patient questionnaires that upload patient responses to 
a care management platform.  It also offers an input format for patient recorded bio-
metric data.  This supports patient management opportunities such as medication 
reminders, customizable alerts, and social network integration.  Proliferation of RMS 
is likely to continue, as supported by, “We speculate that implementation of patient-
centered medical homes (PCMH) and emergence of  accountable care organizations 
(ACOs) may reduce current barriers to RMT [Remote Monitoring Technology] use in 
primary care by providing incentives to collaborate and proactively manage patient 
care.”29 

6 Supercharge Step Three: Stop Boredom, Save Lives 

The third link of Health Information Integration is that of Patient Health Records 
(PHRs).  A PHR is “a digital Web-based collection of a patient’s medical history in 
which copies of medical records, reports about diagnosed medical conditions, medica-
tions, vital signs, immunizations, laboratory results, and personal characteristics like 

                                                           
26 Evangelista, L. S., et al. (2013). "Examining the Effects of Remote Monitoring Systems on 

Activation, Self-care, and Quality of Life in Older Patients With Chronic Heart Failure." J 
Cardiovasc Nurs. 

27  Weinstein, R. S., et al. (2013). "Telemedicine, Telehealth, and Mobile Health Applications 
That Work: Opportunities and Barriers." Am J Med. 

28 Clifton S, Collins DA, Fanberg H, Ford E, Webster L. (2013) “Mobile Technology; Revolu-      
tionizing Healthcare”   Obtained from:   
http://himss.files.cms-plus.com/FileDownloads/ 
2013_Christus%20Health_mHealth%20Readmission%20Pilot%209-13-
13_v6.pdf 

29 Davis, M. M., et al. (2014). "A qualitative study of rural primary care clinician views on 
    remote monitoring technologies." J Rural Health 30(1): 69-78. 
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age and weight are stored.”30  The use of PHRs has recently been scrutinized due to 
the demise of ventures such as Google Health.  Although formal research is lacking 
pertaining to the failure of Google Health, it is speculated that contributing factors 
were: requiring patients to enter their own data, an inability to inform or entertain 
users, and a lack of enabling social communication. 31   However, information is 
emerging to support the use of PHRs, such as Kaiser Permanente’s My Health Man-
ager, in which “Use of the system was associated with up to 10 percent fewer visits to 
the physician and a significant reduction in telephone calls. A survey of members who 
were actively using this technology showed that most perceived it as useful and easy 
to use.”32 

One hypothesis for improving the success of PHRs is that broadening the function-
ality of the PHR by relationships with vendors of health gaming apps and social  
networking will result in improved patient engagement and behaviour change.  An 
example of this is found with Dossia, a PHR that makes health information actionable 
by combining it into a single platform that integrates games, social dynamics, incen-
tives, and messaging in a customizable format.  As quoted in a recent interview with 
Forbes magazine, David Goldsmith, Executive Director of the Dossia Consortium 
states, “We know now that unlocking the real value of PHR’s resides in our ability to 
use data to engage the right patient at the right time.”33 

In the primary care setting, methods need to be further developed to incorporate 
PHRs into the care continuum.  One study shows: “Feedback received from our pro-
vider panel included a recommendation to better integrate data from the…central data 
repository with PHR data to give a more complete view of individual patient records 
and a dashboard view of their patient panels for use in the provider’s clinical 
workflow.”34  The value of integrating survey, RMS, and PHR data with a centra-
lized data repository is that it minimizes disruptions in clinical workflow and allows 
for corresponding Data Prioritization. 

                                                           
30  Halamka John D, Mandl Kenneth D, Tang Paul C. Early experiences with personal health 

records. J Am Med Inform Assoc. 2008;15(1):1–7. doi: 10.1197/jamia.M2562.  
http://www.pubmedcentral.nih.gov.proxy.medlib.iupui.edu/ 
articlerender.fcgi?tool=pubmed&pubmedid=17947615.M2562  
[PMC free article] [PubMed] [Cross Ref] 

31  Lohr S. (2011). “Google to End Health Records Service After it Fails to Attract Users.” 
Obtained from: http://www.nytimes.com/2011/06/25/technology/25health.html?_r=0 

32  McDonald K. (2012) “Why Did Google Health Fail?” Obtained from:  
http://www.pulseitmagazine.com.au/index.php?option=com_conten
t&view=article&id=954:feature-why-did-google-health-
fail&catid=16:australian-ehealth&Itemid=327 

33  Nosta J. (2013) “For Dossia, Digital Health Isn’t Just Personal Anymore.” Obtained from:  
http://www.forbes.com/sites/johnnosta/2013/11/27/for-dossia-digital-health-isnt-just-
personal-anymore 

34  Do, N. V., et al. (2011). "The military health system's personal health record pilot with Mi-
crosoft HealthVault and Google Health." J Am Med Inform Assoc 18(2): 118-124. 
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7 Supercharge Step Four: Diagnose the Data 

Data Prioritization includes two critical elements:  the consolidation of patient health 
information from across the continuum of care into a dashboard environment that can 
be categorized and sorted, and the application of risk scoring and prioritization tools.  
In discussing these two components, the potential exists to accomplish both goals 
while incurring a small IT footprint.  An example of this is the innovative menu of 
products of the company Clinigence of Atlanta, Georgia.  Clinigence, a Software as 
a Service (SAAS) company, found its niche by facilitating the achievement of Physi-
cian Quality Reporting System (PQRS) and MU reporting goals. Clinigence expanded 
these specialized services to ACOs by offering a product that maps data from multiple 
EMRs and formats the information into a cloud-based dashboard that provides  
performance outcome measurements for the ACO as an entity, per practice, per phy-
sician, and drills down to patient-level health information .35  The power of the  
application is in its ability to link data previously “held captive” in disparate server-
based legacy systems to the cloud-based environment, where it creates dashboards 
that are useful for data analysis by administrators, physicians, case managers, health 
coaches, and health educators.  The Clinigence platform greatly expands the strate-
gies of patient and population health managers by automating the application of 
benchmarks to things such as real-time biometric data, medication refill patterns, and 
overall care plan adherence.  Consider the contrast between the traditional use of 
claims and demographic data to identify high risk patients, with a dashboard that con-
tains these, as well as actionable information such as referral adherence, utilization 
patterns, psycho-social needs, patient survey responses, and PHR and RMS summa-
ries.  The result of the combined strength of these digital tools is the prioritization of 
actionable data that defines the clinician’s focus, strengthens the link between provid-
ers and consumers, and supercharges patient-provider relationships. 
8 Conclusion: The Consumer Connection 

The epiphany for U.S. health care systems will be that the standalone EMR will not 
improve efficiency, decrease costs, and increase provider and patient satisfaction.  
The integration of adjunct digital platforms has the potential to engage patients, pri-
oritize plans of care, and strengthen the link between patients and providers. In repre-
sentation of this model, consider the use case of Ms. Smith; a 45-year-old patient of 
Dr. Wise.  Ms. Smith takes one medication due to a diagnosis of high blood pres-
sure, which is complicated by her obesity.  Her goals include a low salt diet and 
walking 15 minutes a day, three times a week.  She records her weight, blood pres-
sure, and medication administration schedule using an RMS that automatically  

                                                           
35  “The Importance of Using Data to Improve Care Quality and Lower Costs.” (2013).  

Obtained from: http://www.clinigence.com/news-blog/2014/1/12/ 
the-importance-of-using-data-to-improve-care-quality-and-
lower-costs 
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uploads the readings to a PHR.  Via the PHR, she joined a social network that con-
nected Ms. Smith to others with goals of exercising and making dietary changes, and 
she downloaded a competitive gaming app that promotes accountability among mem-
bers of the network. At her 6-month appointment with Dr. Wise, the receptionist who 
hands her an iPad greets Ms. Smith. Check-in at the doctor’s office has been much 
more enjoyable since the paper survey was replaced with a colorful and interactive 
digital questionnaire that is based on Ms. Smith’s personalized goals and health sta-
tus.  At the conclusion of the questionnaire an encouraging message congratulates 
Ms. Smith on achieving her goal of walking three times per week, and that she lost 
five pounds since her appointment six months ago. The survey tool asks Ms. Smith if 
she would like to watch a short video on a low salt diet while she is in the waiting 
room. Ms. Smith watches a two-minute video clip, and at its completion answers a 
few questions to ascertain her understanding. Behind the scenes, Dr. Wise reviews a 
dashboard that includes Ms. Smith’s RMS values, the progress she is making toward 
achievement of her goals, any alerts related to the responses Ms. Smith documented 
on the survey, and a summary of gaps in her chronic or preventive care. A priority of 
care document is generated for use by the primary care team, which now has nine of 
the ten minutes of the average primary care appointment remaining to reinforce the 
most vital link:  Ms. Smith. 
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Abstract. Pointing tasks, for example to select an object in an interface, consti-
tute a significant part of human-computer interactions. This motivated several 
studies into techniques that facilitate the pointing task and improve its accuracy. 
In this paper, we introduce a number of intentionality prediction algorithms to 
determine the intended target a priori from partial cursor tracks. They yield 
notable reductions in the pointing time, aid effective selection assistance rou-
tines and enhance the overall pointing accuracy. A number of benchmark  
prediction models are also restated within a statistical framework and their 
probabilistic interpretation is utilised to calculate their corresponding outcomes. 
The relative performance of all considered predictors is assessed for point-click 
task data sets pertaining to both able-bodied and impaired users. Bayesian adap-
tive filtering is deployed to smooth highly perturbed mouse cursor tracks that 
are typically produced by motor impaired users undertaking a pointing task. 

Keywords: cursor movement, target assistance, intentionality prediction,  
Bayesian inference. 

1 Introduction 

With the proliferation of technological devices and their wide use in work as well as 
domestic environments, Human-Computer Interaction (HCI) became an integral part 
of modern life. Pointing at a target is a fundamental task in graphical user interfaces 
aimed at selecting buttons, menus, etc. Its reliability and accuracy is of a key impor-
tance for the design of effective user interfaces. This triggered an immense interest in 
techniques that facilitate the pointing task by reducing the cursor pointing time and 
improving its accuracy [1-14]. The problem is particularly challenging given the in-
creasingly diverse population of users, for example motion impaired or able-bodied 
users, elderly or young users and expert or non-expert users. Accordingly, some users 
can find the pointing task difficult or even overwhelming at times, especially the mo-
tor impaired. In this paper, we introduce probabilistic intentionality predicators to 
determine in advance the intended target from partial cursor movements in a 2-D set 
up. The sought objective is to ease and expedite the target selection process on a 
computer display. 
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The characteristics of the cursor movements have been examined in several studies 
and there is a long history of using Fitts’s Law to describe the pointing operation on a 
computer display and build models of targeting in HCI [1,3,4]. It stipulates that the 
targeting difficulty is determined by the Index of Difficulty (IoD), which is calculated 
based on the size of the target and its distance from the starting location. Additionally, 
the pointing duration can be correlated with the difficulty index. More recently, Kop-
per et al reported that the angular width of a target and the angular amplitude of the 
movement to the target better model the IoD [5, 6]. An easier and quicker target selec-
tion process can be achieved by deploying algorithms that can increase the target size, 
use larger cursor activation regions, move targets closer to the cursor location, drag 
cursor to the nearest target [7, 8, 9], etc. However, interactive systems typically dis-
play several selectable targets in close proximity. Their layouts have an ever increas-
ing complexity and the targets can have varying sizes and shapes. The inability of the 
previously mentioned pointing assistive algorithms to determine the intended target in 
such typical environments was highlighted in [7] as one of their key limitations. It is 
noted that any erroneous selection can demand additional cognitive as well as move-
ments abilities which can be overwhelming for some users. 

As an alternative, researchers have been exploring algorithms that reduce the point-
ing time and facilitate the selection process by dynamically predicting the intended 
target on the screen from partial pointing tracks. One of the first target prediction 
algorithms was proposed by Murata [10], it is dubbed the Bearing Angle (BA) tech-
nique. It is based on the premise that the selectable target with the minimum accumu-
lative angle deviation with respect to the partial cursor trajectory is the intended  
target. It was noted in [11] that BA performs poorly if more than one target is present 
in the cursor direction of travel, particularly when the cursor is far from the cluster of 
nominal targets. Previous results on the kinematics of pointing tasks were applied in 
[11] to show that the cursor movement peak velocity and the distance to the target are 
linearly related; the destination is accordingly predicted using linear regression. A 
more complex motion kinematics technique was proposed in [12] assuming a mini-
mum jerk law for pointing motion and fitting a quadratic function to partial trajectory 
to predict the endpoint(s). However, the cursor tracks for motor impaired users are 
highly nonlinear since they experience tremor, muscular spasms and weakness [13]. 
The trajectories exhibit a high level of perturbations with several stops and erratic 
jumps in rather random directions. This renders the regression-based approaches inef-
fective for motor impaired users.  In [14], a target predictor that is based on inverse 
optimal control within a machine learning framework was introduced. It leverages the 
maximum entropy variant to obtain the probabilities of the selectable target from a 
partial cursor trajectory via Bayes’ rule. The inverse-optimal-control method has a 
high computational cost compared to the considered methods here. It requires a sub-
stantial parameter training routine, e.g. learning the state-action costs, and imposes 
stringent constraints on the trajectories dynamics. 

In this paper, we evaluate a number of probabilistic intentionality prediction algo-
rithms that are characterized by simplicity and low computational complexity. They 
deliver notable improvements to the pointing process by predicting the correct target  
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from a small number of cursor movement points, for example 20% of the cursor track 
can suffice to make a correct prediction on the intended target. Bayesian state space 
filtering, namely Linear Kalman Filtering (LKF), is also deployed to smooth anomal-
ous cursor trajectories. Thus, for users with motor impairments, the substantial 
achieved reduction in the difficulty level of the pointing task can render an otherwise 
inaccessible applications accessible. Even small improvements on the efficiency of 
the target selection process, e.g. saving few milliseconds, can have significant aggre-
gate benefits given the prevalence of interactions through graphical user interfaces.  

The rest of the paper is organized as follows. In Section 2, the tackled problem is 
formulated and the considered probabilistic prediction framework is outlined. In Sec-
tion 3, a number of prediction models are described and their trade-offs highlighted. 
They are subsequently tested in Section 4 and conclusions are drawn in Section 5.  

2 Problem Formulation and Adopted Approach 

The tackled problem is predicting the intended target out of a set of  possible ones :  1,2, … , , from a partial cursor movement track : . The latter is defined 
by : , , … ,   where   denotes the recorded cursor 
coordinates along the x and y axes at time instant ;  is the transpose operation. 
Whereas,  is the total time duration it takes the user to select an item on the screen 
(for example starting at time 0 for simplicity) and the full cursor track is : . 
The locations of the selectable targets in the interface are known a priori where 

 is the position of the “ith” button. We note that the term target and 
button are used interchangeably in the reminder of the paper.  

The intentionality prediction problem is equivalent to calculating the maximum li-
kelihood or Maximum a Posteriori (MAP) for the set of  possible selectable buttons 
from : . It can be stated as  

         arg max, ,...,   |c :              (1) 

and  is the decided target at time . Let  be the time instant at which the 
intentionality prediction algorithm reaches a correct decision, i.e.  is the cor-
rect target such that .  

Following (1) and using Bayes’ rule the objective becomes calculating  

         |c : c : |         (2) 

for each of the selectable buttons. Assuming a uniform prior on all buttons, i.e. 1/  for 1,2, … , , determining (2) and thereby (1) depends solely on 
the likelihood probability c : | . In a general set up, distinct or weighted proba-
bilities can be allocated to each of the target buttons, e.g. based on the buttons layout 
or the user profile.  
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Algorithm 1. Probabilistic MAP Estimator 

Input: A partial cursor trajectory at time , , … ,   
Output: Intended target  
1. Smooth the anomalies in the last logged cursor trajectory; ̂  
2. Calculate the likelihood probability ̂ : |  for 1,2, . . . ,   given 

a chosen prediction model. 
3. Determine the posterior distribution | ̂ :  of the  selectable tar-

gets. 
4. Make a MAP choice using (1). 

 
In a given experiment, it might be desirable to utilise only the last  cursor posi-

tions, i.e. : , , … ,  and 0 , to determine . A 
sliding time window is applied to the data and the window width is a design parame-
ter. The adopted prediction approach at time instant  is depicted in Algorithm 1. It 
gives a generic framework encompassing the set of addressed predictors that model 

c : |  in Section 3. 
It is noted that a practical intentionality predictor should satisfy the following im-

portant requirements [14]: 

• Efficiency: low complexity makes the algorithm amenable to a real-time imple-
mentation. This is a critical factor for facilitating the pointing task in graphical user 
interfaces which are typically completed within a fraction of a second. Off-line 
computationally intensive algorithms that introduce high delays are not practical. 

• Case independent: the technique should be independent of the application, selec-
tions sequence, target layouts, etc. This is due to the fact that interfaces may signif-
icantly vary between different applications and contexts.  

• Adaptability: the nature of the pointing trajectory is greatly affected by the physi-
cal ability of the user, the input device accuracy, level of expertise or experience, 
etc. An intentionality predictor should be able to take such user capabilities into 
account. 

As it will be apparent in the following sections, the adopted approach and all its asso-
ciated algorithms fulfil the above requirements. Calculating the posterior probabilities 
for all the listed algorithms is straightforward and can be case independent. Addition-
ally, the level of performed data smoothing/filtering can be adapted to the user abili-
ties and the level of perturbations in the input data. 

Henceforth, various algorithms that allow calculating |c :  are tested on cur-
sor data collected for able and impaired users. The performance of these algorithms is 
measured in terms of the percentage of time during which the correct button is chosen 
by the applied predictor; the saving in the pointing time or duration is .  

3 Intentionality Prediction Algorithms 

Below, a number of algorithms that enable a MAP decision using (1) are described. 
The objective is achieving performance gains whilst maintaining simplicity and low 
computational complexity. 



 Probabilistic Intentionality Prediction for Target Selection 431 

 

3.1 Nearest Neighbour (NN) 

This is a simple and intuitive model that relies on selecting the button that is closest to 
the current cursor position. It relies on measuring the distance between the position of 
the nominal buttons , , . . . ,  and  at time . It allocates the highest prob-
ability to the button with the smallest Euclidian distance . In a probabilistic 
framework, this can be expressed as 

  | | ,                              (3) 

where  is the covariance matrix. The observation vector  has a normal distri-
bution with a mean equal to that of the selectable target location in question and a 
fixed variance whose value is a design parameter. Assuming that the cursor move-
ments at various time instants are independent for simplicity, we reach 

c : | ∏ | .                        (4) 

For an equal prior on all the buttons, i.e. 1/ , then (4) suffices to determine 
the intentionality outcome as per (1) and (2); movements along the x and y axes are 
reasonably assumed to be independent. It is noted here that the choice of  does 
not alter the MAP outcome. 

3.2 Bearing Angle (BA) 

This algorithm is based on the fact that as the cursor is heading towards the target 
button, the cumulative angle between the direction of travel and the position of the 
target is minimal [10]. The bearing angle from two consecutive cursor positions with 
respect to a target can be assumed to be a random variable with zero mean and fixed 
variance. Hence we can write | , , 0,                                (5) 

where , , ,  is the velocity or heading vector. Op-
erator  ,  returns the angle between the vectors  from  using the dot prod-
uct definition in a Euclidean space. Equation (5) stipulates that a smaller ,  implies 
that the “ith” target is more probable; this reflects the rationale behind BA. It follows 
that                         |c : | ∏ | ,

c :                    (6) 

which incorporates the cumulative sum of the bearing angle depending on the chosen 
width of the applied time window.  

The probabilistic interpretation of BA illustrates that a confidence interval of a 
width set by  is formed along the direction of travel. It is a wedge-like region and 
any selectable target that falls within this region is assigned a relatively high probabil-
ity. With many selectable targets in close proximity from one another, the possibility 
that the BA model leading to an erroneous prediction is high as noted in [11].  
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Additionally, as the cursor approaches the true target, the angle ,  can become arbi-
trarily large leading to small likelihood probabilities and incorrect predictions. None-
theless, BA tends to make early correct decisions as the users tend to typically head 
towards the target in the early stages of the pointing task [6, 7]. 

3.3 Mean Reverting Diffusion (MRD) Model 

In a continuous-time, the MAP estimator is based on modeling the cursor movements 
as a bivariate Ornstein-Uhlenbeck process with a mean-reverting term. It is described 
by the following stochastic differential equation 

                (7) 

where  is a square matrix that sets the mean reversion rate to steer the evolution of 
the process,  is the mean,  is a square matrix that drives the process disper-
sion and  is a Wiener process [16]. By adopting the above mean reverting diffu-
sion model for the intentionality prediction problem, the mean to which the process 
should revert to is defined by the location of a selectable target . Hence,   
for the “ith” button and the target, which the cursor is drifting towards, is chosen. 

Since the cursor positions are available at discrete times, equations (7) should be 
discretised. Upon integrating (7) over ,  and then discretising the out-
come we obtain 

       , ,               (8) 

where ,  and ,  are the state vectors with respect to button  at the time in-
stants  and respectively. Whereas,  is the time step and  ,  is an additive Gaussian noise. Assuming that the cursor move-
ments along the x and y axis are independent, the  and  matrices become  
diagonal, i.e. ,   and , . It follows that the dis-
tribution of the conditional state is given by 

c |c , c , ,                                           9     
such that 

, ,                   (10) 

and                                                                        1 2  .                                         (11) 

The sought posterior probability is calculated for the MRD model via 

          |c : c , , ∏ c , ,
c :            (12) 
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similar to (6). The reversion rates and the diffusion noise are design parameters that 
can be tuned to a given data set. It can be noticed that if the pointing cursor is statio-
nary, the MRD MAP reverts to the nearest neighbour model.  

3.4 Composite (COM) 

The bearing angle model performs poorly when the cursor is moving very slowly 
since there is no well-defined direction of travel. A composite algorithm uses the BA 
model whenever the cursor is moving at a velocity that exceeds a certain threshold, 
i.e. , and switches to the MRD model whenever the cursor speed is below . Se-
lecting the threshold value  is a design parameter that requires setting prior to per-
forming the intentionality prediction. 

 

Fig. 1. Simplified block diagram of the LKF; ,  is Kalman gain 

3.5 Weighted Bearing with Distance (WBD) 

This model is motivated by the fact that as the cursor approaches the target the bear-
ing angle can take arbitrary values. On the other hand, the direction of travel tends to 
be a more reliable indication of the destination when the cursor is relatively far from 
the intended button [1, 5, 13]. Hence, the weighted bearing with distance model fuses 
the bearing and distance information where the likelihood probability for two consec-
utive cursor positions is given by                                               c |c , , 0,  κ Ω , .                              (13) 

Similar to the BA model, the divergence of the bearing from the position of  is 
defined by , , ; Ω , 1⁄  is the inverse of the Euclidian 
norm of distance between the cursor’s current position and the “ith” button. Hence, if 
the cursor is in close proximity to a possible target, bigger ,  values can be tole-
rated due to the resultant Ω ,  and vice versa. WBD can seamlessly circumvent the 
unreliable aspects of BA whilst harnessing its ability to predict the correct target in 
early stages of the pointing process. Similar to (6) and (12), |c :  of WBD 
can be calculated.  
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4 Linear Kalman Filter Based Smoothing 

Kalman filter is an adaptive Bayesian filtering approach that is widely used for track-
ing dynamic signals in real-time due to its robustness and low complexity. It is dep-
loyed here to remove involuntary cursor movements typically manifested by large 
deviations from a direct path between the start point and the target location. Such 
outliners are caused by motor disorders or situational impairments [13]. Based on 
several studies on pointing tasks in 2-D environments, e.g. [1, 5, 6, 13], it is reasona-
ble to represent the cursor voluntary movements by the nearly constant velocity mod-
el. Accordingly, the discretised state dynamics at the time instant  are defined by                                           (14) 

such that         ;   and   are the velocities along the x-y 
axis, 

, 10 1 ,  ,  
/3 /2/2  and   

is a zero mean bivariate additive white Gaussian noise of covariance . Design para-
meters  and  set the level of deviations from the constant velocity path; their 
units is speed2/time. The measured cursor positions are modelled as:   and 1  0 0  00  0 1  0  where ~ 0,  and ,  is the 

observation noise covariance matrix.  Given the Gaussian nature of  and  , 
linear Kalman filter depicted in Fig. 1 is the optimal filter in the minimum  mean 
squared error sense [15];  and  dictate the level of performed smoothing. The 

LKF output ̂     , which is the smoothed cursor location at time , is 
used in the adopted Algorithm 1. Additionally, the resulting smoothed velocity vector ̂   ̂  can be used for the BA, COM and WBD models. Fig. 2 shows two 
cursor tracks for a severely motor impaired user with notable tremor attempting two 
selections on the interface. The effectiveness of the LKF-based-smoothing is clearly 
demonstrated in the figure. 

5 Experiments 

The considered prediction models are tested on two data sets pertaining to: 1) user 1 is 
able bodied and 2) user 2 is severely motor impaired suffering from notable tremor 
(see the tracks in Fig. 2). They undertook selection tasks similar to the ISO 9241 with 
multiple distractors on the screen with a typical layout shown in Fig. 3. Users click 
the button at the centre of the screen Fig. 3a and then the target button appears with 
other distractors Fig. 3b. The performance of the adopted model is assessed in terms 
of the percentage of time the predicator makes a correct decision from a partial cursor 
track, i.e. the accuracy of the prediction. It is noted that at every observation time, e.g. 

, the predictive model uses the available track (e.g. : ) and does not assume  
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 (a) 

 

(b) 

Fig. 2. Two raw and smoothed cursor tracks for a severely impaired user. Start point is the 
black solid circle, target 1 is the dotted blue circle and target 2 is the solid green circle. 

knowledge of how much of the entire trajectory, i.e. : , has been completed. Table 
I exhibits the performance of the considered prediction models with and without the 
LKF smoother for the two participants. The various design parameters, e.g. , , 

, ,  and κ   are obtained from Monte Carlo simulations. This is 
feasible since each model has a maximum of two parameters that alter its MAP out-
come. Design parameters that yield the highest percentage of correct predictions are 
selected.  
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It can be noticed from Table 1 that the performance of the examined predictors are 
drastically affected by the high level of perturbations present in the motor impaired 
cursor tracks (for example see Fig. 2). Nevertheless, the introduced MRD-based pre-
dictor outperforms other methods whereas the WBD and COM models bring notable 
benefits compared to the conventional NN and BA models. With the adopted predic-
tion algorithms, the system can correctly anticipate the target with over 60% accura-
cy, i.e. the pointing time can be potentially reduced by 60% for able-bodied users. 
The achieve gains for the motor impaired user is also significant, particularly after 
introducing the LKF-based smoother. For example, without the filtering operation  
all the evaluated predictors perform very poorly for the motor-impaired user given the 
typical sudden sharp jerks and jumps in the processed trajectories, i.e. neither distant 
nor heading can give an indication of the intentionality. After introducing LKF, the 
success rate of the predictors improves remarkably. With the able-bodied user, the 
LKF has marginal impact on the intentionality prediction results due to the smooth 
nature of the treated cursor tracks in such cases. 

 

 
                      (a)                                      (b) 

Fig. 3. An example of an ISO task. Red circle is the start point and green circle is the target. 

Table 1. Map Estimator Results for Raw and Smoothed Cursor Pointing Trajectories 

 Proportion of Time Correctly Predicting the Target (%)   

Subject NN BA MRD WBD COM 
Able-bodied 53.1 31.2 61.8 45.13 56.19 

Motor impaired 15.3 4.3 18.6 16.4 14.8 

Subject LKF-NN LKF-BA LKF-MRD LKF-WBD LKF-COM 
Able-bodied 53.3 34.7 62.1 47.3 57.9 

Motor impaired 38.4 28.3 44.1 38.8 39.7 
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6 Conclusions 

The adopted probabilistic intentionality prediction approach delivers significant re-
ductions in the pointing durations alleviating difficulties experienced by impaired 
users. This can be particularly beneficial for assistive interfaces by providing visual 
feedback, e.g. highlighting predicted target(s) or magnifying them, increasing the 
movement gain, even making a decision on the user’s behalf, etc. The simple Kalman 
filtering approach is shown to effectively smooth highly perturbed cursor trajectories. 
This study sets a probabilistic framework and serves as an impetus to further research 
into more advanced Bayesian filtering algorithms that can better stabilise the pointing 
movements for irregular position measurements and highly non-linear cursor move-
ment models, e.g. sequential Monte Carlo techniques [17]. Additionally, devising 
more elaborate models that incorporate the target position (similar to MRD) can be 
highly beneficial since the filtering operation can produce the sought posterior proba-
bilities, i.e. circumvent the need to separate the smoother from the predictor. 
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Abstract. A ubiquitous environment allows the system to infer the users’ needs 
and preferences, making adaptations to the interface. However, the best way to 
make such adaptations is still under debate by researchers. This paper proposes 
an architecture that supports the adaptation of user interfaces in ubiquitous envi-
ronments according to the users’ profiles. The proposed architecture is shown 
simple and low cost, has low implementation complexity and high extension 
capability. The user profile data are stored on the user’s mobile device for pri-
vacy. As the profile is defined by the user, it is expected that the interface adap-
tation occurs more accurately. A prototype is presented as a proof of concept. 

Keywords: Ubiquitous Environment, User Profile, Ubiquitous Accessibility, 
Context-Aware, Adaptive Interface, Raspberry PI. 

1 Introduction 

The term ubiquitous computing, defined by [22], is used to describe systems which 
allow their resources to be available everywhere, in an intuitive and transparent way 
to the user. To achieve transparency of use, [17] computers should anticipate the us-
er's needs and act proactively to provide appropriate assistance. Systems that have this 
ability are called context-aware [16]. Therefore, in order to sustain the ubiquitous 
environment existence, the system must proactively oversee and control the context 
conditions and make the necessary changes by an adaptation process [21]. 

One of the inputs for the adaptation process should be the users’ needs and prefe-
rences [15]. In the literature, most of the works which focus on the user interface 
adaptation is related with the flexibility between different devices [13, 14, 18], but not 
on the interface adaptation to different types of users. In addition, it is possible to find 
researches about accessibility in ubiquitous environments that focus on restricted 
groups of users [1, 12, 20], without considering the interaction needs of different 
groups in a more universal and inclusive approach. 
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Alencar and Neris [3] have demonstrated that known ubiquitous environments par-
tially meet the interaction requirements of visually impaired people, people with low 
literacy and people with attention deficit and/or memorization problems. These au-
thors argued that ubiquitous environments must be able to adapt themselves to the 
diverse users’ capabilities, related to the physical and cognitive characteristics, and 
users’ interaction preferences. 

This paper proposes an architecture that supports the adaptation of user interfaces 
in ubiquitous environments according to the users’ interaction profiles. In this archi-
tecture, the users' characteristics and preferences are mapped into an ontology, and are 
available to ubiquitous applications in an eXtensible Markup Language1 (XML) file 
containing the user profile. Aiming to show that it is not necessary many resources2 
to offer adapted interfaces to supply the users’ needs and preferences, the proposed 
architecture is shown simple and low cost by using a Raspberry PI3 computer. As 
other advantage of this architecture, we can mention that the user profile data is stored 
on the user’s mobile device (and not in a web server) for privacy. Backup in private 
storage media is also provided. 

In order to prove the concept, a prototype was developed. Considering the emerg-
ing context of smart cities, the prototype is set in a bus stop. In this scenario, for in-
stance, a visually impaired person may find it difficult to take the correct bus. The 
same can happen to an elderly person. The prototype uses a monitor that displays the 
bus schedules as well as the next bus identification. The system shows the most suita-
ble user interface considering the user's profile. 

This paper is organized as follows: Section 2 summarizes the related work on 
modeling users’ profiles for ubiquitous environments. Section 3 shows how the user’s 
profile is mapped, in our proposal, using an ontology. Section 4 presents the proposed 
architecture for ubiquitous environments that supports adaptive user interfaces, detail-
ing their modules and communication flow. Section 5 presents the prototype build to 
develop the concept of the proposed architecture and the feasibility study. Finally, we 
highlight the contributions and limitations of this work and discuss future works in 
section 6. 

2 Related Work 

2.1 Architectures for User Diversity in Ubiquitous Environments 

In the literature, a few studies on the development of architectures that support the 
interface adaptation to different users can be found. The architecture proposed by [11] 
makes use of sensors in the environment to capture contextual information. Data on 

                                                           
1 http://www.w3.org/XML/ 
2 Considering that the user may already have a mobile device, the hardware involved in the 

architecture considers the Raspberry PI (at about US$30.00) and a Bluetooth device (at about 
US$ 8.00). The software solution is also simple and extensible, making it a low-weight  
architecture. 

3 http://www.raspberrypi.org/ 
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the user's device are also captured and tests are performed during the interaction with 
the mobile interface to identify some of the user’s characteristics (e.g. disability).  
This information is sent to a server that queries an ontology to determine the best 
adaptation to the interface. The changes to be made are sent to the user's device in an 
XML file. 

The Project Aura4 uses an architecture to adapt the ubiquitous environment accord-
ing to user location and the tasks he is performing [18]. In this architecture, a Context 
Observer controls the physical environment and the collected information is sent to a 
Task Manager. Based on information about the environment and context, and the 
activity being performed, the Task Manager adapts the interface to the user.  

Abascal et al. [2] propose an architecture for adapting interfaces for people with 
disabilities. In this architecture, the user logs into the interface adaptation system 
through his mobile device. The system consults an ontology in order to identify the 
user and determine their needs and preferences. Then the system generates an adapted 
user interface in eXtensible Hypertext Markup Language (XHTML) and sends to the 
user's mobile device. 

The proposed architectures for [11] and [18] have a medium to high cost due to the 
use of sensors to identify the user context. Besides the cost, the architecture proposed 
by [18] has a high complexity in their implementation. In the presented architectures 
[11, 18, 2], the best interface adaptation is determined by the system, according to the 
user profile. Although these adaptations are guided by the user needs, the user prefe-
rences are not taken into consideration. In [11], the user profile is created during the 
interaction time. Therefore, in each new interaction, all the identification tasks have to 
be performed again. 

2.2 Modeling Users’ Profiles 

In this paper, user’s profile is defined as a set of characteristics that identifies the 
users’ needs and preferences. These characteristics can be physical (e.g., low vision, 
visual impairment), cognitive (e.g., attention deficit, memory problems), level of lite-
racy, interests (e.g., news, social networks, books), among others.  

In a ubiquitous environment, the details that compound the user’s profile may 
come from various sources, such as sensors, social networking profiles, mobile and 
semantic web technologies. Each of these sources provides details in different data 
models. To solve this problem, [10] propose the use of ontologies based on the Sim-
ple Knowledge Organization System for the Web5 (SKOS) in order to model the 
user’s profile with data from these different sources. To provide a standard model, 
SKOS makes use of Resource Description Framework6 (RDF), a framework that 
describes web resources. Using RDF allows the user’s profile to be shared among 
different applications in an interoperable way.  

                                                           
4 http://www.cs.cmu.edu/~aura/ 
5 http://www.w3.org/2004/02/skos/ 
6 http://www.w3.org/RDF/ 
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Intelligent learning environments also receive data from different sources to pro-
vide tailored services and resources to users. To model the user’s profile in such envi-
ronments, [5] propose the use of RDF as a standard model of the user's profile. The 
proposed architecture combines descriptions and performance requirements from a 
resource to a particular student in RDF format to make the necessary adjustments. 
The availability of a standard model allows this profile to be shared with other appli-
cations. 

Aiming to provide tailored interfaces with focus on the end user, [11] propose an 
architecture that uses the concepts of Pervasive Computing and a representation of 
user’s profile. The user’s profile takes into account their disabilities, preferences, 
experiences and demographic data. This profile is represented by an ontology ex-
pressed in OWL. The ontology is updated through preferences and deficiencies details 
that are passed by the user application and the data captured by sensors, all made 
available in an XML file. To perform the necessary adjustments, rules are executed 
crossing captured data from sensors, user’s profile and device profile. 

Heckmann et al. [7] propose a General User Model Ontology, an ontology 
represented in Web Ontology Language (OWL) to uniform interpretation of user 
models. The GUMO ontology divides the dimensions of the user model in three parts: 
auxiliary, predicate and range. This ontology makes use of the UbisWorld model [6] 
to identify the dimensions of the basic user model. The UbisWorld allows the user 
information representation, such as demographics data, interests, psychological and 
physiological states, personal characteristics etc.  

As can be seen in Table 1, the studies cited do not include all the users’ needs and 
preferences in the user’s profile templates. In addition, it is observed that there is a 
tendency towards the use of XML, either in pure form or as a form of writing in other 
languages or frameworks such as OWL and RDF. 

Table 1. User characteristics present in the user’s profile templates: (a) [10], (b) [5], (c) [11], 
(d) [7] 

Paper  
                                          Users’ 

Characteristics 
(a) (b) (c) (d) 

Physical X X X X 
Cognitive   X  
Literacy level  X  X 
Interests X X  X 
Interaction preferences   X X 

 
In our work, the user’s profile considers the physical and cognitive characteristics, 

interests and user’s interaction preferences. Furthermore, the proposed architecture 
makes use of the XML language to describe the user’s characteristics and preferences, 
because of its simplicity and standardization to enable data exchange between appli-
cations. 
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3 Mapping User’s Profile Based on an Ontology 

Considering that ubiquitous environments must adapt themselves to the different us-
ers’ characteristics, this paper proposes the use of a more comprehensive user interac-
tion profile that is mapped on an ontology. The GUMO ontology [7] was chosen to 
model the user profile as it is the most complete among those analyzed (see Table 1).  

The classes of the GUMO ontology to be used in modeling or the user profile were 
chosen based on the application of the UbiCARD technique [4]. The following classes 
(and their subclasses) were chosen: Basic User Dimensions and Domain Dependent 
Dimensions. Figure 1 shows the predicates that represent the characteristics, demo-
graphics data and user emotional states (Basic User Dimensions). 

 

Fig. 1. Predicates that represent the characteristics, demographics data and user emotional 
states 

 

 

Fig. 2. The XML file structure for the user profile representation 

 

 

<?xml version="1.0" encoding="UTF-8"?> 

<user-profile> 

 <statement   

  auxiliary = "" 

  predicate = "" 

  range = "" 

  object = "" 

  group = "" 

 /> 

</user-profile> 
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The UserML [8] is a markup language for ubiquitous environments divided into 
two levels: (1) simple XML structure, composed of twenty-five predefined attributes 
and (2) the ontology that defines the categories. This approach allows applications to 
use their own ontologies and the UserML language to map them. For this reason, the 
UserML was chosen as the language to structure XML file that contains the user 
model profile. 

Among the twenty-five attributes of UserML, the following were selected accord-
ing to the chosen GUMO ontology classes:  auxiliary, predicate, range, object, start, 
end, durability and group (see Figure 2). The attributes start, end and durability are 
used only for the predicates related to the emotional state. 

The next section describes an architecture to support adaptive user interfaces for 
ubiquitous environments and how an XML file, in the user mobile phone, used to 
represent the user’s interaction profile. 

4 An Architecture to Support Adaptive User Interfaces for 
Ubiquitous Environments 

This section describes the proposed architecture for adapting interfaces of ubiquitous 
environments that focuses on the application adequacy according to the user’s profile. 
In this architecture, the users' characteristics and preferences are mapped into an on-
tology, and are available to ubiquitous applications in a XML file containing the user 
profile. As the profile is defined by the user, i.e., it is not inferred/captured by sensors, 
it is expected that the interface adaptation occurs more accurately. Moreover, the 
stored profile in the mobile device provides greater privacy to the user. Besides the 
low cost highlighted in Section 1, the proposed architecture has low implementation 
complexity and high extension capability. 

Aiming to propose a simple and inexpensive architecture, we have adopted a 
Raspberry PI computer to execute the ubiquitous application. The Raspberry PI is a 
small computer (as the same size as a credit card) and cheap. It was designed by the 
Raspberry PI Foundation for children around the world to learn programming. De-
spite the small size, the Raspberry PI can be used for various tasks and performs as 
well as a desktop computer. 

The proposed architecture is divided into two main areas – user’s mobile device 
and ubiquitous application - as we can see in Figure 3. The user's mobile device con-
tains the XML file describing the profile based on GUMO ontology. The ubiquitous 
application has the adaptation rules to be applied in the interface according to the 
user’s profile. The data exchange between these devices is controlled by an applica-
tion in the user’s mobile device and in the Raspberry PI. The mobile device applica-
tion sends the XML file containing the user’s profile and the ubiquitous application 
reads this file and obtains information about the user’s needs and preferences. 

The communication between the user’s mobile device and the ubiquitous applica-
tion is established via Bluetooth 7 . The data exchange between these devices is  
 

                                                           
7 http://www.bluetooth.com/Pages/Bluetooth-Home.aspx 
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Fig. 3. Proposed architecture for adapting user interfaces in ubiquitous environments 

controlled by an application in the user’s mobile device and in the Raspberry PI. At 
first, the mobile device application initializes the Bluetooth and sends a connection 
request to the application running on the Raspberry PI. After connecting, the mobile 
device application sends, via Bluetooth, the XML file containing the description of 
the user’s profile. The ubiquitous application reads the XML file and obtains informa-
tion about the user’s needs and preferences.  

From the data obtained from the XML file, the ubiquitous application queries that 
there are adaptations to be performed according to a set of rules defined in the appli-
cation. As an example, let’s consider that the user’s profile indicates the user has low 
vision. In the ubiquitous application there is an adaptation rule which states that when 
the user has low vision, the application should provide a sound output. If another user 
indicates in his profile that he prefers textual output and he is elderly, the application 
must adapt the textual output to the user preference, for instance, increasing the font 
size of the text. To cope with the concurrency between devices of different users, the 
ubiquitous application must implement a queue. The requests of each user are met as 
the progress of the queue. However, if there is no conflict between the requests, the 
server can attend more than one user at the same time (e.g.: a user needs an audio 
output and another user needs a visual output from the same information). 

5 Proof of the Concept 

In order to demonstrate the possibility to provide adaptive interfaces using the pro-
posed architecture, we have been developing a prototype. Considering the emerging 
context of smart cities, the prototype is set in a bus stop. In this scenario, for instance, 
a visually impaired person may find it difficult to take the correct bus. The same can  
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happen to an elderly person. The prototype uses a monitor that displays the bus sche-
dules as well as the next bus identification. The system shows the most suitable user 
interface considering the user's profile, for example, adjusting the font size consider-
ing the interaction profile of an elderly person. By identifying the elderly person 
needs through its interaction profile (XML), the system makes adjustments according 
to your needs and preferences. As the elderly person indicated in his/her profile that 
he/she has low vision, the system infers that the font size should be increased. 

To test the adaptability of the prototype, we used three different users’ profiles. 
The first profile represents a user with visual impairment, the second an elderly user 
and the third represents a teenager. The details for creating the users' profiles are 
based on the personas described by [3]. 

The visually impaired user is represented by the persona Patricia, the elderly is 
represented by the persona Francisca and the teenager is represented by the persona 
Danilo. Their interaction preferences are shown in Table 2. Because not all the infor-
mation needed for the instantiation of user’s interaction profile was available in the 
description of the personas, some other information was inferred. Based on the infor-
mation contained in Table 2, the three XML files have been created. Figure 4 shows 
how the XML file would be instantiated with Francisca’s profile.  

Table 2. Interaction preferences of the three user’s profiles 

           User 
 Profile 

Patricia persona Francisca persona Danilo persona 

Input Keyboard Voice Keyboard 
Output Sound Text Text 
Physical and/or 
Cognitive  
characteristics 

Visual  
impairment 

Low vision, atten-
tion deficit, prob-
lems memorizing 

- 

Interests 
Books, Songs, 

Social Networks 
Novels Games 

Literacy level Higher Basic Secondary 
Age 20 80 13 

 
A preview of the proposed scenario, considering the three defined profiles and the 

adjustments to be made are available in Figure 5. The prototype has been imple-
mented in Java language on the Raspberry PI and Java on Android platform in the 
mobile device. The ubiquitous application runs in a Raspberry PI model B in which 
an adapter to enable communication via Bluetooth was plugged (see Figure 5). The 
mobile device application is running on a smartphone with Android operational sys-
tem in version 2.3.5. The ubiquitous application output is made on a TV via HDMI. 
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Fig. 4. Francisca's profile mapped into XML 

<?xml version="1.0" encoding="UTF-8"?> 

<user-profile> 

 <statement   

  auxiliary = "has" 

  predicate = "AbilityToSee" 

  range = "low-medium-high" 

  object = "low" 

  group = "Abilities" 

 /> 

 <statement 

  auxiliary = "has" 

  predicate = "Age" 

  range = "years" 

  object = "80" 

  group = "Demographics" 

 /> 

 <statement 

  auxiliary = "has" 

  predicate = "EducationLevel" 

  range = "basic-primary-secondary-higher" 

  object = "basic" 

  group = "Demographics" 

 /> 

 <statement 

  auxiliary = "hasPreference" 

  predicate = "Voice" 

  range = "primary-secondary" 

  object = "primary" 

  group = "InterfacePreferences" 

  subgroup = "Input" 

 /> 

 <statement 

  auxiliary = "hasPreference" 

  predicate = "Visual" 

  range = "primary-secondary" 

  object = "primary" 

  group = "InterfacePreferences" 

  subgroup = "Output" 

 /> 

</user-profile> 
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Fig. 5. Proposed scenario 

The ubiquitous application has the following modules:  

1. Bluetooth Connection Manager; 
2. Command Receiver: responsible for receiving the XML file with the user’s interac-

tion profile, decoding and making it available to the Command Processor; 
3. Command Processor: responsible for performing the adaptation according to the 

user’s profile and the adaptation rules defined in the application. 

The mobile device application provides a screen for the user to start or stop the 
service. When initializing the service, a connection is established between the user’s 
mobile device and the Raspberry PI. The various user requests are placed in a queue 
and adjustments are performed one by one. In Figure 4 we can see how it is done, for 
example, adjusting the font size for the interaction profile of Francisca’s persona. By 
identifying the persona Francisca through her interaction profile (XML), the system 
makes adjustments according to her needs and preferences. In Figure 6, we observe  
 

 

Fig. 6. Adapting the application interface to the persona Francisca 
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that the font size of the text is increased, since the persona Francisca has indicated 
that she prefers output as text. However, as the persona has low vision, the system 
inferred that the font size should be increased. 

6 Conclusions and Future Work 

This paper presented an architecture for adapting user interfaces of ubiquitous envi-
ronments considering the user’s interaction profile written in an XML specification. 
As the main contributions of this work, it is possible to highlight: 

1. The proposed architecture shows that it is possible to provide adapted user inter-
faces in a simple, low-cost and extensible approach using a Raspberry PI; 

2. Unlike the architectures found in the literature, this allows that the user profile is 
defined by the user himself, allowing him/er to set his/er needs, preferences and in-
terests; 

3. The profile goes with the user (mobility of the profile). As the profile is on the us-
er’s mobile device, when the user moves, he/s carries the defined profile. Thus, 
other applications can easily read it; 

4. Furthermore, one of the advantages of this architecture is that the user profile data 
is stored on the user’s mobile device for privacy; 

5. This paper contributes to overcoming the challenge indicated by [9]: acquire know-
ledge of user needs, and provide appropriate solutions for different combinations of 
users’ characteristics and functional limitations. 

The prototype developed shows the feasibility of processing different interaction 
profiles and providing outputs adapted to diverse users. Initially, the treatment of 
different profiles is done by the simplistic use of a queue. In future work, this issue 
will be addressed to provide a better solution, for instance considering the user mobile 
as an output device to deal with the common output device problem. Moreover, future 
works consider the extension of GUMO ontology to contemplate, for example, infor-
mation about the user cognitive capabilities. The mobile application for collecting the 
user profile is in progress. 
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Abstract. This paper presents a comparative study of six different tag
and context based authentication schemes for open Wi-Fi access. All of
the implemented methods require only a smartphone and an HTML5 ca-
pable webbrowser, making them interchangeable and easy to incorporate
into existing infrastructure. We recruited 22 participants for the study
and used two standardized questionnaires as well as additional metrics
to assess whether further investment in a systematic usability analysis
seems prudent. The evaluation shows that suitable alternatives for Wi-Fi
authentication exist and points out their limitations and opportunities.

Keywords: Universal Access, Practical Security, Usability, User Experi-
ence, User Study, Interfaces, Device Association, Authentication, Wi-Fi,
Smart Environments, Context.

1 Introduction

Future computing environments – as driven by the notions of ubiquitous comput-
ing and ambient intelligence – are expected to give rise to information technology
that is embedded in everyday life and is spontaneously formed from ubiquitous
devices, objects, and services that we can easily access. While humans under-
stand how to access physical resources at their disposal, it is often harder in
a digital world. Accessible digital resources are a key factor to assistance and
inclusion, especially in public spaces. Open Wi-Fi access, e.g. through hotspots,
creates many issues (access control, liability and legal issues) on the user and
institutional side, as malicious parties cannot be kept out of the network. This is
why today, usually username and password, entered into a web interface (a.k.a.
captive portal), are required to access wireless infrastructure.

Providing seamless wireless network service is not only about network quality
but also about user experience and ease of access has become an important factor
for quality of life. Adding an extra burden on users – particularly technically
non-literate users or ones with special needs – actually excludes many people
from access, especially when using complicated username:password schemes with
media breaks. As a step towards the proliferation of accessible networks, this
work evaluates the usability of ways for associating handheld devices to Wi-Fi
networks, while also regarding implementation and practical feasibility.
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2 Related Work

A great variety of schemes have been proposed in the past to pair mobile devices
for spontaneous interaction, many of which could also be applied for the use case
of authenticating to a Wi-Fi hotspot. One solution proposed is the use of Out-of-
Band (OOB) information to establish a shared secret. Holmquist et al. [6] as well
as Mayrhofer et al. [12] proposed to couple devices using their accelerometers
by shaking them simultaneously. This, however, is not easily applicable to sys-
tems involving static infrastructure. A method to generate a shared secret from
ambient audio was investigated by Sigg et al. [16]. These technical publications
do not take human factors into account, which we targeted in this work. Sev-
eral other authors conducted comparative user studies on the usability of device
pairing or Wi-Fi setup. Kostiainen et. al. [9] used formative interviews to assess
user needs in home network access control and proposed a conceptual system
for setup and management. Both Uzun et. al. [18] and Kainda et al. [8] analyzed
device pairing by different textual interfaces. Kumar et. al. [10] included vari-
ants of eight device pairing methods in a large study implemented on a common
platform. The usability assessment is mostly based on automatically logged user
actions with no qualitative feedback. Ion et al. [7] used mock-ups to investigate
the usability of device pairing methods with regard to perceived security needs
in different real-life situation. Their findings indicate that the usability as well
as user preference depend on the context of the pairing situation.

3 Methodology

In this work, we conducted a user study to explore six different methods suitable
to replace classic username:password authentication for public Wi-Fi. In addition
to token based methods we adapted we adapted two relevant OOB techniques
and included a recent approach using surface-confined Wi-Fi [3] as context based
methods. The methods were selected to fulfill the following constraints:

– Non-mediated : The user can perform the login at any time by himself.
– Intuitive: Wi-Fi hotspots are broadly used by ordinary non-expert users.
– Platform-independent : Mobile devices and OSs are diverse and volatile.
– Explicit : The system can record consent of the user when connecting.

The last constraint distinguishes the evaluated methods from access control
based on Geofencing [14] or overprovisioning [4], which both allow confining
Wi-Fi networks to certain physical boundaries, enabling location based access.
Although it can be argued that implicit access is generally preferable, addi-
tional to fulfilling legal contstraints, the proposed explicit methods do not re-
quire overprovisioning in the infrastructure and are therefore also deployable in
an light-weight and interchangable fashion.

For platform-independence, we selected methods that can solely be imple-
mented using web technology, thus easily be adapted to user needs and incorpo-
rated into captive portals. For this paper we implemented all on top of HTML5
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features like GetUserMedia() and GetDeviceMotion(). This has the aditional
benefit that the schemes are interchangeable and a set of different methods can
be offered to respect user preferences or hardware constraints. The source code
of the implementations will be released as part of the Global Public Inclusive
Infrastructure (GPII) component repository and are freely available1.

Username:password. This authentication scheme is well-known and standard
today. A user enters his credentials into a form and presses a login-button to
gain access. We included it as a base line and to back the obvious hypothesis
that this scheme is not well suited for handheld devices.

QR Codes. By encoding a URL containing the login credentials into a QR
code it can be scanned with any camera phone. We accessed the camera image
through HTML5 and decoded it using a JavaScript library (jsqrcode).

NFC. Login information can also be stored as URL in a Near Field Communi-
cation (NFC) tag and accessed remotely with many modern phones. An alter-
native would have been NFC-based Wi-Fi Protected Setup, which we refrained
from using due to known vulnerabilities [19] and lacking personalizability.

Fig. 1. Phone on 2DST sheet

2DST Sheet. A detailed description of the Two-
Dimensional Signal Transmission (2DST) waveg-
uide sheet was published in previous work [3]. To
log on, users connect to the open Wi-Fi and the
captive portal page prompts them to place the de-
vice on the sheet (see Figure 1) and acknowledge
the coupling. The device can subsequently be re-
moved from the sheet and access is granted.

Kinect. We adapted the Point&Control system [2] that uses the Microsoft
Kinect (first generation) for user-device association based on the user context.
The captive portal page prompts the user to press a button and raise an arm
to connect. If the gesture is matched by the Kinect, access is granted. For this
usability test we used this very simple scheme, that does not match the ac-
celerometer pattern of the phone with the Kinect model for added contextual
prove, which is possible on most modern devices also using HTML5 [5].

Audio Context. The last context-based method employs ambient audio as
OOB channel, as used in Pintext paring [16]. The entropy of generated finger-
prints generally makes them suitable to be used as a shared secret [15]. To log in,
a user presses a button on the captive portal and both phone and server record
for eight seconds. A server synchronizes2 both recordings, calculates fingerprints
and compares them. If they are sufficiently similar, access is granted.

1 https://github.com/teco-kit
2 In our tests synchronization significantly slowed down this scheme, as acurate time

sync could not be realized in HTML.

https://github.com/teco-kit
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3.1 Task and Session Structure

Participants were asked to connect to an open Wi-Fi, authenticate their device
using the given mechanism and open a browser to access a web page. For this,
they were given a Samsumg Galaxy SIII smartphone, which supported all of
the six methods. The test sessions were conducted in an office at our lab – in
German or English, depending on the subject’s preference. Participants were
welcomed and guided to the test room one at a time (1-on-1 moderated sessions,
see Figure 2). The test’s setup and intention were introduced and subjects read
and signed a privacy statement. Subsequently, the moderator collected demo-
graphic data (age, gender, etc.) and some information on the subject’s habits
regarding technology use (frequency of handheld Wi-Fi access, usage of public
Wi-Fi hotspots, etc.) by means of a pre-test questionnaire. After that, the main
phase of the test commenced: Subjects, in turn, completed the task – i.e. log on
to the Wi-Fi and open a website – for each method and fill in a questionnaire.
The order of the six methods was shuffled to avoid biases from practice or fa-
tigue. Each method was explained beforehand and written descriptions of how
to proceed were available throughout the test. After repeating the three steps
for each method, the participant was asked to fill in the post-test questionnaire.
Sessions took between 52 and 100 minutes, with an average of 69 minutes.

Pre-test questionnaire
Demographic data (age, gender, 

etc.)

Introduction
Test intention, privacy agreement

Test conduction
Complete for each method (randomized)

Post-test questionnaire
Comparative rating (ease of use, 

attractiveness, perceived 
security,…)

Start

End

Task: log on and open web page

SUS questionnaire

UEQ questionnaire

Qualitative feedback

Fig. 2. Session structure each participant ran through during the user study

3.2 Participants

We recruited 22 participants aged between 20 and 48, eight of them female. All
of them attended voluntarily without being offered a reward. Figure 3 shows the
data on demographics and participants’ habits collected using the pre-test ques-
tionnaire. The subjects composed a well-educated group, accustomed to the use
of mobile devices and working in different fields, the majority pursuing technical
professions. None were security experts. All participants reported accessing the
Internet once or more per day. Most (14) also daily used handheld mobile devices
to connect to Wi-Fi networks, some weekly (3). Three participants said that they
rarely accessed Wi-Fi with a handheld device and two never at all. Most subjects
often used public Wi-Fi hotspots, only one never did, and two rarely. All others
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Fig. 3. (Top) Participants by age, completed level of education and field of work or
studies. (Bottom) Frequency of Wi-Fi network access with a handheld device respec-
tively using open Wi-Fi hotspots, as well OS’s installed on subjects’ personal devices3.

accessed public Wi-Fis at least monthly, four even daily. Overall, the subject
group is suitable for an initial assessment of the selected methods, as they are
digitally literate and familiar with the presented task.

3.3 Questionnaire Design

The study we conducted is mostly summative, with additional formative aspects.
We were looking to find out whether the proposed solutions could in principle
satisfy user needs. To quickly assess both usability and user experience of the
tested schemes, we considered different standardized questionnaires. The System
Usability Scale (SUS) [1] has been applied to a wide range of systems in the past
20 years, from printers over phones to desktop and web applications. Subjects ex-
press their level of agreement to ten simple statements using a five-point Likert.
It is slim, short term viable and yields a single score as result, which is already
generalizable at relatively small sample sizes [17]. As alternative, we looked at
the User Experience Questionnaire (UEQ) [11]. It consists of 26 pairs of op-
posing attributes (e.g. annoying and enjoyable). Users express their agreement
with them on a seven-point Likert. The UEQ yields six different scores for the
categories attractiveness, perspicuity, dependability, efficiency, stimulation, and
novelty. We decided to use both UEQ and SUS, as they can be filled in quickly
and we were interested to see if they yielded consistent results, since the SUS
focuses on usability while the UEQ aims at assessing the whole user experience.

Aside from summative data from the two questionnaires, we also collected
three to five qualitative statements about what the subjects liked and disliked
about each system. All of this was done separately for each of the methods.
3 Three participants chose multiple options.
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In addition, we constructed a short post-test questionnaire which prompted the
subjects to directly compare the systems with each other, by ranking them re-
garding their ease of use, perceived security and attractiveness. Participants were
also asked which of the systems (if any) they would recommend to friends or ac-
quaintances. Finally, they were given the possibility to specify additional free
text comments. The moderator also recorded any unprompted statements made
throughout the test. Aside from the questionnaires, we recorded the number of
attempts needed to complete the task and the time to do so.

3.4 Data Cleansing

Overall, our implementations proved to run stably and the conduction of the
study went smoothly. In two cases however, we experienced software problems
that led to difficulties in completing the task: A software crash interrupted the
task completion in six cases of the Audio Context login and an error dialog was
shown. In these cases, the task was repeated and participants were instructed to
disregard the first failed attempt. Failed tries were not included in the results for
task times or number of attempts. In two instances involving the 2DST sheet,
a software bug prevented the correct recognition of the device by the sheet,
leading to an unusually high number of tries (12 respectively 8 attempts). To
avoid skewed results, the data from these two runs was removed from the set.

Regarding the final three ranking questions, subjects explicitly were given
the option to rank two systems equally by assigning the same ordinal number.
However this lead to some participants using competition ranking (i.e. leaving a
gap in the ranking when several systems tied) and others using dense ranking
(no gaps). To reach a realistic ranking when averaging over all participants, we
transformed the data to fractional ranking scores, as those have the property
that the ranking numbers’ sum is the same as under strict ordinal ranking.

4 Results

This section presents the results of our analyses. First, we show the quantitative
metrics (attempts, task time), followed by the SUS and UEQ scores. Finally,
comparative statements and qualitative feedback ratings are presented.

4.1 Quantitative Performance Metrics

Table 1 shows the number of attempts and the time needed to perform the lo-
gin task (both overall and averaged per attempt). NFC was the only scheme
which took all subjects only one attempt, all others had to be repeated at least
once by at least one participant. While this was seldomly necessary for user-
name:password (2, mistyping) and Audio Context (4, fingerprints too different),
it happened more often with the 2DST sheet (6, device removed from sheet to
early). More than a third of the subjects had to repeat their attempt using QR
codes (8, recognition failed) or the Kinect (9, tracking failed). Regarding task
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Table 1. Automatically collected metrics (sorted by median time per attempt)

# Attempts Task time (overall) Task time (per attempt)
Meth. min max med. mean conf.4 min max med. mean conf. min max med. mean conf.
NFC 1 1 1 1.00 n/a 2s 15s 6s 6.5s 1.36 2s 15s 6s 6.5s 1.36
Kinect 1 4 1 1.64 0.38 7s 57s 11s 19.3s 5.66 7s 17s 10s 10.5s 1.16
2DST 1 3 1 1.45 0.33 7s 56s 14s 19.3s 5.81 7s 34s 11s 13.2s 2.65
QR 1 3 1 1.55 0.33 10s 91s 33s 44.9s 11.90 6s 81s 26s 30.4s 7.51
Pwd 1 2 1 1.09 0.42 34s 153s 51s 60.3s 1.67 34s 111s 51s 54.4s 1.25
Audio 1 2 1 1.18 0.17 77s 381s 126s 157.3s 33.43 77s 215s 119s 130.3s 16.25

times, all methods except Audio Context performed significantly faster than en-
tering passwords. Again, NFC stood out, closely followed by Kinect and 2DST
sheet. The use of QR codes still took only half the time of entering text creden-
tials, while the audio login took much longer due to the long processing times.

4.2 SUS and UEQ Scores

Figure 4 and Table 2 show the UEQ category results, the overall UEQ score
as well as the SUS score over all participants. When looking at SUS scores,
a percentile rank of below 60.0 is considered poor and an indicator for severe
usability problems, while values over 80.0 are generally good [17], 100.0 being
the maximum possible. Regarding the UEQ score, values below -0.8 indicate a
negative rating, over 0.8 a positive one, and in between neutral. However, Schrepp
et al. [13] point out that the actual interpretation of the ratings depends on the
weight of the categories in the concrete application and intended user group.
For normal end users, they regard attractiveness as most important, followed by
perspicuity and dependability, and thirdly efficiency. The authors also provide
a benchmark which is based on 163 studies with a total of 4818 participants
and sets the score boundary between above-average and below-average different
for the individual categories (attractiveness : 1.09, perspicuity: 0.9, dependability:
1.06, efficiency: 0.84 , stimulation: 1.0, and novelty: 0.63).

Basing our interpretations on these preliminary considerations, the ratings
show a slightly different picture than the performance metrics before: Judging
from the SUS scores, for Kinect and QR, no compelling conclusion can be drawn
from the SUS score. Both NFC and the 2DST sheet login can be considered good
systems with no apparent usability problems, while Audio Context seems to have
severe issues. Username:password barely scores better than ambient audio, only
just exceeding 60.0 points.

When looking at the UEQ, we see a difference between the overall UEQ and
the SUS score: The overall UEQ rating for the Kinect based system is better than
that of QR codes, and Audio Context scores higher than username:password.

Regarding the most relevant UEQ categories, the use of passwords scores high
in the categories perspicuity and dependability, while receiving low ratings for
attractiveness and efficiency. This illustrates the additional information that
can be drawn from the UEQ scores. Similar observations can be made for the
4 All confidence intervals (±) in this work are constructed at a 95% confidence level.
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Audio -0.12 0.60 1.27 0.48 -0.15 0.32 -0.42 0.39 0.24 0.42 2.10 0.41 55.0 58.5 8.70

Fig. 4. and Table 2. Mean UEQ scores and confidence per category (left) and mean
and median SUS scores (right) for each Wi-Fi access method.

other systems: While the QR method scores more or less average in all remaining
categories, it performs well regarding perspicuity. Both NFC and the 2DST sheet
login clearly score high in all categories. According to the UEQ scores, the main
shortcoming of the Kinect scheme is dependability, which is in line with the
observations made from the performance metric number of attempts while the
efficiency score adequately reflects the short completion times of the scheme.
Audio context scores badly across the board, with the exception of the categories
perspicuity and novelty. An aspect clearly differing from the performance metrics
are the non-task related hedonic quality aspects, that express how novel and
stimulating users percieve a system to be [11]. Not surprising, the password
scheme has a very low rating here, while the context-based methods score high.

4.3 Comparison and Preferences

The last section of the post-test questionnaire specifically prompted the users
to rank the six methods compared to each other. The resulting ranking (see
Figure 5) is consistent for the two aspects usability and attractiveness : NFC
clearly spearheads, followed by the 2DST sheet, QR codes, Kinect and then Au-
dio Context. The classic username:password scheme came out last. The rankings
so far are in agreement with the UEQ attractiveness rating.

Interestingly, the perceived security ranking paints a different picture: Gener-
ally, participants felt that the token based methods were more secure than the
context-based schemes (see Figure 5).
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Fig. 5. Subjective ranking of the methods regarding usability, perceived security and
attractiveness (left) and which schemes participants would recommend (right)

Altogether, almost all (20) participants stated that they would recommend
NFC as Wi-Fi access method to friends or acquaintances. More than half would
recommend using QR codes (12) or the 2DST sheet for contextual access (13).
Notably, despite the otherwise rather poor ratings of the audio based scheme, still
five participants would recommend the system, more than the classic password
(3) or the Kinect based scheme (2).

4.4 Qualitative Statements and User Feedback

As expected, the study confirmed that username:password credentials are not
suitable for Wi-Fi authentication on mobile devices. While users rate the method
as intuitive (8) and secure (10), almost all users said that smartphones are inad-
equate for entering random strings (18). As unique property, subjects saw that
text is memorizable (P06), providing an abstract token. Regarding QR codes, we
observed that opinions were divided: Participants both describe the method to
be intuitive (15) and complicated (9) as well as fast and slow (9 each). Some (6)
also stated that they either experienced or anticipated problems in bad lighting.
(P07: the shadows of hand and phone interfered). Regarding the necessary per-
mission for the browser to access the camera, P22 reported: giving deep system
access without exactly knowing what is going on makes me uneasy.

Concerning NFC, participants predominantly gave positive comments (see

Table 3. Amount of pos-
itive and negative com-
ments (both prompted
and unprompted)

Method Pos. Neg. Ratio
NFC 82 25 3.28
2DST 73 37 1.97
QR 57 48 1.19
Kinect 70 62 1.13
Passwd 46 47 0.98
Audio 48 78 0.62

Table 3): Most subjects characterized it as intuitve
(18) and fast (17). However, a few users (5) also voiced
technical concerns, ranging from fear of high energy
consumption (P14: NFC always on?) or losing the
tag to security concerns, as the phone did not ask per-
mission before opening the webpage. Participant P01
also specifically disapproved that one has to use both
hands. Some users (4) also pointed out that not ev-
ery device features NFC (e.g. P15: my iPhone doesn’t
have an RFID reader).

Regarding the 2DST sheet, users reported that it was innovative/cool (6) as
well as fast (13) and easy (21) – emphasizing that they needed to do very little
(P06: that’s it?). Some users perceived the system as limited in terms of being
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fixed to a location (3) and one subject did not grasp the concept of context-
based access (P01: big and bulky and would not fit in my bag). Another user was
concerned regarding possible radiation from the sheet.

As for the Kinect, positive and negative comments nearly balanced each other:
On one side, users saw the system as fast (13), intuitive (14) and cool (13).
On the other, some people were embarrassed (8, e.g. P08: don’t want to jump
about and attract attention in public) and some voiced their concerns on being
recorded and possible privacy implications (2, e.g. P05: sense of being under
surveillance). Others again liked the aspect of performing an activity in order
to log on (8). Regarding the Ambient Audio login, the users’ main issue was the
long wait (21), followed by technical concerns, such as interference from handling
noises or unreliability in silent ambiences (2, e.g. P11: especially problematic for
mutes). Four users expressed disbelief that the method would work at all (P13:
I have the feeling that this will often fail). Regarding the security, the method
felt both insecure (5, e.g. P18: I guess that many false positives occur) and very
secure (4) to the users. As with the Kinect, privacy concerns were also expressed
(2). On the other hand, participants characterized the system as innovative (8)
and intuitive/magic (12, e.g. P07: great, I don’t have to do anything).

General comments mostly concerned lack of understanding regarding context-
based access applicability (e.g. P18: I don’t see use cases, except maybe in trains).

5 Discussion

We implemented six HTML5 -based techniques for associating handheld devices
to Wi-Fi networks and evaluated them regarding their usability. As expected, it
backed that username:password credentials are unsuitable for handheld Wi-Fi
access, and that the other five schemes may – to a varying degree – present
viable alternatives.

Our study yielded some interesting results: A general observation is that
purely summative studies may not reflect the full range of relevant aspects.
Although both SUS and UEQ seem suitable to determine if severe issues exist,
caution should be exercised when using them to rank systems. While we can see
that they generally show similar tendencies, the UEQ addresses the whole user
experience and its categories can provide helpful additional insights regarding the
area possible problems may reside in. This is especially true for systems whose
SUS score lies in the “gray area” between 60.0 and 80.0 percent. Placing too
much emphasis on mere speed or completion rates as a factor may be misleading
as well, especially in the context of usable security. In this area, it is important to
augment standard usability testing with some metric that specifically addresses
aspects like perceived security, trust, etc.

The multitude of different user statements revealing interesting issues – both
actual and perceived – underlines the importance of also collecting qualitative
feedback. While for the two best performing schemes (NFC and 2DST) most
metrics are in agreement with each other, singular issues are revealed by other
metrics, such as qualitative feedback for NFC or the number of attempts with
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the sheet. For some methods, only the full range of metrics paints an adequate
picture for the assessment of the system, especially those on which opinions
are divided: The Kinect achieved average to high summative ratings and the
second to best completion times, but subjects perceived it as insecure and least
recommended it. As for the Audio Context scheme, despite mostly bad ratings
and performance, more than half of the subjects regarded it as intuitive and
almost a quarter would recommend it. This illustrates that multiple metrics also
allow discerning between fundamental issues and specific problems that can e.g.
be attributed to the implementation and may be remedied in the future.

An important realization regarding methods involving cameras or microphones
was that many participants voiced their concerns on being recorded and possible
privacy implications, as well as a sense of being under surveillance. We conclude
that systems involving video or audio recording should probably be avoided, and
if such methods are considered, it is important to convey to the users that their
privacy is protected. Furthermore, deep system access by web apps (e.g. camera
or sensor access or automatically opening scanned URLs) should be transparent
and only occur with user consent. When considering methods involving visible
activity, embarrassment is an important factor, even if the Kinect based scheme
caused both positive and negative feedback regarding the activity. We conclude
that the applicability of such a system depends strongly on the situation, user
group and maybe also cultural aspects. As a design guideline for systems that
involve little interaction (Ambient Audio) and/or losing focus of the screen (as
sometimes seen with Kinect or 2DST ), non-visual feedback such as an auditory
signal is advisable to indicate success of the association process.

6 Conclusion and Future Work
We believe that good integration of classic usability studies and metric based
analyses, as well as an analysis of other requirements on the user side (hardware
features, OS, etc.) and the operators side (infrastructure, maintenance cost, etc.)
needs to be conducted in order to come to a meaningful assessment of the via-
bility of a method. As we collected very different statements regarding concerns
and the acceptance of systems from technically versed and unseasoned users, we
conclude that usable security systems should ideally be evaluated in a real-world
context to assess which methods users would actually choose and keep using.

In future work we plan to study the most suitable methods addressing espe-
cially technically non-literate users and users with special needs. We also plan
to further evaluate the barriers that hinder including novel, multimodal HTML-
based context and user sensing methods – such as the alternative login methods
presented in this work – in real applications. This includes further assessment of
the potential of basing such systems on web technology, as this makes systems
easy to interchange or include into existing applications in a modular fashion.
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Abstract. Kitchen activities involve complex and articulate interactions with 
heterogeneous technologies and devices. In this paper, outcomes of the FOOD 
AAL-JP project are presented, related to the development of a kitchen environ-
ment implementing ambient-assisted-living features, aimed at increasing safety, 
autonomy, engagement and reward in dealing with food-related activities.  
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1 Introduction  

Many among daily living activities, are related to food: grocery shopping, food prepa-
ration, cooking, eating and kitchen washing-up are indeed a relevant share of the daily 
tasks.  Besides its obvious link with health, food is important as a mean for social 
engagement as well: from time immemorial, having food together is a way for keep-
ing and strengthening good relationships with family, friends or in more formal  
contexts. Also, food is a prominent cultural media, it is strongly connected to local 
cultural heritage, and is currently gaining more and more popularity in TV shows, 
books and magazines. Food impacts on daily life, therefore, well beyond its mere 
sustenance aspects. Notably also, food activities are among most complex daily living 
activities, very often requiring to the user considerable knowledge and  mastering of 
a number of techniques, tools, appliances.  Moreover, kitchen work implies several 
safety concerns (related to fire, flood, sharp tools, food preservation…). The altogeth-
er makes the management  of kitchen activities a challenging and multi-faceted com-
ponent of daily living, essential to support independent life and useful in fostering 
social participation.   
                                                           
* On behalf of the FOOD AAL-JP consortium. 
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Due to this, great effervescence is showing up in the market of kitchen appliance 
(so-called white goods). A growing number of ICT-enabled devices is coming out 
from research labs, and is approaching the user’s market. Most innovative functions 
are related to appliance connectivity, remote operation and alternative user’s interfac-
es (based on smartphones, tablet, or touch panels). Kitchen appliances, however,  
differ from most widespread consumer electronics with many respects. When consi-
dering a kitchen oven, for instance, interaction requirements are quite apart from 
those, e.g., of a personal portable audio device:  

• The intended audience is much wider, including family members having different 
cooking and technology skills, different ages, feeding habits and preferences,  and 
possibly  dealing with disabilities and age-related impairments. This calls for the 
adoption of design-for-all principles, caring for usability and accessibility.    

• The aimed lifetime of a kitchen appliance is usually much longer than most con-
sumer electronic devices, possibly overpassing the lifespan of a given technology 
generation. Flexibility and re-configurability are needed to ensure consistent lon-
gevity to the on-board ICT components.  

• Severe environmental conditions are to be accounted for.  Due to heat, moist and 
dirt, rugged hardware is needed, and suitable interaction modes (e.g., hands free) 
have to be taken into account.  

• Finally, kitchen daily routine usually implies interaction with more than one de-
vice: the adoption of a separate, independent (and possibly not uniform) interfaces 
schemes for each appliance is expensive, unpractical and unfriendly to the users. A 
more uniform and general approach needs to be implemented, this however requir-
ing some standardization and interoperability efforts to designers and manufactur-
ers.  

The FOOD project, funded in the framework of the third call of Ambient Assisted 
Living Joint Program (AAL-JP), starts from the considerations above and aims at 
developing specific AAL services, dedicated to the kitchen environment, to support 
elderly people in carrying out food-related daily living activities and interacting with 
home appliances in a much simpler, safer and rewarding way.  The project started in 
September, 2011and will last until February 2015. It involves 9 partners, coming from 
5 European countries Denmark, (Italy, Romania, Sweden, The Netherlands).  

A year-long pilot phase is just started, involving 30 households located in Italy, 
Romania and The Netherlands, in order to account for a wide variety of customs, 
cultural, social and economical features. The project is led by Indesit, a large compa-
ny manufacturing white goods and ranking among lead positions in the European 
kitchen appliance market. Due to this, solutions devised within the project are being 
deployed in a truly market-oriented view, inherently accounting for sustainability and 
practicality.  

2 FOOD Technology  

The FOOD technical vision [1] is based on the seamless integration of sensors and 
“intelligent” appliances, aimed at offering innovative functionalities in the house, as 
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well as Internet- based services and applications. Among them, specific emphasis is 
placed on enabling access, through a natural interface, to information and communi-
cation in different social environments.  

The FOOD infrastructure includes first a field, peripheral layer of connected devic-
es: environmental sensors and appliances communicate through  a wireless network 
architecture, exploiting the IEEE 802.15.4/ZigBee protocol.   The adoption of a 
wireless, standardized protocol reduces system intrusivity and allows for better inte-
roperability, reconfigurability and flexibility. The main technical challenge, to this 
regard, was that of incorporating connectivity features within white goods, coping 
with tight cost constraints of a highly competitive market and with inherent safety 
needs. Two alternative approaches were followed: with reference to high-end, elec-
tronic-intensive machines, such as ovens, washing and dish-washing machines, con-
nectivity is obtained by deploying a networking node within the on-board control 
electronics of the appliance. This enables bi-directional user interaction, i.e., status 
monitoring as well as active control are made possible. Within the FOOD project, a 
“smart oven” has been designed and introduced, based on such an approach.  

Simpler devices, involving little or no active control needs (e.g. a fridge) have been 
monitored through external “add-ons”, i.e., sensor boxes providing information about 
the appliance status without actually being part of the appliance itself. For instance, a 
small box placed inside the refrigerator allow for inferring opening of the door, inter-
nal temperature and humidity; in case of fridge replacement,  the box can be easily 
moved to the new appliance, thus not adding to the appliance cost itself. Similarly, a 
sensor box is placed close to the hob plate, allowing for monitoring its status. Other 
environmental sensors account for safety monitoring (flood, fire/smoke, gas leak) and 
for tracking user interaction (presence sensors, door/drawer opening sensors).  

Through the ZigBee network, data coming from the field are gathered at a central 
unit: here, data are abstracted, i.e., meaningful information is made independent of the 
actual physical sensor details. To this purpose, a suitable data structure has been de-
vised, based on a basic ontology of the kitchen scenario. Data are stored in a database, 
which in turn enables supervision of the system and feeds a service-oriented architec-
ture, providing local and remote services with web services for interacting with the 
system. User interfaces, therefore, access the system knowledge base in a standar-
dized way, possibly allowing for multi modal interaction and for interoperability. 
Mostly important, through abstraction, kitchen related information converge within a 
unique interface scheme, almost independent of the actual control panels of each ap-
pliance, thus making it possible to control a variety of devices in a uniform, homoge-
neous fashion.  

3 FOOD Services  

Based on the infrastructure described so far, the FOOD project envisages a number of 
services related to feeding activities: besides more straightforward tasks (such as 
shopping list compilation, recipes management, etc.) the project aim at providing the 
users with innovative functions, preserving independence in daily life and eliciting 
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inclusive potentials of  food-related matters. A first service classification was made, 
based on the involved networking level and of the interface features; four main levels 
of services were identified:   

Table 1.  

Level Short description Interface  Example 

0 
Basic  

Stand-alone services provided 
by sensors or basic functional-
ities of household appliances. 

Sound 
alert/appliance 
display 

Oven lock door 
Flood alarm 

1 
Intermediate 

Services based on data pro-
vided by household appliances 
and processed locally by  the 
gateway 

Appliances displays 
or external display  

Energy consumption 
monitoring, appliance 
status check, reminders, 
shopping list compilation 

2 
External  

Services with external provid-
ers 

External display, 
Internet connection 

e-commerce, social net-
work 

3 
Advanced  

Services combining appliance 
data and external providers  

Tablet, PC, mobile, 
TV 

See examples below 

 
To design such services, a user-centered approach was exploited: however, a sim-

ple assessment of “user’s needs”, to be translated into system requirements, was felt 
to be ineffective in guiding the design process, since the project was not meant to just 
identify and improve actual weaknesses in the elderly daily life or current kitchen 
technology dedicated to them. A holistic approach was pursued instead, looking at 
kitchen activities in the more general framework of lifestyle and daily tasks, and in-
vestigating their links to physical and mental wellbeing.  

At the beginning of FOOD project an extensive field work in Italy, The Nether-
lands and Romania was carried out, aiming at meeting elderly in their own context 
(their home, neighborhood, and city) and at gaining insights on the process of ageing 
through direct observation and interaction. More specifically, their perspectives on 
food, food preparation, eating, shopping, cooking and social aspects of food were 
investigated: what motivates elderly to cook and eat? What role does food play in 
relation to their health and physical and mental activities?  
Insights were gathered and organized, clustering them in categories (planning food, 
getting grocery, cooking, eating, storing food) and enabling the partnership to identify 
a set of emerging “opportunity areas”: 

• Proactive behavior against ageing watersheds: elderly challenges their brain and 
body with activities that are undermined by the aging, from filling crosswords to 
refresh their cognitive capability to going out to the day care to keep a social life. 

• Keeping elderly involved in their context as active characters: being aware of 
services and possibilities offered in their neighborhood works as a motivation to 
make advantage and take part to their local community. 
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• Freedom to find their own custom solution: in order to suit their needs and over-
come their limits, elderly evolve new behaviors and adapt their environment and 
equipment to them. 

• Food as a touch point of elderly social life: around food, elderly enact their ac-
tive role in the family and may rediscover a social life in seniority. 

• Support network as a scaffolding for elderly: elderly reorganize their social 
network according to the help and support they need, often making neighbors and 
shop keepers become more crucial than relatives. 

Based on this, a number of scenarios were described, suitable for evaluating potential 
services to be implemented and their impact on users’ daily lives. A number of ac-
tions involving the FOOD system are highlighted in the following:  

Scenario 1: Maria Rossi is 75 years old. She does not have any permanent disability, 
but a normal decrease of visual acuity and hearing. Sometimes, she forgets what she 
is supposed to do. In the morning, when she is waiting for the milk to warm, the 
fridge tells her: ”Maria, did you forget that you invited your granddaughter and her 
husband for dinner tonight?” Maria does not want to admit it with the fridge and she 
replies that obviously she did not forget. However, can the fridge suggest a menu for 
the dinner? The fridge proposes a list of dishes, according to the tastes and dietary 
habits of the guests, who often have dinner with the grandparent. Maria replies that 
the menu is OK, but fish is too expensive due to the economic crisis. Can the fridge 
suggest a less expensive alternative? She agrees with the new proposal, but she asks 
the fridge to look for a new recipe, different from the one used some months ago. The 
fridge navigates trough the Web and selects some recipes that, according to its 
knowledge, the guests could like. After the selection made by Mrs. Rossi, the fridge, 
on the basis of the RFIDs on the available products, finds out what is lacking for the 
execution of the recipe. After the authorization by Mrs. Rossi, it connects with the 
supermarket, asks for the necessary goods and arranges a delivery time compatible 
with the preparation of the dinner. Finally, it programs itself for helping Mrs. Rossi 
in cooking at the right time and for activating the kitchen appliances (for example, 
for switching on the oven). In the meantime the gas is switched off before the milk 
can spill. The kitchen tells Mrs. Rossi that the milk is warm enough. 

Scenario 2: Guido Bianchi’s wife died some time ago. He is not expert with the 
housework and particularly with cooking. He is not seriously disabled, but he is 
slightly depressed and this reduces his attention about elementary actions, as switch-
ing off the gas or closing the door of the fridge. It happened yesterday evening and 
the fridge made him aware of the problem with a sound signal. Today at 1 p.m. he 
has not yet moved from the sofa to prepare lunch. The sensors that monitor activity 
near the stove inform the FOOD system, which in turn emits a speech signal to make 
Guido aware that it is lunch time. Then Guido stands up. His tablet, suitably pro-
grammed, suggests a recipe compatible with the diet suggested by his doctor for a 
person who is diabetic. The tablet on which Guido takes note of what food he bought 
and has eaten, confirms that he has at home all necessary ingredients. He starts to 
cook according to the single steps suggested by the tablet, but midway he has some 
doubts. He calls his daughter using Skype. He gets help for cooking and is also very 
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happy to hear his daughter’s voice. The food is ready. The gas is switched off.  No 
alarm signal is audible. He sit down to eat, but before he calls the daughter to tell her 
that he was able to cook the food. Since the recipe is simple and the dish is tasty, he 
decide to share it on the network and asks other people’s comments. The “network” 
friends are happy to be contacted, because it means that Guido is less depressed than 
yesterday. 

Scenario 3: Giovanni and Vanda are old married people. Giovanni is becoming not 
self-sufficient, due to mild dementia. Therefore, Vanda, even if she suffers of cardiac 
and visual problems, is able to cope with the situation with the help of the children, 
who do not live with them. Moreover, Giovanni and Vanda are living in a small vil-
lage and the neighbours are willing to help, for example taking care of the shopping 
or sharing time with Giovanni when Vanda has some urgent need outside home. The 
children are also able to help her remotely using the Skype videoconferencing system. 

At home, they have installed an intelligent control and communication systems, 
based on the computers in the appliances and an external service provider. The mod-
ern home appliances help Vanda in her everyday activities. The interaction with them 
is simple, both using their panels or the tablet coming with them. With the tablet, she 
can also control them when she is not at home. 

They are also able to take care of the power consumption. Giovanni was taking 
care of it, but now he not able any more. Moreover, the data are accessible also by 
the children, who can help if the parents spend more than their income allows. More-
over, security is not a problem as well. Water, gas and the running of the appliances 
are under control and the alarm signals are active. 

Every week the children, who have trained Vanda to use the home system, bring up 
to date the list of the activities to be carried out. They are shown at the right time on 
the tablet or on the display of the oven. The tablet allows her to enlarge the text on the 
screen and this is very useful due to her reduced visual ability.  

She likes the home system. For example, she is not afraid any more to forget some 
medicament for the husband. The home system takes care of reminding it. 

At the beginning, Vanda had some problems to accept the tablet, but now she is 
comfortable with it. It contains the list of the shops, the list of what the family needs 
every week and with some effort from her side the list of what is really available at 
home. Shopping is easier. From the tablet she can call the shops or send a message. 
She has a set of standard messages, prepared by the children. They are able deal with 
her everyday needs. She is now accustomed to this virtual butler able to help in many 
tasks. Vanda leads a secluded life at home with the husband. She lacks the contact 
with her friends and she discusses this problem with the service provider. She likes to 
cook in general, but now there is the additional problem that she and the husband 
must follow specific regimens due to their illnesses. A service for the exchange of 
recipes is set up, based on video-telephony. She can discuss of food and recipes with 
friends, get the recipes from a common database, see what they are cooking in their 
kitchens, and show what she is doing thus giving the possibility to correct errors. She 
is in a community of people with the same interests and can be helped with her diet. 
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Within the project, only a subset of functionalities suggested by the scenarios 
above have been implemented, due to time, costs and effort constraints: a number of 
possible services enabled by the FOOD environment were devised, classified accord-
ing to the schemes above and to the involved system components, and eventually 
mapped onto the opportunity areas. A sample, non-exhaustive list of services may 
include:  

Environmental Control: deals with safety and energy managements. Provides the 
user with safety warnings and alarms, and monitors current energy consumption of 
kitchen appliances, manages load balancing to prevent black-outs (due to excessive 
power request), task scheduling, e.g., according to hourly energy tariffs.  

Food Management: includes management of databases related to available food and 
recipes, allowing the user to plan her/his meal according to what’s actually available 
in the food storage, to dietary prescriptions and habits, and looking for suitable reci-
pes.   

Shopping: helps the user in compiling a shopping list and keeping track of the food 
inventory. Also, it may enable, depending on local conditions, access to e-commerce 
facility or connection to local grocery shops. 

Cooking Companion: enable users (possibly suffering from mild cognitive impair-
ments) to carry out cooking tasks by providing them with step by step guidance. Se-
lected video recipes may be available in a video format, guiding the user though all 
subsequent steps. A suitable user interface is needed, and the system should be capa-
ble of getting feedback from appliances and sensors (just to check if the oven has 
been set at the appropriate temperature, for instance), in order to issue context-aware 
messages and automatically manage the video flow.  

Wellness Monitor: information gathered from appliances and sensors are exploited 
to infer behavioral patterns, to be correlated with wellness and health conditions [2]. 
Simple checks can be carried out on the frequency of using main appliances: for in-
stance, if the fridge has not been opened for two days, this may indicate lack of  
appropriate feeding. Not using stove/oven for a period may suggest loss of motiva-
tion/interest in eating/preparing food, etc. In a more general sense, an overall “kitchen 
activity” evaluation can be carried out, allowing for early identification of problems 
inducing functional and psychological decline. From repetitive/disordered activity 
patterns, also hints about possible cognitive issues can be worked out.  

Senior Chef: is a social networking application for physical  neighborhood, aimed to 
create opportunities of engagement with local seniors in planning meals, shopping 
and eating together. FOOD technology is exploited for supporting networking  
activity.  

Cooking Academy: is a cooking tutoring network run by elderly in favor of their 
peers, in order to  share their recipes, e.g.,  with foreign caregivers of  elderly, chef 
of elderly homes and single elderly who need/want to learn cooking in their late age. 

Ready Steady Cook:  oriented toward food education, exploits networking system 
facility to connect user’s kitchen with professional chefs and nutritionists, sharing the 
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cooking time and interactively guiding users toward rewarding experiences in prepar-
ing tasty and healthy foods. 

Not all of the above service has been implemented yet, while all of them went 
through a subsequent development design step known as “service blueprinting” [3], 
whose aim is to map all the interested actors, touchpoints and technologies involved 
in a service onto an user journey. 

4 Designing and Iterating the FOOD Services and Interfaces  

4.1 The Process of Service Blueprinting  

As IDEO service designer Fran Samalionis frames [3] when designing a service with 
a focus on whatever driver (may it be business, technology or customer), we need  to 
bring along the whole process all the other dimensions that the user experience con-
sists of. Failures happens as soon as we ignore or consciously leave out from the 
process actors, stakeholders, technologies, artifacts and interfaces that the service is 
constituted of. When designing a service, you are actually taking care of an ecology 
that needs to be nurtured, and not just survive, through every design decisions and 
implementations that is taken and carried out and through every interactions that hap-
pens at different levels among the components of the service. 
In order to describe the service ecology, the tool known as “service blueprint” comes 
to help to map the various actors and components of the service and the interactions 
among them along time.  

The service blueprint tool has been adopted by the FOOD consortium and partners 
teamed up in groups to address the services listed in section 3, working together and 
iterating the blueprints. A template to facilitate the blueprinting process has been de-
veloped and distributed to partners, with brief instructions on how to use it especially 
meant for those ones which were dealing with such a process for the first time. 

The service blueprint starts with laying down an user journey in its timeline, step 
after step, revealing the hidden and less obvious ones we do not use to think of when 
we describing a service. For the FOOD project we envisioned that more than one user 
could be involved in a particular user journey, such as of course the elderly person, 
his/her caregiver, the shopkeeper, etc. depending on the service and the particular 
scenario we were considering (Fig. 1). 

Soon after the user journey, we mapped the touchpoints, which are all the different 
tangibles through which an user accesses the service along its timeline and subsequent 
steps. For the FOOD services, the touchpoints cover a big range of possibilities: from 
the computer, the phone, the tablet and any kind of FOOD paper leaflet, to the kitchen 
appliances or alarms interfaces, such as the oven display (Fig.2). 

It is essential to think of all the touchpoints in totality when we start describing a 
service in order to come up with a coherent system that fits the steps of the user jour-
ney and its  logical sequence. Regarding what an user is aware of while using a ser-
vice, the user journey and the touchpoints are known to him/her, that is why in the 
blueprint map they are placed above the so called “line of visibility”, laying onto the 
“on stage” area of the map. 
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The project has planned and executed the initial steps of the Pilot deployment of 
the services at the time of writing. The pilot planning has taken the above aspects into 
consideration through testing the systems developed as iterative prototypes deployed 
in a live use-context, rich with socio-technical inter-weavings of extra-system-specific 
dependencies and contingencies. This is done through enlisting the collaboration of 
the project consortium’s user-group partners, who can closely follow and support the 
daily use of the services by the Pilot participants. 

The Pilots consist of three very different European locations, each with their own 
set of cultural values and traditions, namely Brasov, Romania; Fabriano, Italy and 
Eindhoven in the Netherlands.  

The elderly participants of these locations speak three different languages, have 
three different cuisines and differ in various ways in their social make-up. The Pilot 
planning,  therefore, is focused around the user-group partners deploying specific site 
teams that engage with the elderly participants in their local language and with a cul-
tural understanding that can facilitate the introduction of the developed service  
systems. 

The deployment has been split into two parts: introduction of the participants to the 
hardware and services, and a following data gathering phase, where quantitative data 
from the implemented systems as well as qualitative data gathered directly from the 
participants. The gathering of quantitative data will be described elsewhere, but for 
the qualitative data gathering we would like to describe in more detail the process 
involved in the collection and its intent, as it is a crucial part of testing and further 
developing the systems through the holistic approach mentioned in section 3. 

Initially the system introductions to the elderly participants has to be preceded by 
instructions to the site teams in each Pilot location,  to train the involved staff how to 
instruct the participants in using the services and related technical devices. Detailed 
manuals of the software have been developed, in collaboration with the user groups 
partners. Manuals serves as a physical support object in both the training of site teams 
and participants and as boundary objects between the different cultural and techno-
logical life-worlds of participants and developers. 

The training process involves introducing the site teams to the software interface, 
the manual;, how to instruct the elderly participants and how to collect qualitative 
data on subsequent visits. 

To enable qualitative feedback from the participants, a design research tool kit is 
given to the elderly, to help them remember specific experiences with the services and 
to ease sharing at the subsequent visits of the site teams. The design research tool 
(Fig.5) consists of two equally important share-back parts: a physical diary where the 
participant writes, on a regular basis, negative and positive feedback about the inte-
raction with the hardware, and about their habitual patterns in everyday life, since 
installation, in terms of physical and mental well-being as well as social interaction 
enabled by technological services. The second part of the design research kit consists 
of a photo gallery together with a physical description document, both tightly con-
nected to the written journal. This encourages the elderly participant to interact with 
the tablet and take photographs of important situations connected to their experiences. 
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The diary and the photo gallery work as two parts of the same feedback collection, 
with the intention of providing the elderly with the chance to share feedback in differ-
ent media. After the initial Pilot kick-off in Brasov it has already become clear that 
providing both a physical and a digital feedback possibility is crucial, since the partic-
ipants have very different levels in terms of usage experience of digital device. 

 

 

Fig. 5. The Design Research Kit, Romanian version: diary and photo gallery 

In the months following the Pilot kick-off Pilot locations will be visited by re-
search team on a 2-6 months basis, to gather and analyse data collected by the site 
team members. Such data, together with diary entries and pictures, will provide inter-
esting insights for the actual use and further development of the FOOD technologies. 
After the one-year period of the Pilot, the qualitative data from the participant sites 
will get synthesised into a qualitative evaluation of the Pilot phase in terms of usabil-
ity and impact on the daily life of the participants, as well as recommendations for 
developing the services into more market-ready solutions, based on meaningful and 
contextualised interactions for the elderly users. 
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Abstract. As part of the AAL programme, the FOOD project is developing a 
smart kitchen and is setting up local and remote ICT applications to support 
feeding in a secure and comfortable environment. The implementation of an 
application to help people with diabetes in choosing a correct diet is used as an 
example of the emerging complexity of ICT applications in an Ambient Intelli-
gence environment. Suggestions for possible future approaches to the develop-
ment of Ambient Intelligence environments and complex applications are  
offered. 

Keywords: AAL, e-Inclusion, services. 

1 Introduction 

Recently, interest has grown in the emergence of an Information Society as an Ambi-
ent Intelligence (AmI) environment and in the study of how it is possible to avoid 
exclusion of people, with main reference to people with activity limitations and eld-
erly people. As a part of the AAL (Ambient Assisted Living) European programme 
dealing with elderly people, the FOOD 1  Project (Framework for Optimizing the 
prOcess of FeeDing), under the responsibility of the Italian Company Indesit2, is de-
veloping a smart kitchen. It contains interconnected sensors and kitchen appliances 
and allows access to local and remote (Internet) applications dealing with all aspects 
of feeding (e.g. from accessing databases of recipes and getting ingredients for cook-
ing to socialising around food topics with friends). The FOOD system (networked 
appliances and a selection of services/applications) are now in a pilot phase in apart-
ments of older people in Italy, The Netherlands and Rumania [1]. 

In smart housing, up to now most emphasis has been on problems related to safety 
and health care, because, as prerequisites to an independent life, people need to live in 
a safe environment and be in good health. A lot of technology has been developed for 
these applications (e.g. sensors, remote control services, e-Health services), often as 
an answer to a specific problem and not integrated in a comprehensive living ecosys-
tem. It is now time to take also care of well-being of people in their living environ-
ments, aiming to grant them comfort, entertainment, possibilities of social contacts, 
                                                           
1 http://www.food-aal.eu 
2 http://www.indesitcompany.com/inst/en/index.jsp 
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etc. This is the aspect of the FOOD activity in the focus of the present paper. As an 
example, the problems relevant to set up an application to support people with diabe-
tes in choosing a correct and pleasant diet is outlined.  

However, as all successful activities, the FOOD project has contributed to point out 
limitations of the present approach to the development of intelligent environments and 
support applications, particularly for groups of people with activity limitations (some-
times partial and/or potential as in the case of older people). The diet application, for 
example, implies a level of complexity asking for a more general approach to the 
implementation of the entire home system. Therefore, a possible structured approach 
to its development is proposed and briefly described. 

2 Design of Smart Environments: The Present Situation 

One of the main features of research and development in smart housing is to be tech-
nology driven. A new technology is available and attempts are made not only to avoid 
new forms of exclusion, but also, hopefully, to use it to support specific user groups. 
Normally, the problems of a group or several groups of people with activity limita-
tions are the starting point of development. They are expressed in questions as, for 
example, the following:  how can people, who are blind or have (minor) decreases of 
ability to see as many elderly people, live independently in a smart house? How can 
they use the available technology?  How can they be supported by this technology? 

Another common feature is that, in many cases, accessibility to ICT and human 
machine interaction aspects are the focus of activity. Obviously, they represent a basic 
element, but the concern about them may have a limiting effect on the functionalities3 
to be considered as components of the applications to be implemented. Only function-
alities that can easily be made available through the planned interface are considered, 
without an analysis of other different interaction options, often available, for a more 
appropriate implementation of the applications.  

As an example, in the FOOD project two interaction options have been considered 
from the very beginning. The first is distributed and based on the interfaces of the 
single appliances. The second is aimed to allow the control of the entire kitchen and 
the connection with the outside world. It is based on a tablet using the Android oper-
ating system. In this case, interaction with the environment is taken back to the  
normal model of interaction with a computer (windows, menus, etc.), using the acces-
sibility supports offered by the operating system itself or available in the Google Play 
market (for example a screen reader for blind persons).  

A more general and abstract approach should be adopted. The starting point should 
be the identification of activities that people must carry out to live an independent and 
satisfactory life (for example in the case of FOOD: acquisition of food, access to reci-
pes, cooking and so on). On the basis of the identified activities the environment 
(networked appliances, sensors, and services/applications) should be designed and 
implemented, considering all user groups that can be reasonably served (Design for 

                                                           
3 In this paper, functionality and service are used as synonyms. 



 Services and Applications in an AAL Environment 477 

 

All) in planning its layout, number and type of appliances, number and type of inter-
actions. Then, when necessary i.e. when difficulties are present for the completion of 
necessary tasks, suitable technological supports should be examined, also considering 
possible clashes of interest among different user groups and choosing the solution that 
maximises advantages (e.g. reduction of cost, number of people who can use it). Fi-
nally, if the chosen technological solutions are not suitable for some user groups, 
special adaptations could be looked for (Assistive Technology). 

The lack of a structured approach and the limitations of the interaction technology 
available in the FOOD environment led to a partially unsatisfactory situation. While 
the analysis of the needed applications and of its component functionalities was made 
at a general and abstract level, the implementation had to take into account the tech-
nological limitation related to industrial constraints (availability of standard appli-
ances with limited possibility of modifications and a pre-defined tablet interface).  

3 Identification of the Necessary Functionalities 

The design and implementation of a kitchen, where people can take care of feeding 
independently and comfortably, can be structured in the following steps: 

• Identification of activities necessary for feeding; 
• Identification of applications necessary to allow people to carry out the activities 

and/or to support them, when necessary. They can be based on technology (both 
local and remote) and on the support by people (e.g. cooperative networks); 

• Splitting up of the applications into functionalities contributing to their implemen-
tation. This is necessary, because the same functionality can be re-used in many 
applications (for example, a database facility can be used in applications dealing 
with recipes, food availability, diet and so on); 

• Identification of interactions relevant for accessing available functionalities. This is 
the level where accessibility concerns should be considered. Ideally, applications 
and their functionalities should only be chosen on the basis of the foreseen benefit 
for all users. Then, if some users have interaction problems, the effort of offering 
an accessible version should be made; 

• Choice of technology for the implementation of the environment and relevant ap-
plications; 

• Implementation of the AmI environment; 
• Evaluation. 

Presently, the identification of activities and functionalities to support them is often 
made on an ad hoc way, for example with interviews with end users, often in an in-
adequate number. This can be useful when different options are available and it is 
necessary to investigate what is more convenient for a person or a group of people. 
However, general knowledge about activities to be carried out for feeding and their 
connection with necessary abilities have been widely investigated and made available 
in a structured form in the WHO ICF document [2] and its developments. WHO ICF 
is a widely accepted document, produced through the agreement of people around the 
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world. It is well structured and, therefore, usable in mechanised procedures. More-
over, the ICF classification can be used as it is or expanded if necessary. In ICF,  
activities relevant for feeding are classified, including difficulties that people with 
activity limitations could encounter in carrying them out. Moreover, the classification  
has been extended to consider the impact of food on health, e.g. on the diabetes  
disease [3]. 

After the definition of activities and sub activities, the identification of functional-
ities, necessary to support these activities (feeding, in the FOOD project), is neces-
sary. They include technological functionalities available in the kitchen and/or  
remotely and human support. Examples are: control of the single appliances, access to 
recipes documentation in electronic format, access to social networks to get informa-
tion and to discuss about food topics, etc. This identification must be done (Design for 
All [4] [5]) taking into account the abilities of all people who are supposed to use the 
kitchen. So far, no interaction aspect needs to be taken into account, but only func-
tional ones: for example, the use of complex descriptions of recipes can create diffi-
culties to older people with decreased cognitive capabilities, independently from the 
form of interaction. In the case study, the identification of additional functionalities 
for taking care of the diet for people with diabetes was necessary, as shown in the 
following section. 

4 Emergence of Complexity – Diet for People with Diabetes 

Even if a correct and balanced diet is beneficial for all people, some of them have 
diseases that need avoidance of a specific food or a careful balance of the entire diet. 

The diet for people with diabetes is considered here as a case study to show that 
taking care of it leads to a level of complexity that is incompatible with the intelli-
gence available in the smart kitchens presently proposed. It is maintained that new 
structured procedures for assembling the environment, setting up applications and 
controlling the entire system are needed. 

If the person in the kitchen has an allergy or a disorder as the coeliac disease or a 
high cholesterol level, it easy to advise her about possible problems with food. They 
are binary (yes/no) situations. It is easy to go through the recipes or the shopping list 
and send warnings as shown in Fig. 1, where the output of an application set up in 
FOOD is shown. 

 

 

Fig. 1. Warnings for people with coeliac disease or high cholesterol level 
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With people with diabetes, the situation is much more complex. Given a food, it is not 
possible to tell them that it is not advisable to eat it. It suitability depends on: 

• The food eaten in the previous days; 
• The food possibly available in the near future (if information is accessible); 
• The average health situation of the single person; 
• The present situation (real time measurements). 

A lot of knowledge is necessary: 

• About the disease (different forms of diabetes); 
• About foods and their calorie content; 
• About possible interactions among food items; 
• The medical history of the patient; 
• Its diet history; 
• The real-time situation. 

Therefore, the possibility of reasoning on this knowledge must be available. 
A lot of knowledge is indeed available about different aspects of the problem, 

which has been already formalised in ontologies [6], for example on food and the 
different aspects of the diabetes disease [7]. Expert systems [8] exist able to reason 
about different aspects of the disease and support health care professionals and pa-
tients. This means that the environment cannot only be augmented with sensors and 
networked appliances, able to give simple warnings and/or offer adapted interactions 
for people who have sensorial or cognitive lacks of abilities. It must be able to reason 
on formalised information to take care of all aspects relevant for a secure and com-
fortable life. 

5 A Possible Future 

Even if it is obviously difficult to influence the development of basic technology, it is 
in principle possible to control its integration in environments, able to cope with com-
plex problems as the one briefly outlined in the previous section. 

Fig. 2 is a simplified sketch of the procedure that designers and implementers 
should use in setting up intelligent environments. At the same time, it describes the 
way the system itself should be able to run and evolve to take care of the complex 
tasks needed to grant people a comfortable and independent life at home and of the 
evolution of the technological environment. The main feature of the procedure is that 
it must be based on formalised knowledge of all aspects relevant for design and im-
plementation of the environment, using which designers and/or the system itself can 
reason in order to optimise its behaviour. 

Once necessary activities of people and system functionalities to support them 
have been identified, developers must decide and implement the right assembly of the 
building blocks (home appliances and sensors), the way functionalities are made 
available, and the type(s) of suitable interactions. 
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This implies knowledge about: 

• The environment under study (in this case, the kitchen and all activities related to 
feeding in general and to people with diabetes in particular); 

• The applications of interest (e.g. ontologies about food and different aspects of 
diabetes); 

• The different functionalities that it is necessary to make available; 
• User abilities, considered from the perspective of contents (e.g. complexity of the 

language to be used in connection with the cognitive abilities of the potential us-
ers); 

• Characteristics of technology and its interface protocols; 
• Users’ interactions capabilities and possible accessibility supports. 

User information is particularly critical. At the design and development stage, this is 
supposed to be used to plan the necessary functionalities and interactions. Everything 
that is crucial to allow the control reasoning system to adapt the environment and 
functionalities to the single user must be made available. 

 

Fig. 2. A structured design and implementation procedure 

If one looks at Fig. 2 from the perspective of the implemented system, the knowl-
edge base becomes a mechanised (ontology-based) database and the reasoning system 
is not any more the designer, but an artificial intelligence inference machine.  
The reasoning system must be able to interconnect the (normally heterogeneous) 
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technological building blocks of the environment and to adapt the entire system to the 
identified needs of the users, considering the behaviour of the individual building 
blocks and the complete resulting environment, the information contents of the ser-
vices/applications, and the foreseen interactions. More in detail, it must be able: 

• To monitor possible changes in the definitions of activities to be carried out (e.g. 
evolution of ICF); 

• To acquire user behaviour and formalise it in the ontologies; 
• To evolve the functionalities of the environment and applications, as a result of 

changes in the knowledge about activities, evolution of technology, and changes in 
needs and preferences of users; 

• To get information about evolution of technology and its functionalities, integrat-
ing, when necessary, the required changes in the system; 

• To get information about possible evolution of interaction features of the emerging 
environment and integrate it in the system. 

Moreover, it must be able to monitor usage of the entire environment in real time, 
acquiring and formalising possibly varying usage patterns in order to adapt continu-
ously its behaviour to user requirements. 

From the interaction perspective, it is important to observe that in complex situa-
tions as the ones emerging in ambient intelligence environments, interaction cannot 
only be analysed from the perspective of giving the user access to the available inter-
face. A real exchange of information between people and the system, which must be 
able to assist them, learn from their behaviour, test the validity of its assumptions and 
react to explicit requests, must be established. 

People are normally used to exchange information through face-to-face conver-
sation in “natural language”. Speech is the “natural” interface among them. There-
fore, the interaction between environments and people living in them should be 
mainly based on a dialogue in natural language. Interfaces based on windows, 
menus, command lines are only a poor way out of the real problem, due to limita-
tions of present technology. However, trends of developments in information tech-
nology and artificial intelligence (see, for example, the SIRI applications by Apple 
[http://www.apple.com/ios/siri/] and the Watson project by IBM [http://www-
03.ibm.com/innovation/us/watson/]) show real possibilities of a successful evolu-
tion in this direction.  

Obviously, also a communication in natural language may create interaction prob-
lems to some groups of people with activity limitations. They must be identified and 
formalised, and the reasoning system is supposed to introduce the necessary adapta-
tions as a function of the user and activity the carried out. Apparently, natural lan-
guage interaction is considered a promising and viable possibility, where industry is 
heavily investing. In the meantime, it will be necessary to work with suboptimal solu-
tions, as the ones considered in the FOOD project. Problems potentially caused by 
these interactions must be carefully analysed and formalised to allow the control of 
the corresponding interfaces by the reasoning system. 
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6 Conclusions 

Ambient intelligence is offering interesting new possibilities to allow a comfortable 
life for all citizens and to support independent life of people with activity limitations. 
A prerequisite is that information about the environment itself, the available technol-
ogy and users must be carefully collected and represented in a formalised form, to be 
used by the designer or an artificial intelligence reasoning system to adapt the envi-
ronment to the individual users. 

An application dealing with the suggestion of a diet for people with diabetes has 
been  used as a case study to show that the smart home system must evolve to exhibit 
a real intelligent behaviour, not only from the perspective of adapting interaction to 
users but also in producing relevant information. 

A similar conclusion can be reached discussing problems of safety in the house, 
which must be able to infer needs of intervention not only from physical sensors (e.g. 
gas switched on, leaking taps), but also from the behaviour of its inhabitants. 
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Abstract. Goal of the research is to assess evaluations of the innovative smart 
monitoring system Energy@home for domestic electricity consumption. Aim of 
the Energy@home system is to provide householders with a persuasive tool that 
allows to manage energy consumption more efficiently. A combination of per-
suasive communication strategies such as graphical real-time and historical 
feedbacks to encourage competitiveness against “similar” households are pro-
vided to users through domestic user-friendly interfaces and combined with 
personalized energy saving prompts sent via newsletters. The Energy@home 
system was tested on 52 users selected all over Italy. From the qualitative 
standpoint, the system was evaluated easy to use and useful from 95% of trial 
users. The average system evaluation on a 1-to-10 scale was 7.8. From the 
quantitative standpoint, the Energy@home system motivated domestic consum-
er to save more than 9% in the electricity bill and emerged as an effective tool 
in reducing stand-by consumption on average above 15%. 

Keywords: Energy, User Experience, Persuasive Stimuli, User Interface, 
Changing behavior. 

1 Introduction 

Moving towards a model to understand household behaviour, the human decision to 
behave in a certain way is driven by a wide range of internal and external factors [1]. 
Specifically, in the area of domestic energy consumption, there is a need to take into 
account the physical, social and cultural factors that influence and/or constrain a 
user’s choices and behaviours, such as age, gender, social class, income, geographical 
position and political differences, aside from information provision and economic 
incentives [2]. Achieving energy conservation is a double challenge, partly technical 
and partly human. Thus, disciplines such as sociology, social psychology, anthropol-
ogy and building physics are increasingly relevant to understand findings into behav-
ioural patterns of energy consumption in households.  

To address the human side of energy efficiency, theories of persuasive communica-
tion and attitude change must be coupled together with available home automation 
technologies displaying energy information, with the aim of educating, motivating, 
incentivizing and persuading domestic user towards energy saving behaviours.  
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The goal of this study is to assess and provide evaluations of the innovative smart 
monitoring system Energy@home for domestic electricity consumption. The aim of 
the Energy@home system is to provide householders with a persuasive tool that im-
proves awareness of energy behaviour in their homes and allows them to manage their 
energy consumption more efficiently. A combination of persuasive communication 
strategies such as graphical real-time and historical feedbacks and comparison tools to 
encourage competitiveness against “similar” households are provided to users through 
domestic user-friendly interfaces and combined with personalized energy saving 
prompts sent via web-newsletters.Besides, qualitative techniques to collect data from 
users during the Energy@home trial are applied, such as questionnaires and focus 
groups, with the aim to gather information on occupant behaviour related to electricity 
energy use in homes. 

2 Problem Statement 

Although significant improvements in energy efficiency have been achieved in home 
appliances and lighting, this alone is not enough: the electricity consumption in the 
average EU-25 household has been increasing by about 2% per year during the last 10 
years [3]. Moreover, occupant behaviour at home can enormously vary on the base of 
different energy related behavioral patterns: accordingly, Andersen in 2012 [4] dem-
onstrated that energy consumption in almost identical dwelling might increase up to 
three times. Interestingly, results of several studies [5, 6, 7, 8, 9, 10, 11] underlined that 
the energy saving potential by improving occupant behaviour is on the average about 
15%.  

The concept of displaying energy consumption to domestic consumers in order to 
promote energy saving behaviours has been suggested since the 1980s [12, 13, 14]. 
Existing real-time energy monitoring tools allow users to visualize and to manage 
more efficiently their electric energy loads at home.  

Field studies on environmental behaviour [15, 16, 17, 18] conceptualized persua-
sive strategies, pointing out that energy consumer may be influenced by antecedent 
(general) and consequence (feedback) information. Antecedent strategies announce 
the availability of positive or negative consequences through information, prompts, 
demonstration and commitments. Consequence strategies provide rewards and feed-
back, following particular energy behavior that has been observed and monitored.  

From the literature concerning feedback information, there is still little clarity on 
how best to achieve energy-saving potential in dwellings. A study conducted by Har-
kins and Lowe [19] gave evidence to the fact that if users are given a goal to reach, 
they feel a sense of satisfaction of achievement from reaching that goal. Moreover, it 
is believed that there is a social driver at work in the presentation of energy use in 
comparative fashion. Van Houwelingen and Van Raaij [20] stated that if users are 
shown how much energy they are using compared to others, they may well get satis-
faction from knowing they are doing better than others. If households learn they use 
more energy than other similar households, it is assumed they will be motivated to 
reduce consumption and possibly more so than those other households.   
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usability) point of view. Among the selected trial sample, 20 households installed a 
photovoltaic meter, 9 households have 4.5 and 6 kW contractual power meters and 23 
households have 3 kW contractual power meter. Trial users were dislocated in differ-
ent Italian regions and differed for house typology (condo vs. detached house) and 
family members (from two to six households). They were also different for the pro-
pensity to save energy. 

Telecom Italia managed the trial in collaboration with Enel Distribuzione and In-
desit Company, all founding members of the Energy@home Association (Ener-
gy@home: http://www.energy-home.it/). Every participant of the Energy@home trial 
installed (by himself or through a specialized technician) the Energy@home kit in-
cluding: a smart gateway, 5 smart plugs, a smart info (turning into “smart” the tradi-
tional electrical meter) and a zigbee washing machine (see fig. 2). A web based app 
allowed every user to access his/her energy data directly at home or remotely (office, 
another home, mobility…) and to see household breakdown consumption as a func-
tion of Watt (stand-by power), kWh (appliances’ consumption details, historical con-
sumption data, overload warnings, etc.) or Euros (spending forecast). Trial users had 
also access to a web-platform community connecting people involved in the trial. 
Scope of the web-community was to allow users to compare peer consumption data or 
to ask for suggestions or technical support.  

 

Fig. 2. Energy@home kit devices 

The trial was managed in order to test the system both from a technical and user 
experience point of view. 

During the trial we collected both qualitative and quantitative data. Quantitative 
data are related to log files that indicate the “click number” on different visualization 
options of the system like energy cost, energy consumption, appliance details, number 
of access to the system, and data sent from every device in terms of watt and 
watt/hour. Quantitative data are also related to statistical data about changes in user 
behaviour after specific “persuasive stimuli” we sent them through 8 newsletters 
every 15 days of system use.  

KIT DEVICES
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Fig. 3 shows the 8 the persuasive stimuli sent through newsletters to the partici-
pants. The participants were grouped in 10-12 people and newsletters were sent in 
different periods to different groups of users. 
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Fig. 3. Persuasive stimuli in newsletters 

Qualitative data concerns a direct daily communication channel settled with trial 
users. Trial users communicate with the experimenter team (comments, problems, 
questions, suggestions…) through email. Persuasive stimuli were sent by email and 
qualitative users’ responses were collected and associated to direct observation of 
behavior changes. These information were analyzed to highlight social and contextual 
drivers in home energy uses as well as correlations with statistical quantitative data to 
explain behavioral changes. Furthermore, users information were collected through an 
online forum (directly accessible from graphical user interface), focus groups and 
online questionnaires. Two questionnaires were distributed. The first one gathered 
detailed information about the sample of trail users in order to correlate household 
typology to their consumption data. The second one was sent after about one year of 
Energy@home system usage. It collected data related to system usage, habits, satis-
fied needs and unsatisfactory experiences related to the Energy@home system and it 
took about 20 minutes to be filled in. Most of the items had multiple-choice answers, 
moreover some open questions were inserted in order to better identify user opinions 
on perceived system benefits and possible optimizations of system usage in the real 
context of use. 

Two focus groups were settled in order to gather information related to the users’ 
satisfaction, to find confirmation to the evidences of the questionnaire as well as to 
evaluate new concepts about energy management, evolution and business model. 
Finally strengthens and weaknesses of the system were highlighted and the voice of 
the users were used as a guide to next improvements. 

5 Main Results 

5.1 Qualitative Analysis: Focus Groups, Questionnaires  
and Spontaneous Feedback  

Data were collected through emails, newsletters’ feedbacks, forum, focus group and 
questionnaires. Data from different sources are consistent and complement each other: 



488 S. Corgnati, E. Guercio, and S. D'Oca 

 

more than 70% of the sample responded to the questionnaire (39 users among 56) and 
about 75% of the sample sent at least one feedback or suggestion during the trial. 
Besides, a first focus group (8 trial users with 3kw meter) was managed to test the 
satisfactory level of the system usage as well as to deepen the questionnaire findings.  

Main qualitative results of the trial are summarized, selected from the question-
naire’s results. 

In a scale from 1 to 10, the average respondents’ vote of the system is 7.8. Trial us-
ers considered the system “innovative” and “effective” in its energy saving potential. 
56% of the users interacted with the system every day; 77% of the users looked at 
graphical interface at least one day/week (33% 2-3 times/week; 13% everyday).  

The system is considered easy to use and useful from 95% of interviewed people. 
Moreover, trial users would be pleased to keep system at home after the trial (88%) 
and they would suggest the system usage to their friends (74%). Above 34% of the 
sample would pay the system about 2 euros/month or a corresponding percentage 
between 10-25% of the economical saving obtained by the system usage (31%); just 
13% of the interviewed wouldn’t pay for the system usage.  

Three main perceived strengths of the Energy@home system are: 

• Consumer awareness regarding stand-by consumption.  
• Reduction of wasteful behavior.  
• Ease of use 

Some weaknesses have emerged too:  

• Smart plugs are too bulky 
• Inadequate number of smart plugs 
• Technical problems of various types (reported by individuals, not always signifi-

cant for the entire group). 

Focus groups were useful to confirm questionnaires data and overall to deepen know-
ledge related to users’ motivations, drivers in energy saving behaviors, customers’ 
needs and suggestions about the system. 

5.2 Persuasive Stimuli 

Results of the research demonstrate that: 

• The Energy@home system motivates users to change their behavior and generated 
a savings of more than 9% [Fig. 4]. 
 

Results in figure 4 show the amount of energy saving after 8 months of system usage 
where each month is compared with the same month of the previous year: about 77% 
of the users (10 over 13) achieved energy savings after installing the Energy@home 
system in their homes, on average 9% of savings were measured corresponding to 5.6 
TWh1. Significantly, the “best case” user managed to lower its electricity energy con-
sumption up to -40%.   
                                                           
1 Analysis performed for a basis of 61.3 TWh of annual domestic electricity consumption in 

Italy (AEEG, 2013). 
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Fig. 4. Global energy saving achieved during the trial testing phase of the Energy@home  
system 

In the Italian context, assuming that energy saving would be achieved by 29.2 mil-
lion Italian electricity domestic consumers,2 in one year a total amount of 1064 Mil-
lion € can be saved, equivalent to 35.6 € saved in the electricity bill from every Italian 
family. This saving corresponds to avoiding the emission of 2.9 Million tons of CO2 
and a value of the corresponding white certificates of 104.7 Million Euro, i.e. 3.6 
€/customer. 

• The Energy@home system is an effective tool to reduce the contractual power. 
Analysis of the energy loads of trail users having contractual powers of more than 

3 kW were performed in order to understand the percentage of time of effective need 
of 4.5 kW or 6 kW. This study highlights that only one over 8 trail users exploited the 
potentiality of the contractual power they paid for. All these users can lower their 
contractual power and go back to the 3 kW contract with an economic saving in their 
energy bill of more than 180 €/year.  

The Energy@home system is an effective tool to motivate users to reduce the 
stand-by consumption on average above 15% [Fig. 5]. 

Analysis of the standby power was performed on data related to 10 trail users of 
the Energy@home system. The stand-by consumption of each trial home was as-
sumed as the minimum electrical consumption recorded over the 24 hours with a 2 
minutes acquisition step. These values were then aggregated into a daily mean of 
stand-by consumption, for each of the 10 trail users. Results highlight that the standby 
was on the average above 66 W. 
                                                           
2 (AEEG, 2013). 
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Fig. 5. Standby energy consumption in 10 trial homes. Effect of the newsletter on the stand-by 
consumption 

• A newsletter was sent to these 10 selected trail users on the 11th week of monitor-
ing (11/3/2013), providing suggestions on how to reduce the stand-by consumption 
in their homes. Significantly, it emerged that educating users in reducing the stand-
by power of their appliances results in the greatest energy savings at home. The  
effectiveness of this communication is summarized here: 

─ 6 over 10 trial users reduced the home stand-by consumption, after receiving the 
newsletter. 

─ Trial users reduced on average their stand-by power of -15% (11.5 W). 
─ The “best practice” user managed to reduce the stand-by power of -40% (80 W) 

corresponding to an annual energy saving of above 125 €. 

─ Thanks to the decrease in stand-by power, the “best practice” user managed to 
reduce up to 23% of his/her domestic electricity consumption. 

• The Energy@home system is an effective tool to motivate users in shifting their 
consumption in the off-peak time ranges on the average of 5%. Based on national 
regulation, economic tariff of domestic electricity energy varies based on three 
hourly categories: 

─ F1: from Monday to Friday 8 – 19 (peak hours) 
─ F2: from Monday to Friday 9 – 8 (off-peak hours) 
─ F3: Weekends and Holidays (off-peak hours) 

Energy consumption for 18 selected trail users was organized into three hourly cate-
gories, corresponding to the two-hour tariff applied by Enel Servizio Elettrico (elec-
tricity supplier). For each trail user, the consumption recorded during peak hours (F1 
tariff) was compared to the consumption recorded during off-peak hours (F2 ad F3).  

Results show that electricity consumption of trail users using the Energy@home kit 
moved from peak to off-peak tariff consumption on average of 5% with respect to the 
same months of 2012. 
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6 Conclusions and Next Steps 

The Energy@home system is an effective tool in reducing electricity energy con-
sumption at home on the average among 9%. Results demonstrate that more than 77% 
of the testing-users achieved energy savings, after installing the Energy@home sys-
tem in their homes. “Best-case” trial user managed to lower his/her electricity energy 
consumption up to -40%. Significantly, whether this energy saving would be achieved 
by 29.2 million Italian electrical domestic consumers, in one year a total amount of 
1064 Million € can be saved, equivalent to 35.6 € saved in the electricity bill from 

every Italian family. This saving corresponds to avoiding the emission of 2.9 Million 
tons of CO2 and a value of the corresponding white certificates of 104.7 Million Eu-
ro, i.e. 3.6 €/customer. Qualitative responses from users indicate that the system is 

effective and easy to use and “helps” users to reduce consumptions and electrical 
costs in everyday life. Most important, people perceived their changes in consumption 
behavior.  

Further improvements are needed to enhance system reliability and effectiveness. 
A goal for future control devices in dwelling is to became a cost-effective tool able to 
raise user awareness regarding energy uses in homes and hence to guide users towards 
more energy savings behaviors. 
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Abstract. The task of moving from one place to another is a difficult challenge 
that involves obstacle avoidance, staying on street walks, finding doors, know-
ing the current location and keeping on track through the desired path. Nowa-
days, navigation systems are widely used to find the correct path, or the  
quickest, between two places. While assistive technology has contributed to the 
improvement of the quality of life of people with disabilities, people with visual 
impairment still face enormous limitations in terms of their mobility. In recent 
years, several approaches have been made to create systems that allow seamless 
tracking and navigation both in indoor and outdoor environments. However 
there is still an enormous lack of availability of information that can be used to 
assist the navigation of users with visual impairments as well as a lack of suffi-
cient precision in terms of the estimation of the user’s location. Blavigator is a 
navigation system designed to help users with visual impairments. In a known 
location, the use of object recognition algorithms can provide contextual feed-
back to the user and even serve as a validator to the positioning module and 
geographic information system of a navigation system for the visually impaired. 
This paper proposes a method where the use of computer vision algorithms va-
lidate the outputs of the positioning system of the Blavigator prototype. 

Keywords: location-based, services, blind, navigation, computer vision, object 
recognition. 

1 Introduction 

Moving from one place to another is a difficult challenge that involves obstacle 
avoidance, staying on street walks, finding doors, knowing the current location and 
keeping on track through the desired path, until the destination is reached. While as-
sistive technology has contributed to the improvement of the quality of life of people 
with disabilities, with major advances in recent years, people with visual impairment 
still face enormous limitations in terms of their mobility. Nowadays, navigation sys-
tems are widely used to find the correct path, or the quickest, between two places. In 
recent years, several approaches have been made to create systems that allow seam-
less tracking and navigation both in indoor and outdoor environments. However there 
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is still an enormous lack of availability of information that can be used to assist the 
navigation of users with visual impairments (or other kinds of impairment), as well as 
a lack of sufficient precision in terms of the estimation of the user’s location. All 
these factors combined, maintain a situation of large disparity between the availability 
of such technology among users who suffer from physical limitations and those who 
do not suffer such limitations. To address the task of finding the user location in in-
door environments several techniques and technologies have been used such as sonar, 
radio signal triangulation, radio signal (beacon) emitters, or signal fingerprinting. All 
these technologies can be, and have been, used to develop systems that help enhanc-
ing the personal space range of blind or visually impaired users. In the case of outdoor 
environments, some hybrid systems have been proposed that use GPS as the main 
information source and use radiofrequency for correction and minimization of the 
location error. Another hybrid approach may be the use of computer vision algorithms 
to work together with global positioning. In a known location, the use of object rec-
ognition algorithms can provide contextual feedback to the user and even serve as a 
validator to the positioning and information system modules of a navigation system 
for the visually impaired. This paper proposes a method where the use of computer 
vision algorithms validate the outputs of the positioning system. 

Section 2 presents related work in the field of navigation systems and the determi-
nation of the user’s location, whether indoor or outdoor. Specifically some works are 
presented which focus on user’s with visual impairment. Section 3 describes how the 
prototype addresses the problem of creating a navigation system for the blind.  
Section 4 presents some final considerations regarding the techniques used in object 
recognition. 

2 Related Work 

Location and navigation systems have become very important and widely available in 
recent years as a tool for finding the quickest or optimal route to a specific destination 
or simply to retrieve contextual information about the environment and nearby points-
of-interest (POI). To determine the user’s location most of these systems use the 
Global Positioning System (GPS), but since GPS signals are greatly degraded inside 
of buildings they only work well in outdoor environment. 

To address the task of finding the user location in indoor environments several 
techniques and technologies have been used such as sonar, radio signal triangulation, 
radio signal (beacon) emitters, or signal fingerprinting. All these technologies can be, 
and have been, used to develop systems that help enhancing the personal space range 
of blind or visually impaired users [1]. Another technology widely used in this con-
text is Radio-Frequency Identification (RFID). RFID tags are built-in with electronic 
components that store an identification code that can be read by an RFID tag reader. 
In recent years some research teams [2][3][4] have developed navigation systems 
based on this technology. In the case of outdoor environments, some hybrid systems 
have been proposed that use GPS as the main information source and use RFID for 
correction and minimization of the location error. The research team at the University 
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of Trás-os-Montes e Alto Douro (UTAD) has an extensive work in terms of accessi-
bility and rehabilitation. In the last few years, the team has given major focus to visual 
impairment and on how existing technology may help in everyday life applications. 
From an extensive review of the state of the art and its best practices, three main 
projects have been developed: the SmartVision [5][6], Nav4B [7] and Blavigator [8] 
projects. 

The main goal of the SmartVision project was to develop and integrate technology 
for aiding blind users and those with severe visual impairments into a small portable 
device that is cheap and easy to assemble using off-the-shelf components. This device 
should be extremely easy to carry and use, yet providing all necessary help for auto-
nomous navigation. It should be stressed out that the device was designed to be an 
extension of the white cane, not a replacement, and to be “non-invasive”, issuing 
warning signals when approaching a possible obstacle, a point-of-interest or when the 
footpath in front is curved and the heading direction should be adapted. 

In this sense, the SmartVision prototype addressed three main applications: (1) lo-
cal navigation for centering on footpaths etc. and obstacle avoidance, in the imme-
diate surroundings, but just beyond the reach of the white cane; (2) global navigation 
for finding one's way; and (3) object/obstacle recognition, not only on the shelves in a 
pantry or supermarket, but also outdoor: bus stops, taxi stands, cash machines (ATM) 
and telephone booths. The Nav4B project aimed to be an extension of the work done 
in the SmartVision project. 

The new prototype, developed by the Blavigator project is built with the same 
modular structure as the SmartVision project. The Blavigator project aimed at creat-
ing a small, cheap and portable device that included all the features of the SmartVi-
sion prototype, with added performance optimization. 

3 Blavigator Prototype 

3.1 Modular Structure of the Prototype 

The prototype is composed by the same modules that compose the SmartVision proto-
type: Interface, Geographic Information System (GIS), Navigation, Location, Com-
puter Vision/Object Recognition and the central Decision Module (Fig. 1). 

The Interface Module is responsible for the user interface. The system outputs in-
formation through vibration (haptic actuator present in the electronic white cane) and 
through text-to-speech technology (per user request or in the presence of relevant 
contextual information). 

The Geographic Information System keeps a local representation of the data stored 
in a dedicated remote server supported and maintained by the Blavigator project. The 
Geographic Information System (GIS) in the remote server stores data about all the 
points-of-interest, layers, etc., in a MySQL database. All the required CRUD (create, 
read, update and delete) operations are available through a web application interface 
(Fig. 2). 
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these objects. Once an object is found, this information is used to validate the outputs 
from the Location Module and, at the same time, feed the user with contextual infor-
mation, extending the reach of the traditional white cane. 

3.2 Navigation Software, User Setup and System Interface 

When a new geographic coordinate in sensed by the Location Module, the mobile 
application (software) can handle this input in one of two ways (or modes) according 
to the user’s requirements: Navigating or Touring. If the user wants to navigate to a 
specific point-of-interest, the system uses the current coordinate and the destination 
coordinate to calculate a route between the two points. Then, each input from the 
Location Module triggers the Navigation Module to keep the user on his track. On the 
other hand, if the user wants to stroll around, as if sightseeing, the system uses  
the current coordinate to query the GIS Module about relevant features (points-of-
interest) in the user’s surroundings. There is an ‘alert’ level within the software that 
can be modified by the user to filter the types of alerts he wants to be warned about. 
This is a support system that must not be intrusive neither an obstacle by itself, over-
riding the will of the user. 

The interface between the user and the mobile software application is bidirectional 
(Fig. 3). 

 

 

Fig. 3. User setup and system interface 

The user interfaces the software using a small joystick placed conveniently in the 
white cane. The joystick works in four directions and has a press button as well (a 
total of five switches). This joystick is used to navigate the software application and 
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Abstract. With technological advancements in recent decades, home environ-
ments incorporate several electronic appliances in order to facilitate activities 
and improve users’ quality of life. The increasing complexity of household ap-
pliances makes their management a nontrivial task. Mobile devices emerge as 
excellent platforms to enable control over such a range of appliances, providing 
convenience, flexibility and several interaction possibilities. However, home 
control via mobile devices also present some challenges, among others regard-
ing the diversity of users. This paper presents the state of the art in home con-
trol via mobile devices. Based on an analysis of these solutions, we identify and 
discuss Human-Computer Interaction (HCI) challenges under the perspective of 
diversity. In addition, we propose a set of guidelines in order to minimize or 
overcome these challenges. This work may support design process of new solu-
tions and future research focusing on domestic environment. 

Keywords: diversity, domotics, smart home, home automation, mobile  
application. 

1 Introduction 

Home is a physical space which comprises social and human aspects, referring to 
propriety or state of mind, and reflects the lifestyles of the inhabitants [1,2]. The in-
terplay of individual and cultural values make home a complex space. With technolo-
gical advancements in recent decades, a home environment may incorporate several 
electronic appliances in order to facilitate activities and improve users’ quality of life. 
These household electrical appliances increased in complexity and functionality, and 
present different interfaces and controls. With increasing complexity of appliances, it 
can be expected that interaction becomes more complex as well. With increasingly 
complex systems, it is necessary to make these functionalities available to all users, in 
an easier and more effective way. 

Mobile devices – e.g. mobile phones, tablets and smartphones – emerge as possible 
platforms to enable control over such a range of appliances. They have already been 
adopted by users from different economic and social backgrounds, are equipped with 
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several features, provide integration through a single interface are convenient to carry, 
and make home control possible even when not at home (e.g. in the case of the smart-
phone). This scenario fits the needs of users in modern societies and enables several 
interaction possibilities. 

Much work focused on the development of solutions in this domain, especially on 
technical issues (cf. Section 2). However, it is important to consider Human-
Computer Interaction (HCI) aspects in development of new solutions. According to 
Saizmaa and Kim [3], HCI studies have focused mostly on the interaction between 
humans and technology, not considering the importance of home aspects. Nonethe-
less, it is essential to consider the relation between users, technology and the domestic 
environment. There are some challenges of home control via mobile devices related to 
the diversity of users. Interface and interaction design for this context must consider 
these differences. 

This paper presents the state of the art in home control via mobile devices. Based 
on analysis of these solutions, we identify and discuss HCI challenges under the pers-
pective of diversity. In addition, we propose a set of guidelines in order to minimize 
or overcome these challenges. We argue that this work might support design process 
of new solutions and future research focusing on domestic space. 

The paper is organized as follows: Section 2 presents the literature solutions com-
posing the state of the art; Section 3 introduces HCI challenges for this context under 
the perspective of diversity; Section 5 discusses research issues and additionally 
presents the proposed guidelines; Section 6 concludes. 

2 State of the Art 

This section presents the state of the art of mobile devices for controlling elements of 
domestic environment, in the contexts of smart homes as well as home automation. 
The literature solutions are organized according to the kind of interface/interaction 
they present via mobile devices. 

2.1 Textual Command Interface 

Some solutions do not provide graphical interfaces to support user’s interaction. They 
enable users to control their home through text commands, which are interpreted by 
home systems. These solutions use mobile telephony services to enable communica-
tion, and commands are sent via SMS (Short Messaging Service), using mobile 
phone.  

Alheraish et al. [4], El-Medany and El-Sabry [5], Ahmad et al. [6], Khandare and 
Mahajan [7], Zhai and Cheng [8], Li et al. [9] and Felix and Raglend [10] propose 
monitoring and control systems which enable users to control household appliances, 
sending a message to switch appliances on or off, and check statuses. These solutions 
are implemented in circuit and use several sensors (e.g. fire, motion and temperature). 
These works focus on illumination control or home security, for example, intrusion 
detection, door locking or monitoring. Solutions [7,8] also use cameras. An example 
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of a control command [7] is “STARTDEVICE 1; STOPDEVICE 4”, to turn an ap-
pliance on and turn another appliance off. Al-Ali et al. [11] focus on energy manage-
ment, providing functions to users and utility companies. Users may send commands 
such as “Turn ON AC, Turn OFF WM” to turn air-conditioning on and washing ma-
chine off. 

2.2 Textual Interface with Visual Layout 

Although different interfaces may be designed for appliance control through mobile 
devices, several works still provide simple graphical interfaces, with textual informa-
tion through forms and menus. Each appliance is represented by a name, which may 
be the appliance’s category or an identifier, such as “device 1”. Users change an ap-
pliance’s status using elements such as text fields, check boxes and radio buttons. It 
provides an enhanced interaction in comparison to textual command interfaces men-
tioned in the previous Section 2.1. 

Some works [12,13,14,15] demonstrate this improvement and provide a dual-
approach, i.e. communication occurs via SMS or an application. Both forms may be 
used, but the application acts as an abstraction layer for interaction since users interact 
with visual interface elements instead of typing commands. These applications were 
implemented in Java (J2ME). In the same way as interfaces, home management 
evolves and some systems provide other functions in addition to on/off switches, such 
as ventilation level [13] and lighting intensity control [14]. In [16], users may check 
power consumption of plugged appliances and control home via PDA applications 
with Bluetooth or via mobile phones with SMS. Other solutions only provide applica-
tion interfaces. The solution proposed in [17] also enables users to change an ap-
pliances voltage level. HouseAway [18] provides a HTML page, the solutions in 
[19,20,21] provide applications with textual menus, implemented in mobile C and 
GVM platform, Java and Python for Symbian platforms. Systems in this section use 
microcontrollers, except [15], which uses an X10 controller with power line commu-
nication. Moreover, all works focus on development of a system architecture, not on 
HCI aspects. 

2.3 Graphical Interface 

With the improvement of processing power and the growth of available resources in 
mobile devices, several works introduced graphical elements to promote user interac-
tion. These interface designs use colors, icons, charts, images and videos in order to 
provide a better user experience. Some solutions focus on development of applica-
tions and others on complete systems, but they show a particular concern regarding 
user interface, unlike works of the previous sections. 

Yeoh et al. [22] present the e2Home system, which enables switching home ap-
pliances on or off and controlling a mobile robot. Users interact with a PDA applica-
tion or sending textual commands via e-mail. It follows the dual-approach, in which 
application is an abstraction layer. Its interface shows icons for each appliance along 
with its name and a select list with its status, and a 2D home map for robot control. 
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Oh and Kim [23] present a similar work, which proposes to control a mobile robot 
through an Android smartphone for home monitoring. The application interface only 
displays the captured images at the center of smartphone screen and direction buttons. 

In [24], a local security system is proposed for Android devices. Users can lock, 
unlock and check a door status from a short distance. The application displays the 
door status and four buttons, the system uses Arduino and Bluetooth. Solutions 
[25,26] provide control over appliances, image capture and alerts for security breach. 
HASec [25] provides an iOS application with visual elements following the iPhone 
Human Interface Guidelines. SmartEye [26] has a Java application which shows a 
home plan in 2D view, with appliances in their respective home space and color 
scheme to help users identifying appliances status. Rahman and Saddik [27] present a 
mobile client to control real home objects through 3D avatar interaction, using Second 
Life virtual interface. Since mobile devices lack processing power to render such 3D 
graphics, it uses a virtual display technique based on remote rendering graphics at a 
desktop computer. The implemented prototype supports touch events, such as swipe 
and tap, and provides illumination control, using X10 controllers. 

Other systems present functionalities that are more complex. Home-in-Palm [28] 
provides an Android smartphone application to configure automatic changes based on 
time or a user’s location. In [29], users may define rules, schedule tasks and set priori-
ties, interacting with an iPhone application, an iPad client and a web client. Homer 
[30] provides two different applications, for iPad and iPhone, and enables users to 
define rules using a language based on triggers, conditions and actions, with clauses 
like “when”, “do” and “if”. The system uses a framework based on OSGi, HTTP and 
JSON. Dickey et al. [31] provide a cloud service-based system with an iPad applica-
tion, which uses touchscreen interaction. Its interface uses several visual elements, 
such as touch buttons similar to on/off switches, and regulators to control light inten-
sity with simple finger dragging. System also displays charts and uses Arduino with 
X10 and ZigBee communication. Solutions [32,33] generate user interfaces automati-
cally.  uniKNX [32], an iPhone application, uses configuration files, provided in sys-
tem deployment, to aid systems integration with mobile device. Based on these files, 
it generates interface elements at runtime and provides local control. The mobile 
phone application presented in [33], has been implemented in ASP .NET and Java-
Script, and enables users to for example open/close doors, turn lights on or off, and 
change color and intensity. 

2.4 Multi-modal Interface and Direct Manipulation 

Current mobile devices are equipped with specialized technologies and features. Ac-
celerometers, camera, and NFC (Near Field Communication) are common examples. 
There are different forms of interaction beyond textual or graphical user interface, and 
some solutions already explore these technologies in interface and interaction  
design. The following solutions focus on home appliances control addressing some 
possibilities. 

Suo et al. [34] present HouseGenie, a solution for touchscreen smartphones. It pro-
vides multi-modal interaction, integrating recognition engines of speech and 
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handwriting, and enables to “fusion” multiple modes of interaction, e.g. when select-
ing an object with a click or touch and performing and action on this object by voice. 
It supports click, hold and drag-and-drop gestures, its interface uses several visual 
elements and displays a 2D home map. It uses an OSGi-based infrastructure to inter-
connect home appliances. Costa et al. [35] focus on interface design and also provide 
multi-modal interaction on their accessible interface design proposal to home control. 
This work provides voice and touchscreen interaction, and the design is based on 
icons and quadrants, targeting people with visual, hearing, motor and cognitive dis-
abilities. The proposal was implemented over a tablet with Bluetooth communication. 
Kühnel et al. [36] propose using three-dimensional gestures with a smartphone for 
home control. The prototype was implemented for the iPhone, using accelerometer 
data for gesture recognition, and combining touchscreen GUI interaction for more 
complex actions. 

Chueh and Fanjiang [37] propose a context-aware application with automatic inter-
face generation and direct manipulation. Appliances are discovered using NFC of a 
smartphone, and their descriptions are downloaded through Bluetooth. The applica-
tion then generates the interface based on user context. It enables local control and 
uses Arduino. The prototype provides TV control. Solution [38] proposes combining 
computer vision and ubiquitous computing. In this approach, users point a smartphone 
camera towards a target appliance in order to recognize it, and then select a function.  
It requires every appliance to have a visual fingerprint, which can be a photo or visual 
descriptions. Chen et al. [39] propose a touch-driven interaction system to control 
household appliances. Users touch target devices with a smartphone, which then cap-
tures appliance data and combines it with context information. That way, touch ac-
tions are translated into control actions. As a demonstration, three applications were 
implemented, to control a stereo system, media activities on TV, and to connect a 
smartphone to a Wi-Fi network. 

Based on an analysis of these works, we identified some HCI challenges under the 
perspective of diversity, which we present in the next section. 

3 HCI Challenges under the Perspective of Diversity 

When referring to diversity, we consider users with different characteristics, including 
culture, age, education, gender, technical skills, knowledge, cognitive skills or use 
conditions. The domestic environment, due to its heterogeneous nature, always aggre-
gates a heterogeneous set of users and diverse use situations. According to Huang 
[40], a key HCI challenge in mobile application design is how to make such devices 
usable and affordable to a heterogeneous set of users. To overcome this issue, it is 
necessary to consider social and contextual factors [41] in order to comprehend users’ 
needs in their context of use, i.e. home control. The literature presented in the pre-
vious section outlines the state of the art in home control via mobile devices. Based 
on an analysis of these works, we identify and discuss HCI challenges under the pers-
pective of diversity for this specific domain, which are presented below. 
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Home View: In order to control their homes, users must manage functions provided 
by household appliances, which are located in the domestic space. However, how to 
(re)present this space to all dwellers? Many solutions represent home as an appliances 
list, with no reference to the corresponding home space the appliances belong to 
[12,13,14,17,20,21,22,25,31]. Other solutions separate them according to location, 
based on room selection, such as [33]. Other approaches are to represent home as an 
architectural plan in a 2D-view with appliances in their respective real positions, such 
as in [26], or as 3D environment with virtual objects, as proposed in [27]. The 3D 
approach might enhance immersion and aid in elements assimilation. However, some 
people might have difficulties to navigate in these virtual environments. According to 
[34], devices identification and monitoring is faster and clearer in 2D-panoramic view 
than in 3D-view. Even so, 2D map representation might impose difficulties to inter-
pretation, and changes in appliances arrangement might require map restructuring. 
Moreover, there is also the barrier of displaying spatial representations, 2D or 3D, in 
restricted screen-size devices, such as the smartphone. On the other hand, appliances 
lists may aid users to find the target appliance with symbolic recognition, with no 
spatial processing. However, it may not be as immersive as spatial representations. 
How to (re)present this space in order to assist diverse users with different characte-
ristics to identify appliances through mobile devices constitutes a relevant challenge 
in this context. 

Control Complexity: Solutions for home control involve management of a wide 
range of appliances, with different functions. Appliances with increasing functions 
make their control a very complex task. Their control via mobile devices is even more 
difficult, given the intrinsic characteristics of these platforms. Higher complexity 
functions, such as rule definition like in [29,30],  bring even more challenges. Accord-
ing Manternaghan apud Manternaghan and Turner [30], users would like to control 
their home in a way that does not resemble programming. But policy definition usual-
ly uses conditional statements and commands, which requires a programming-like 
interaction. Nylander et al. apud Suo et al. [34] claim that users prefer using a smart-
phone instead of a computer to control appliances, since it is more convenient. Since 
smartphones have screens with limited size, a challenge for interaction design is to 
enable this wider range of appliance management through these devices. Providing 
solutions which enables users with different characteristics and usage situations to 
manage their home amidst this complexity constitutes another challenge. 

Interface and Interaction Flexibility: Regarding interface flexibility, the configura-
tion of appliances in a home might change over time, e.g. new appliances might be 
added, removed or changed in position. The application interface must reflect these 
changes, including the customization of automatically assigned identifiers may re-
quire customization. Some applications [13,16,32] reference household appliances 
and rooms as identifiers. These identifiers might be application or manufacturer de-
faults, might not represent the respective object/place efficiently or logically from a 
user’s point of view. However, in many cases, graphical interface and system are 
tightly coupled, which makes modifications more difficult. Regarding interaction 
flexibility, many solutions provide only one form to interact with system. Among 36 
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solutions presented in the state of the art, only 3 provide multi-modal interaction 
[34,35,36]. Although some solutions [37,38,39] explore other forms of interaction, 
they do not enable users to use other interaction modes. This excludes people who 
cannot use a particular interaction form [42], for example, in the case of a disability or 
a temporal limitation due to a specific context of use. For example, a person doing a 
household chore, such as washing the dishes, might temporarily not be able to interact 
with a touchscreen interface. This challenge has not been addressed/solved in most of 
the work presented in the previous section. 

Individuality and Multi-person Interaction: People share space and appliances 
with other residents at domestic environment. Several people can control several ap-
pliances, simultaneously or at different times. These appliances usually provide a 
single interface, common for all users. Despite home being a shared environment, 
each individual has a personal relationship with the space. Even if interface modifica-
tion is enabled, if it remains common to all users, issues regarding individuality and 
diversity still persist. For example, users may accomplish routine tasks in specific 
way according preference (e.g. configure light intensity at a specific value). This cha-
racteristic is individual and user interface must reflect it. Another example is regard-
ing names of home spaces. Even if application provide modifying names, for  
example, from “Room 1” to “John’s Room”, each user should define a particular 
name, such as “My Room”, which reflects the own vision of home space. It is there-
fore necessary to provide solutions to equitably attend all users, but also reflect the 
users’ individuality in each interaction, and it imposes a challenge to this context. 

Privacy: Since home is a space that entails individual and personal values, we must 
consider privacy in solution design for domestic spaces. Solutions for home control 
involve appliances and environment monitoring, which bring to light the challenge of 
preserving people’s privacy. Several works presented in the previous section provide 
home security systems [4,5,6,7,8,25,26]. In order to detect intrusion, these systems 
monitor the environment extracting private data from cameras or sensors. The camera 
usage to capture image and videos in several works [7,8,14,23,25,26] aims to provide 
better visualization, greater reliability and feedback, but it may impact user privacy. 
The privacy issue must also be considered in solutions that use context information or 
sensor data captured from mobile device, as in [39]. Data from user profiles, such as 
used in [28], also highlights privacy issues, since it contains user preferences and 
several personal information regarding domestic routine. Home is a sacred environ-
ment in diverse cultures and the privacy concept might vary among individuals as 
well as among cultures. Thus information regarding domestic space requires great 
attention and imposes a challenge for new solutions design under this context. 

Internationalization and Localization: With globalization, potential users of soft-
ware are not restricted to a country or region. Home environment is a concept pre-
sented in different cultures across the world, it is thus important that home control 
applications may be used by users from different nations and cultural backgrounds. 
However, these applications are often developed to support a single language, impos-
ing a challenge for diversity. None of the solutions presented in the previous section 
mention multi-language support. 
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3.1 Guidelines 

Considering the challenges presented in the previous section, we propose a set of 
guidelines in order to minimize or overcome them. In this paper we consider the con-
cept of guideline as addressed by Stephanidis et al. [43,44], as a general statement that 
applies in a particular context, typically subject to further interpretation so as to re-
flect the requirements of a particular organization or design case. Below we present 
our guidelines for the context of home control via mobile devices. 

Consider the Dwellers’ Perspective: Interface and interaction design of solutions 
must consider each dweller’s perspective to (re)present this space, such as space divi-
sion, references, rooms and names. 

When adopting a spatial representation, offer an alternative non-spatial representa-
tion: Spatial representations, such as maps or virtual environment simulations require 
human spatial reasoning skills, which may hinder access by all users. 

Abstract Low-Level Information of Home Control: Application interfaces must 
abstract low-level details, highlighting information and simplifying home manage-
ment and control. It must provide high-level interaction, e.g. users must interact with 
elements that group information and specific resources. 

Provide Policy Management in “Natural” Approach: If a solution provides policy 
management, provide user interaction in the most “natural” way possible, in a way 
that does not seem like programming software. Practical alternatives to aid in this 
process may include graphical elements usage, such as figures, natural language and 
gestures. 

Enable Simple and Complex Tasks Accomplishment: The solution design must 
account for people with different goals and levels of “mastery”, i.e. for both beginners 
and advanced users, to access basic or complex functions, through mobile interface. 
Some possible alternatives include configuration features and interface levels (e.g. 
beginner, intermediate and advanced) based on users usage and knowledge. 

Provide Several Forms of Interaction: Thus, people with no ability to interact 
through a certain form of interaction might use another one to accomplish tasks. Mo-
bile devices provide several features, such as audio, voice and sensors, which enables 
designers to go beyond the GUI. 

Provide a Dynamic Interface, Decoupled from System Functionalities: Provide a 
dynamic interface, which reflects changes, such as new appliances and floor layout. 
New appliances might bring new functionalities. Different vendors might implement 
functionalities differently. Decoupling would hide these details from users and pro-
vide them with a unified interface that adapts to changes. This interface should allow 
users to modify interface elements, such as identifiers and icons, as well as to insert 
new images (e.g. regarding new appliances inserted into the system). 

Promote Individuality on Interface/Interaction: Provide features to enable users to 
personalize some interface elements and interaction with system. Thus, solution 
matches the user’s interests, reflecting their individual characteristics and personal 
relation with the environment, attempting specific and personal needs. Saving user 
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preferences, routine actions and setup values may contribute to personalize inter-
face/interaction and reduce manual repetition in mobile devices. 

Consider Privacy on Environment, Device and User Context: The solution design 
must consider privacy regarding domestic space, the context data captured from both, 
environment and mobile device, as well as personal information provided by users. 
Some alternatives include consent and setup features, and all information under this 
context regarding personal values must be considered. 

Provide Internationalization and Localization: The mobile application for home 
control must provide internationalization and localization, supporting translation of 
interface elements to another idiom. 

4 Discussion 

Differently from other works (e.g., [40,41,45,46]), this paper focuses on HCI chal-
lenges for the specific domain of home control via mobile devices. Some works ex-
pose HCI challenges for mobile devices [40,41,45]. However, these challenges only 
cover issues related to device characteristics and do not take into account the use con-
text of such devices, e.g. home control. Likewise, works presenting challenges for 
home automation [46] only address challenges regarding the domestic context and do 
not consider restrictions relevant to mobile devices. This work addresses both con-
cerns under the perspective of diversity, presenting identified challenges and relating 
them with literature solutions. 

The set of guidelines presented in this paper requires substantial interpretation by 
designers, which might be considered a drawback. Furthermore, the guidelines were 
not experimentally validated, and only reflect knowledge and intuition on the specific 
subject. However, we chose this format because our goal was to provide a high level 
support to designers in this specific domain, supporting them to consider and reflect 
upon relevant points which might minimize or overcome the challenges identified in 
this work. As our literature review has shown, interaction design of domotic environ-
ments is a relatively new area. Once we gathered more empirical data of designing 
and evaluating systems in this domain, the guidelines might be refined and made 
more operable defining more concrete recommendations or success criteria. 

Although the problem domain of home control includes terms such as smart home, 
most of the found literature focused on home automation. Therefore, it is important to 
stress that this paper do not focus on specific issues regarding ubiquitous computing 
[47]. Furthermore, despite recent advances concerning mobile devices, many solu-
tions still lack usage of new forms of interaction. Most of the state of the art solutions 
still provide interaction through traditional GUI and several works do not consider 
HCI aspects. Nowadays mobile devices present a huge impact in users’ everyday 
lives, thus new mobile interfaces and interactions are expected to improve users’ ex-
periences. Identifying challenges in this context is the first step to tackle them and 
provide a better interaction. 
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5 Conclusion 

This paper has presented the state of the art and HCI challenges in solutions for home 
control via mobile devices. The contribution of this paper is to summarize current 
literature solutions considering HCI aspects and identify challenges under the pers-
pective of diversity, contextualized to this specific domain. In addition, we propose a 
set of guidelines, which may guide the design process of new mobile applications 
focusing home control. Our goal is to support designers to consider relevant points 
highlighted by the challenges and to minimize or overcome them. 

Future work will involve a design, implementation and evaluation of app to control 
household appliances following the proposed guidelines. Furthermore, research about 
other forms of interaction with mobile devices for this context is required in order to 
extend the usage possibilities and attend user and situation diversity. 
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Abstract. In this work we suggest a new device to instrument everyday
objects in the end-user life cycle phase that makes everyday life easier
for the elderly. The instrumentation of products, such as food, trans-
forms them into smarter and more intelligent products. The equipped
product notifies the user when food is spoiled and—interconnected with
other smart products—advises against side effects that occur when food
is consumed while a certain medication is ingested. We describe the con-
siderations that were made towards a first prototype from a technical
perspective. An interaction model was developed, a requirements analy-
sis performed and several design and development considerations made.
An architecture shows the information flow between sensors, actuators,
and the Internet of Things. In the end, the prototype of a product sleeve
is presented that is easy to handle and intuitive to operate. A feedback
study is planned in the near future.

Keywords: Internet of Things, smart/intelligent products, prototyping.

1 Introduction

The proportion of elderly in the population has increased. According to the Ger-
man Federal Office of Statistics [1], about one person out of seven was younger
than the age of 15 years in Germany in 2010. Worldwide, only Japan had a lower
rate of young people in the same year. This increasing number of old persons
leads to an increasing demand in care services. New technologies can allow these
growing populations of elderly to live in better conditions at home for a longer
time. Sensing capabilities of old people that are fading away can be absorbed by
smart devices with sensors and specific features in the smart home [2] of the fu-
ture. In contrast to systems which try to detect critical situations by monitoring
a person’s vital parameters [3] or by interpreting movement patterns [4], we seek
to make life easier by instrumenting the living environment. Following the ideas
of the Internet of Things [5] and Ubiquitous Computing [6], future environments
will become more intelligent when a net of intelligent, smart objects is present
on a larger scale.
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The input modalities of an intelligent, smart product collect a huge amount
of data during its life cycle, so called ”Big Data” [7], that can be stored in digi-
tal product memories as demonstrated by Brandherm and Kröner [8]. Context-
aware computing [9] adds value to raw sensor data as it helps to understand it
[10]. The object memory model (OMM) as discussed in the W3C OMM Incu-
bator Group [11] provides a format to structure data on these ”smart labels”.
Associated data is stored on the physical artifact’s label or in the digital cloud,
depending on the storage capabilities of the label and the amount of data to
store. A framework and a set of tools to handle OMMs is suggested by Haupert
[12]. It allows the creation of new applications to digital object memories. We will
apply the OMM to the product sleeve, because it allows us to store information
in a structured and easy to access manner and at the same time it supports the
upload of code snippets [13]. Code snippets define a logical rule, to perform an
action (e.g., alert the user) when a certain threshold (e.g., freezing temperature)
is reached.

As in many cases, objects and products today are not instrumented on grounds
of costs, we suggest an intelligent product sleeve—the Ring—that makes prod-
ucts kinetic, tangible, smarter, and more intelligent when it is slipped on a
product. While products in the future will be endued with radio frequency iden-
tification (RFID) chips [14], the product informs the sleeve smoothly about its
identity and origin over near field communication (NFC). Products with bar-
codes are scanned with an inbuilt optical sensor or another device in the Inter-
net of Things, e.g., a smartphone. In comparison to systems that are integrated
into an object, the concept behind the product sleeve improves the cost-benefit
ratio of instrumentation as it is reusable and adaptive. Therefore, we follow the
concept of ”Incycling” as suggested by Brandherm, Kröner, and Haupert [15].

In the following section, we will summarize related work. In Section 3 the
underlying scenario for the application of the suggested prototype is described.
Then, in Section 4 the instrumentation of an object, the interaction between
objects and between humans and objects is modeled. In Section 5 we define the
requirements based on the scenario and the interaction model from a hardware
perspective. Design and software engineering decisions are depicted in the Sec-
tions 6 and 7. Finally, we summarize the results and give an outlook on future
work in Section 8.

2 Related Work

Milky [16] is an anthropomorphic milk carton that presents a new way of emo-
tional interaction with products. The instrumented milk carton has a touch
screen and sensors as input modalities and WLAN and ZigBee to communicate
with other devices. The milk carton shows emotions via a face on the screen.
If a customer comes closer to Milky, it blinks with its eyes and plays acoustic
sounds to catch the customer’s attention. As the instrumentation of such a milk
carton might be too expensive, the product sleeve presented in this work de-
picts a cheap alternative way of product instrumentation, which is reusable and
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follows the idea of ”Incycling” [15]. The product sleeve was developed for home
scenarios, while Milky unlocks its full potential primarily in shopping scenarios.

Mother and its Motion Cookies [17] were presented at the CES 2014 and
represent one central node (Mother) with power plug and several sensor nodes
(Motion Cookies) that send data to the central node. The basic package comes
with one movement sensor, one thermometer, one range sensor, and one adaptive
sensor node supplied by battery. These sensor nodes can be attached to objects,
such as bottles, in the user’s household to allow them to communicate their
status to the mother following the idea of the Internet of Things. In comparison
to the Mother network, the product sleeve is independent and needs no central
entity as it forms the network in an ad-hoc manner.

Smart Products as described by Mülhäuser [18] can interact with the user in
all life cycle phases. The product sleeve makes a product smart and is meant
to be a home application. Thus, the human-to-product interaction model was
developed for the end user life cycle phase. Capabilities, such as sensors, LEDs,
and communication interfaces, support a natural and intuitive interaction with
the equipped product. The interaction modalities are able to analyze the envi-
ronment and to derive conclusions based on this knowledge. The results of this
process are communicated to the user in form of guidance. A guidance is a rec-
ommendation what the user can do with the equipped product that has been in
a certain environment for a while (since the moment of equipping). A minimal-
istic design supports natural and intuitive interaction. The product sleeve also
allows the integration of the product into smart environments, such as a smart
kitchen [2].

Towards smart products Meyer, Främling, and Holmström [19] suggest the
term Intelligent Product. According to Gershenfeld [20], the barrier between
things and the digital world has to melt in the near future and it already has
looking at the last decade. The complete connection of both, the physical and the
digital world remains a challenge for the future. In industrial settings, intelligent
products already experienced a change through the introduction of Auto-ID
technologies, where the MIT Auto-ID Center played and now the Auto-ID Labs
play a crucial role. Auto-ID technologies allow products to communicate their
current state to the machines that handle the product. For example, Kröner et
al. [21] demonstrate the interaction with digital product memories by showing
how a robot handles fragile and non-fragile objects in different ways, throwing
them into the basket or placing them carefully on the table. All these changes
and new opportunities resulting from the rise of new technologies trigger a shift
from centralized to distributed computing in production. These changes may end
up in the Fourth Industrial Revolution, Industry 4.0 [22], a research strategy
exclaimed by the German Federal Ministry of Education and Research. In this
context, the Internet of Things, Cloud Computing, and Big Data are the most
influential factors.

According to the classification for intelligent products by Meyer et al. [19],
the suggested product sleeve has a level of intelligence that is called problem
notification. Because of its ability to detect problems and communicate them to
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the user its intelligence is above simple information handling. Still, it has not
reached the level of decision making which is up to the user. Its nature could
be better described as a decision support system. The location of intelligence
is an intelligence at object and partly an intelligence through network. On the
one hand, the object instrumented with the sleeve has all computational power,
storing capacities, and connectivity that is necessary and, thus can be called a
big smart device or embedded platform. On the other hand, knowledge about
objects in the vicinity may influence notifications and decision support. Finally,
regarding the aggregation level of intelligence the product sleeve is an intelligent
container, as it is aware of an object that might be intelligent by itself. It registers
if an object is removed or attached, adapts and processes the object’s knowledge,
and is not an intelligent item that only manages information and notifications
about itself.

3 Scenario

John is an old person who has difficulties to manage the challenges of everyday
life. He suffers from mild cognitive impairments and forgetfulness. Nevertheless,
John would rather not move to a retirement home. A care service supports him
and passes by every day to undertake a few basic tasks, e.g., shopping, cleaning,
and looking after the patient’s condition. The time for these tasks is limited,
such that the service only has half an hour for each visit. In the time left, John
is on his own. Because his senses are fading away while getting older, it has
become more difficult for him, e.g., to deal with the groceries in the household.
The information on the packages is printed in very small letters and is hard to
read. It has also become harder for John to smell or see if a product is spoiled.
The product sleeve that is attached to food by the employee of the care service
when she brings the groceries and places them into the fridge, visualizes product
information in such a way that John can recognize it easier and detects spoiled
food by the product’s date of expiry. As the product sleeve follows the idea
of ”Incycling”, it can be reused on similar products in the future. An inbuilt
accelerometer recognizes movement when the product is grabbed by John and
alerts him if the product has expired. A red light and an acoustic alert hint at
the potentially spoiled food. If the food is okay and the storage of the food was
all right—appropriate temperature and brightness—then the light shines green.

4 Interaction Model

4.1 Object Instrumentation

The sleeve device is charged in a charging cradle and can be applied to a variety
of products. Our prototype was made to carry bottles and other drinking vessels,
such as beverage cartons commonly utilized to carry milk or juice. To instrument
the object with the sleeve device, the RFID interface has to be placed very close
to the product’s RFID chip to allow the device to read the data on the chip. If no
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RFID chip is available at the product, the barcode is scanned with the camera
of the device or of a smartphone. Once the data is transmitted, the device can
fetch additional information over its Wi-Fi connection. Related snippets are
downloaded to build the basis for notifications on status changes of the product.
Now, the newly instrumented product has become a smart, intelligent product
and can be used as usual with its additional, newly won features.

4.2 Human-to-Object Interaction

Human-to-object interaction is triggered in two ways indirectly and directly. An
indirect interaction is given when the sensors detect that the user is paying atten-
tion to the object. Movement detection, brightness, and distance measurements
register when the object is grabbed. If a notification is waiting in the queue to get
communicated, it is now released. The output modality depends on the priority
of the notification. High priority notifications are released automatically. The
object vibrates, shows red light over the LED, and plays the message over the
audio speaker. An example for such a high priority notification would be that
the milk has expired. Low priority notifications are visualized over an orange
light. If the user wants to hear the notification he or she can push the button to
hear the notification. An example for a low priority notification would be that
the milk is almost finished. If there are no notifications in the queue the LED
shows green light. To rate the notification, the user has to press the one touch
button interface that provides a feedback function.

4.3 Object-to-Object Interaction

Multiple instrumented objects that use the OMM to store data can also interact
with each other. Over Web service discovery the objects know about the exis-
tence of each other and can generate notifications based on code snippets [13]
they have automatically downloaded. One example is the suggestion of receipts.
For example, the milk can suggest to make pancakes if it registered a carton of
eggs in the same fridge. This would be a low priority notification. An example for
high priority notifications are side effects that occur when a certain kind of food
is consumed while the patient is ingesting a certain medication. For instance,
drinking grapefruit juice can increase the level of medicine in the blood, which
can increase the risk of side effects. Calcium channel blockers, a medication to
decrease blood pressure in patients with hypertension, can interact with grape-
fruit juice and increase the level of medicine in the patient’s blood. The system
prevents the consumption of both and requests the user to seek advice from the
pharmacist or doctor. As the product sleeve in its current, prototypic state is not
suitable to be attached to pills, the interconnected object would be an intelligent
medicament blister, as suggested by Nesselrath et al. [2].

5 Requirements

To support the interaction model presented in Section 4, a set of requirements
for the device can be derived.
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5.1 Input Modalities

An accelerometer is necessary to detect movements of the device. A distance
measurement module allows to detect if a person or object is close to the Ring.
A light sensor will detect the brightness around the object. This function is
necessary to check for example, if the fridge is open or not and to monitor the
storage conditions. To supervise storage conditions, a temperature and humidity
sensor will provide an additional sense.

5.2 Output Modalities

To answer the question about the visualization, it is important to discuss the
target group of users and the planned shape of the product. The users will be
elderly who experience a fading away of their senses through normal aging up
to mild cognitive impairments. An easy-to-use and self-explaining user interface
has to be developed to support such users. Touchscreens might provide a lot of
capabilities, but are difficult to fit in a round shaped device that fits around a
bottle. For that reason, we will use LEDs to visualize the state of the product (in
good condition, in bad condition, there might be an issue) that illuminate the
product sleeve in green, red, or orange light. To communicate the content of the
notification to the user, an easy to recognize output modality has to be chosen.
As displays are difficult to integrate and hard to read, especially for the elderly,
natural language output in form of spoken words seems to be most appropriate.
From a hardware point of view, this requires the integration of a speaker. For
people suffering of deafness, the visualization is submitted to a screen device
in the vicinity, e.g., the television or the tablet. If not understood at the first
time, the playback of the natural reader can be played back again by pressing
the button.

5.3 Communication

A camera is on-board to provide an interface to read visual tags, such as bar-
codes. NFC allows to read and write information that is stored on RFID chips.
Over Wi-Fi the connection to the Internet can be established to fetch additional
information that might be necessary to generate product related notifications.
ZigBee is a communication protocol that allows wireless communication between
devices consuming low energy. To allow communication between objects in the
vicinity in an energy saving way, a ZigBee module is integrated.

5.4 Power Supply

To run the required functionality, an appropriate power supply is necessary.
The intended hardware to realize all input and output modalities is consuming
little power. Main consuming components are the CPU and the communication
module. So it is an advantage if some of the main consumers known from the
smartphone domain (cf. [23], [24]), such as LCD and GPS, are not inbuilt. To
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Fig. 1. Shape of the Ring

load the mobile power supply, the product sleeve is placed in a charging cradle
that loads the device wireless. This way of charging is easy to handle for the
care service and the elderly, as no cable has to be plugged in and out.

6 Design

The design of the Ring follows the philosophy of creating a minimalistic device.
The object instrumentation as described in Section 4.1 has to be very easy. Addi-
tionally, there should be only one intuitive ”interface” between device and user.
We realize this idea with a one button interaction. The button is integrated in
an elastic band. It changes its color according to the tracked sensor information,
which trigger low or high priority notifications. When, for example, the milk is in
good condition and no compatibility problems with medicines or the metabolism
of the consumer were found, it will turn green. On the other hand, if there is
a potential problem with the milk, the button will turn red. When recommen-
dations and suggestions—low priority notifications—are generated the button
will turn orange. In order to amplify this visual signal and to provide a direct,
clearly visible feedback to the user, a small flexible LED stripe is placed around
the elastic band. This stripe will glow accordingly red, green, or orange. These
colors are amplified by sequences of light impulse. The batteries and the sensors
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are placed in the elastic band making it completely autonomous. Figure 1 shows
the design concept of the Ring.

The one button concept plays a central role. It allows the caring personnel to
easily reset the status of the ring by pressing the central button for 10 seconds.
This action resynchronizes the parameters and the sensors, for example, when
the ring was placed on a new bottle of milk. To parametrize the ring, wireless
communication is used: over an app and a Wi-Fi module, the caring personnel
can set up several parameters depending on the patient’s health or metabolism.
This configuration defines when the ring has to glow and what parameters of
the milk are taken into account over the integrated sensors.

The consumption of the patient is also registered by the Ring: each time the
patient takes the bottle and opens it, a log entry is written into the storage.
This information is used to alert the caring personnel if the patient has not
correctly followed the medical advices and ”consumed” the product as advised.
This kind of behavior tracking can be useful and vital especially for elderly
patients. For example, during the summer, the Ring could be used to check if
a person has drunk enough water. This prevents a feeling of weakness and the
risk of dehydration during heat waves.

7 Technical Infrastructure

To develop a first prototype of the product sleeve that fits the requirements de-
scribed in Section 5, we decided to use the Microsoft .NET Gadgeteer platform.
Microsoft .NET Gadgeteer provides a platform that is easy to learn and repre-
sents a good basis for quick prototyping networked devices for the Internet of
Things [25].

The core component of the prototype that was developed in this approach
based on a GHI Electronics Spider Board running the .NET Micro Framework.
There are different types of sensors that can be connected to this Gadgeteer
platform. The sensor interpretation layer that can be seen in Figure 2 gathers
information of the current environment to set situational parameters. These pa-
rameters are necessary in order to make an evaluative statement and establish
the basis for estimations and forecasts. In the implemented prototype, we use
a moisture and temperature/barometer sensor combined with an accelerome-
ter and gyroscope module. A barometer module analyzes the current weather
situation and will check if, for instance, milk is beginning to turn sour in the
following hours. Additionally, a mobile accumulator provides the power supply
for the modules and the Gadgeteer board.

On the software side, the framework for estimation and forecasting based on
sensor knowledge is written in C#, the standard programming language for the
.NET framework. The evaluation and case analysis will be based on defined
rules. Once a rule matches, an action is triggered and sent to the Presentation
Manager. This module initiates the appropriate form of visualization, supported
by pre-defined acoustic alerts. Not every use case allows the use of a touchscreen,
but a touchscreen has the advantage that information can be displayed directly.
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Fig. 2. Technical Architecture and a Set of Selected Sensors

It encourages the user to interact directly via gesture. In this way, for example,
a conscious acknowledgement is obtained and given that a warning has been
read. In its minimal lightweight variant that can be seen in Figure 1, the system
can also be assembled just with LEDs that show the relevant states and illumi-
nate the Ring. In this case, the status varies from red to green, from inedible to
edible. A network layer enables the access to Web services over a Wi-Fi connec-
tion. Conditions and information can be sent to the server that hosts all object
memories and receives updates from the snippet store.

8 Conclusion and Future Work

In this work, we presented the Ring that instruments everyday objects and
transforms them into smart, intelligent objects. Its context-awareness allows the
communication of notifications about the state of the attached object to the user.
The realization showed that the system supports both, the interaction between
humans and objects as well as between interconnected objects, follwing the idea
of the Internet of Things. As an application, we suggested the household of an
elderly person. The Ring can be used to reinforce the person’s decreasing senses.
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It alerts the user about the exceeding of expiry dates or about side effects with
certain medications. An interaction model supports these scenarios. A technical
architecture regulates the information flow within the device, where the main
parts are the Sensor Interpretation, the Web service, and the Presentation Man-
ager. The Web service provides a communication interface to data sources and to
other objects in range. The Object Memory Model (OMM) is used to structure
information in the object’s storage, in the device or in the cloud, depending on
the amount of data.

We are building a good-looking prototype of the presented device using the
Gadgeteer platform and a 3D printer. To receive some feedback about the de-
vice’s utility, it is planned to consult a group of elderly people about the opera-
tional fitness in everyday life in the near future. Additionally, the application of
the device in different scenarios is planned. One example is the instrumentation
of expensive products, such as champagne or wine bottles, in a shopping envi-
ronment. It is also planned to extend the suggested approach to objects with
different shapes and sizes. This would apply the concept of ”Incycling” to a
wider range of products reducing hardware costs and the environmental impact
in future shopping scenarios by reusing the hardware.
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Abstract. The paper presents the research conducted within the framework of 
the STHENOS project (www.sthenos.gr), which aims at the development of 
methodologies and systems for assistive environments.  The proposed systems 
and applications are capable of recognizing the human activities and assist dis-
abled or elder persons in performing every day activities and detect abnormal 
situations such as a fall or long periods of inactivity. The paper includes the 
technical details of the proposed activity recognition methodology using fisheye 
video cameras and wearable sensors. Initial results have proven the feasibility 
of the adopted approaches and the efficiency of the implemented system. 

Keywords: Assistive Environments, Pervasive Healthcare, Activity Recogni-
tion, Fisheye video, Wearable sensors. 

1 Introduction and Related Work 

The aging of the global population obviates the need for systems able to monitor 
people in need in their personal or hospital environment. The isolated processing of 
data coming from visual or other sensors has reached it limits; however, the incorpo-
ration of multimodal information may lead to more robust recognition of human be-
havior. In this paper we present our research within the framework of the STHENOS 
project (www.sthenos.gr). STHENOS aims at the development of methodologies and 
tools to develop pervasive human-centered systems and applications, to recognize the 
human state (identity, emotions and behavior) in assistive environments using audi-
ovisual and biological signals. STHENOS is envisaged to offer services such as  
support for the aged and disabled persons, measurement of their activity level and 
detection of critical situations from audiovisual content and signal collections.  

A major concern in an assistive environment is how to transform the low-level sig-
nals to semantic knowledge and use it to identify security and safety events [1], [2]. 
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Special sensor nodes with networking capabilities are required for collecting and 
transmitting activity related data (i.e., accelerometer and audio-visual data). These 
sensors can be attached on several locations on the subject’s body or in the surround-
ing environment. A monitoring node is required for collecting the aforementioned 
data and performing required processing in order to enable an estimation of the hu-
man status. Recorded video frames can provide feed to a video tracker that tracks the 
movement of the patient’s body and generates body shape features (i.e., coordinates 
of a bounding box containing the subject’s body). Recorded sounds can be further 
utilized in order to detect emergency events like distress speech expressions or body 
fall sounds. Additionally, in the cases where the human is the sound source, the local-
ization of the latter in conjunction with visual trajectory information can provide more 
robust estimation of the actual incident and avoid false alarms generated by other 
sound sources. The data are properly transformed in a suitable format for the classifier 
and the classification phase begins. Based on a predefined classification model (i.e., 
train model), the patient status is detected (i.e., emergency status when an emergency 
event is detected, normal status otherwise). Apart from the indication of an emer-
gency incident (e.g., a patient fall), an estimation of the severity of the incident can be 
provided based on the patient’s behaviour after the fall as recorded by visual sensors; 
visual inactivity or soft activity combined with distress sounds originating from pa-
tient’s location suggest that patient has not lost consciousness and is trying to recover 
from the fall. In case that no visual or sound activity is recorded after the detected fall, 
the incident can be classified as serious. In previous works by us [9] several channels 
have been used for detecting behaviour.  

In the visual channel there are several challenges that need to be addressed, e.g., il-
lumination changes and occlusions concerning the visual input from cameras. The 
illumination is easier to control in home environments; to mitigate occlusions a net-
work of cameras is often used. Robust methods for visual monitoring (tracking) of 
humans in adverse conditions have been presented in [3], [4], or by using holistic 
features [5]. The tracking methods, which typically use particle filters, have to be 
adapted and extended for the specific environment and target requirements. Specifi-
cally, the appropriate features to track have to be defined, as well as the appropriate 
object model. As already mentioned tracking may be performed using also non visual 
sensors such as audio. Microphone arrays can be used for target monitoring in two 
levels: firstly at low level using features extracted from the signal and secondly at 
higher level using sequences of extracted 3D positions. Apart from that, neurophysio-
logical data can be employed to provide an overall context of the human state. The 
automated behavior modeling, using vision or other sensors is highly desired, given 
the complexity of the executed everyday tasks. A deviation from the model might 
signify a health problem of the monitored person. The general treatment is still an 
open issue, however machine-learning offer flexible frameworks such as Hidden 
Markov Models, Conditional Random Fields etc. The behavior recognition problem 
will be treated as a time series classification task, separately in the bio-signals and 
video modalities. To this end the main methodologies are the ones that use a statistical 
model (generative) and the ones that calculate a similarity between different time 
series models (discriminative). In the past we have used such techniques to model 
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normal and abnormal actions like walking, running, abrupt motion in [6] using a cam-
era network.  

The adopted approach in the STHENOS project involves the utilization of visual 
and non-visual sensors. The main problems of using visual sensors (cameras) are the 
occlusions and the illumination changes. Thus we have experimented with fisheye 
cameras possible to resolve occlusions. In addition we have extracted holistic image 
representations after background subtraction and utilized human models to find hu-
man silhouette and pose. For the non-visual channel the acquisition of healthcare data 
(like heartbeat, body temperature, oxygen saturation and related biosignals) and pa-
tient context (like location, and activity status measured by accelerometers) can be 
utilized. In order to properly identify various events of interest, such as falls using the 
different sensor and information channels described previously, specific fusion and 
classification techniques have been utilized concerning mainly the visual modality so 
far, i.e., RGB and depth images [2]. Motion and audio data will be similarly pre-
processed and will be fused and classified using a number of different classification 
methods (e.g., neural networks, support vector machines, etc.). The overall architec-
ture of the envisaged STHENOS system is illustrated in Figure 1. Since the project is 
still in progress, we present here the modules that are already implemented focusing 
on activity recognition using fisheye video cameras and wearable sensors. 

 

 

Fig. 1. The STHENOS system architecture illustrating basic modules: motion, sound, visual 
perceptual components and respective equipment and the aggregation node 

2 The Visual Module Enabling Silhouette Detection and 
Human Pose Recognition  

One of the most important system modules is the visual one. It is based on a) a novel 
model of the fisheye camera that enables the extraction of the direction of view of 
each pixel of the video frame, b) a 3D parametric model of a human and c) an evolu-
tionary algorithm that recovers the parameters of the 3D human model, based on an 
objective function that compares the proposed to the currently observed one. The 
module components and their interconnections are illustrated in Fig. 2.   
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captured video sequence. For this reason the user provided the position of several 
landmark points on a single video frame. The real world coordinates of these land-
mark points were also measured, with respect to the reference system.  Let  

 ( ) ( ), , , ; , ,i i i i i
im im real real real sph sphx y M x y z p x y=  (2) 

denote the position of the i-th landmark points on the video frame, according to the 

parameters of the current model M (note that superscripts are not powers). 
i
realx , 

i
realy i

realz , are the coordinates of the world point i which is projected to the camera.   

p is the ratio  zsph/zplane   xsph, ysph are …. The values of the model parameters are ob-
tained by minimizing the error between the expected and the observed frame coordi-

nates NiYX i
im

i
im ,...,1)},{( , =  of the landmark points, as following: 
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 (3) 

 

Fig. 4. Visualization of the resulting fisheye model calibration 

This minimization is performed using brute force exhaustive search. We would like 
to emphasize that this operation is only performed once after the initial installation of 
the fisheye camera and does not need to be executed in real time. The resulting cali-
bration of the fisheye model is shown in Fig. 4, where a virtual grid is laid on the 
floor and on the two walls of the imaged room. The grid is then rendered on the cap-
tured frame, using the fisheye model, in order to assess the accuracy of the fisheye 
model calibration. The user defined landmark points are shown as ‘o’, whereas their 
projected location on the video frame, using the calibrated model are shown as ‘*’. 

2.2 The Human Shillouette Model 

For modeling the human body a number of approaches use simple geometric primi-
tives such as cylinders. For the preliminary results presented in this work, we utilized 
a free triangulated model of a standing human [http://www.3dmodelfree.com/models/ 
20966-0.htm], consisting of approx. 27.000 vertices. Since we are interested in  
projecting the human model through the fisheye camera in real time, we discard the 
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triangle information of the model and we treat it as a cloud of points. We also applied 
a vertex decimation process to reduce the number of vertices by a factor of 8.  

The vertices of the model were labeled manually using logical spatial relations, in-
to 5 classes: right and left arm (RA, LA), right and left leg (RL, LL) and the rest of 
the body (torso and head). The pose of the human is modified by changing the posi-
tion of the hands and legs independently, using the following controlling parameters: 

Legs are allowed to rotate round the Y axis with respect to the hips (thus they re-
main on the sagital - YZ plane). Arms are allowed to rotate round the shoulders. In 
Fig 5(a) the arms are shown along the coronal plane, whereas in Fig. 5(b) the left arm 
(black vertices) is shown at a rotated position around the Y axis (thus on the sagital 
plane). Thus, one angle is required to describe the motion of each leg, whereas two 
parameters are required to describe the position of each arm. The rotation of the hands 
involves rotations around the X and Y axis. The human model is used to produce a 
simulated (rendered) segmented video frame that is compared to the actually seg-
mented one. Figure 6 illustrates this concept, where a model of a standing man is 
shown in Figure 6(a). The model is scaled to height=1.8m and is placed at several 
locations in the imaged room, touching the floor (b). The rendered frame using the 
fisheye model is shown in Fig.6(c). 

 

(a) (b) 

Fig. 5. The model of the human (anterior view and right view), with labels as color. The axis of 
the limbs and their angles with the vertical human axis, that define the parameters of the 3D 
human model, are also shown. 

 

  
 

(a) (b) (c) 

Fig. 6. (a) The 3D model of a standing man, (b) scaling the model to height=1.8 m, touching 
the floor and reproducing the model at several locations of the imaged room and (c) rendering 
the 3D human models through the calibrated fisheye lens 
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2.3 Matching the Human Model with the Segmented Frame 

The human pose can be extracted by recovering the values of the parameters of the 
human model. Let us denote IM the binary image of the parametric model generated 
by the fisheye model and IS the segmented image of the corresponding video frame. 
The objective function is defined as following:  

 ( ) M S M S M S
image
domain

f I I I I I I= ∩ − ∩ − ∩  mp  (4) 

where, I  denotes the boolean negative of I, ∩ denotes the boolean AND operator 
and the summation is done over the whole image domain. Thus, the objective function 
is defined as the number of non-zero pixels of IM on non-zero pixels of IS minus the 
number of non-zero pixels of IM on zero pixels of IS minus the number of zero pixels 
of IM on non-zero pixels of IS. It is evident that for the ideal set of model parameters, 
the value of the objective function should be maximized. Due to the large number of 
parameters and the complexity of the objective function, which cannot be written in 
closed form and its derivatives cannot be analytically computed, we employed a Ge-
netic-based optimization approach as described in [8]. For these initial results, the 
step of evolutionary optimization is not performed in real time.  

3 The Non-visual Module Enabling Activity Classification  

The non-visual module is based on signals acquired by wearable and environmental 
sensors and consists of three components: a wearable/textile part that has been de-
signed for maximum user convenient, a mobile part that adds additional patient  
context awareness and a repository / data analysis component that provides all the 
essential interfaces for collecting the data and tools for managing the latter. 

3.1 The Wearable Devices Component 

For the wearable part we have used textile accelerometers and a heartbeat chest strap 
by Polar (www.polar.com). The latter sensors are connected to a textile version of the 
Arduino open hardware microcontroller platform, called LilyPad (http://arduino.cc/ 
en/Main/ArduinoBoardLilyPad). Arduino is an open-source single-board microcon-
troller. The hardware consists of a simple open hardware design for the Arduino 
board with an Atmel AVR processor and on-board I/O support. The software consists 
of a standard programming language compiler and the boot loader that runs on the 
board.  The LilyPad Arduino is a microcontroller board designed for wearable and e-
textiles. It can be sewn to fabric and similarly mounted power supplies, sensors and 
actuators with conductive thread. For the connection between the Polar monitor and 
the microcontroller, the Polar HeartRate Module has been utilized. Lilypad collects 
data through the appropriate embedded software and transmits them on an Android-
based mobile phone through a Bluetooth interface. An appropriate application has  
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The system is able to acquire motion, heartbeat and air quality data and display 
them in real time on the appropriate graphical interface (see Figure 7). It also per-
forms real time classification of the motion data and provides an estimation of the 
user’s activity and alerts in case of an emergency indication (e.g., a fall incident esti-
mation). 

4 Initial Experimental Results 

4.1 Results from the Camera Module 

The camera module has been tested using number of indoor videos, acquired by the 
fisheye Mobotix Q24 hemispheric camera, which was installed on the ceiling of the 
imaged room.  Results from a number of frames are shown in Figure 8. The seg-
mented frames are shown in green, the fisheye rendered 3D human is shown in red 
and their intersection in yellow. It becomes evident that the proposed system is able to 
extract the human pose from the fisheye video frames, although the original segmen-
tation is incomplete, contains holes, or non-human background, as it can be seen the 
last frame, where parts of the moving door are segmented as video foreground. 
 

  

Fig. 8. The resulting pose recognition from 2 random frames of the acquired fisheye videos  

Fig. 9(a) shows an exemplar frame of one of the video sequences acquired. The re-
sulting 3D human model, after fitting the fisheye-rendered parametric 3D human 
model to the segmented frame is shown in (b), using real world Cartesian coordinate 
system. The actual fisheye-rendered 3D human model is shown in (c). It can be ob-
served that the proposed algorithm was able to detect the specific human pose. 

 

  
(a) (b) (c) 

Fig. 9. (a) An original video frame showing a human, (b) the 3D model with its parameters fitted 
to the segmented original frame and (c) the fisheye-rendered 3D model in a simulated frame 
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The generation of the 3D parametric human model is performed very fast, with ap-
proximately 1 msec including the required geometric transformations. The rendering 
of a 3D human model with 2.500 vertices through the modeled fisheye camera is also 
performed very fast (i.e in 1.5msec in an average PC). The calculation of the objective 
function (Eq. 4) requires approximately 8 msec for a 3D model with 2.500 vertices 
and a frame of 480x640 pixels, although the number of pixels in the frame does not 
drastically affect the execution time. All timing was performed using an Intel(R) Core 
i5-2430 CPU @ 2.40 GHz Laptop with 4 GB Ram, under Windows 7 Home Pre-
mium.  

4.2 Results from the Non-visual Module 

In the context of the initial module evaluation 5 users have been equipped with the 
sensors described in Section 3. All of them (average height males aged between 25 - 
35) have used both the wearable and mobile monitoring units while performing every 
day activities. The sampling rate for the accelerometer values has been at 10 samples 
per second (indicated as an acceptable rate for identified falls by previous works as in 
[9], for heartbeat data once per heartbeat detected and for air quality data every 1 
minute. The mobile gateway in each case is used to transmit the data over a commer-
cial 3G network to the Okeanos cloud infrastructure. The differences between two 
sequential acceleration values have been transmitted at the same rate whereas the 
average heartbeats per minute have been calculated and transmitted every second 
respectively.  

During the initial experimentation with the system, a drop packet rate of 20-30% 
has been detected. This fact is either due to the Arduino low resources for high rate 
sampling of sensors and transmitting the data at the same time, or due to network 
congestion because of the repetitive REST calls at such a high sampling rate (i.e. 10 
acceleration samples per second). In order to address this issue, a memory buffer has 
been introduced on the Arduino side that collects motion data during a 10 second time 
frame and then transmits the latter to the Cloud. This way the drop rate has been mi-
nimized between 2-5%, which is quite acceptable for the application. Regarding pow-
er consumption, the wearable part (powered by one AAA battery) was able to last for 
at least 18 hours while the mobile part could not last more than 6 hours. This differ-
ence can be explained by the more energy-intensive communication mechanism (3G) 
of the mobile unit compared to the low-power Bluetooth, and the power consumption 
of the air quality sensor. 

The system has been quite successful in identifying the user’s activities. More spe-
cifically, activities based on motion analysis have been classified into three catego-
ries: high activity (like running), medium activity (like walking) and low activity 
(e.g., lying on bed or sitting). Initially a train model has been built using the Weka 
core library and modifying the Android mobile application for allowing users to anno-
tate first the type of performed activity. All 5 users have been asked to use the sensors 
to collect data performing all three types of motion: the train model has been built on 
20 minutes of jogging and fast walking, 30 minutes of walking and 60 minutes of 
performing low activity. The mobile application has transmitted the data and the  
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corresponding motion type as selected by the user. After collecting the data the train-
ing model has been built on the Cloud. A number of different classifies have been 
evaluated using the initial motion and heartbeat data. The features utilized for build-
ing the classification models are the acceleration changes in the X, Y and Z axis, the 
input from the gyroscope (tilt) sensors (a tilt value for each axis) and the average 
heartbeat rate (beats per minute). Four classes were examined, namely jogging, fast 
walking, walking and sitting/low activity). We achieved an accuracy of 86% by using 
the Naive-Bayes [10]. 

5 Discussion and Conclusions 

The presented research within the STHENOS project aims at the development of a 
reliable system of environment awareness for the monitoring, the recognition of activ-
ities and the detection of the Patients’ and Elders’ state. For the development of the 
above system we have presented the technical details of the two basic modules that 
gather information from the visual and the non-visual channels. The implementation 
so far has illustrated the proof of concept of the methodologies proposed by the 
STHENOS project. Regarding the visual channel further work will include, the adop-
tion of a more robust statistical 3D model for the human and the refinement of the 
fisheye model, using more parameters to increase its accuracy. Finally more efficient 
implementation of the evolutionary algorithm based optimization will be explored for 
the determination of the 3D model parameters. These approaches include exploiting 
the converged population from the previous frames to initialize the search for the 
current frame and/or restricting the parameter range according to their optimal values 
from the previous frames. The fact that the evolutionary algorithm is highly paralle-
lizable may also be exploited. This will allow near real time execution of the final 
pose and activity determination step.  

The non-visual module on the other hand may not provide accurate identification 
of the pose or a specific action, however the estimation of activity levels and the de-
tection of emergency events such as falls is feasible. An important aspect of the  
proposed system that needs to be further examined is the creation of generic classifi-
cation rules for various motion types using the training set obtained by various users. 
Such a feature would increase the acceptance of the proposed system by a higher 
number of users, since it would not require the initial training phase. Key issues aris-
ing also from such a system include social issues about acceptance and training with 
the technology. Other open issues that need to be addressed are the security of privacy 
of data and the energy efficiency of the textile sensors and microcontroller platform, 
in order to extend the system autonomy. 
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Abstract. Recently there has been an increase of interest in implementing a 
new set of home appliances, known as Smart Appliances that integrate Informa-
tion Technologies, the Internet of Things and the ability of communicating with 
other devices. While Smart Appliances are characterized as an important miles-
tone on the path to the Smart Grid, by being able to automatically schedule their 
loads according to a tariff or reflecting the power that is generated using renew-
able sources, there is not a clear understanding on the impact that the behavior 
of such devices will have in the comfort levels of users, when they shift their 
working periods to earlier, or later than, a preset time. Given these considera-
tions, in this work we analyse the results of an assessment survey carried out to 
a group of Home Appliance users regarding their habits when dealing with 
these machines and the subjective impact in quality caused by either finishing 
its programs before or after the time limit set by the user. The results of this 
work are expected to be used as input for the evaluation of load scheduling al-
gorithms running in energy management systems. 

Keywords: Smart Grids, Home Grids, Human Factor, Comfort Level, Smart 
Appliances, Mean Opinion Score. 

1 Introduction  

Currently we are witnessing an increase in the energy produced by renewable sources, 
either motivated by the increase in the cost of oil exploitation or by an increment in 
environmental concerns, with its higher expression in the energy obtained from wind 
and photovoltaic sources. In this context, the traditional view of a distribution grid 
that uses centralized generators to provide power to consumers is being replaced by a 
"smart grid" solution where energy production is based in a Distributed Generation 
(DG) [1]. The power generated by these energy sources however varies according to 
environmental conditions which are not controllable. In this scenario the traditional 
role of consumers is being replaced by a more proactive one, not only in the sense that 
they should be able to produce energy locally, for self-consumption and/or feed it into 
the electrical grid, but also in the sense that they are expected to adjust their demand 
according to the power that is being produced. 



538 J. Monteiro et al. 

 

In this context, several scientific works [2][3][4] have analyzed the importance of 
an efficient management of home grids by consumers, or by an Energy Consumption 
Scheduling device (ECS). The role of an ECS is to optimally schedule loads in order 
to better harness the energy produced locally or shift them to work at the periods of 
time when the rate is lowest, while reflecting user preferences. This also requires that 
loads, like HVAC (heating, ventilation and air conditioning) and Home Appliances, 
should be able to communicate with the ECS device and shift their working periods, 
or adjust the power they consume, according to the power generated locally from 
renewable sources, or according to a supplier’s tariff, which in turn may change dy-
namically.  

By creating a new range of appliances that integrate Information Technologies, the 
Internet of Things (IoT) [5], with the ability of communicating and respond dynami-
cally to the varying tariffs, a reduction on CO2 emissions to the atmosphere is possible 
[6], while ensuring at the same time higher returns on investments made in renewable 
energy sources. Due to this, as described in [7], Smart Appliances are characterized as 
an important milestone on the path to the Smart Grid.  

In this scenario, one important feature associated with the ECN is to prevent elec-
trical overloads that may happen when several appliances are scheduled to work in the 
same period of time in the search for a lower cost or tariff. In this case the ECN 
should decide which appliance is expected to work first and which ones should be 
scheduled to work later, reflecting a level of priority that should be commensurate 
with the user preferences. In fact, while overloads may prevent the user from using 
the ECN, the quality of the scheduling algorithm from a user perspective will also 
determine how it will be used. 

While the shifting of the working periods of some of equipment do not have a clear 
correlation with the comfort levels of users, like for instance a swimming pool pump, 
the changing of the working periods of other appliances - like clothes washing ma-
chines, clothes dryer and dish washer - have a direct impact in people’s routines and 
therefore affect the perception of the quality of the ECS algorithm. In fact, while the 
efficiency of a demand side management (DSM) algorithm that runs in an ECS is 
proportional to the level of flexibility that users impose to their appliances, we believe 
that that flexibility will depend on the correct assessment of user preferences made by 
the ECS.   

Since an optimum or nearly optimum solution in terms of cost may imply changing 
the work period of the machine to several hours before the limit, or make it finish 
some minutes after the pre-set time limit, the Objective or Multi-objective Function of 
the scheduling algorithm should include an assessment of user preferences.  

While the human factor in the scheduling of residential loads has been included in 
some algorithms [8][9], as far as we know there isn’t any study that clearly defines 
the comfort level curves of the major appliances according to their time variation. 

Given these considerations, in this work we analyze the results of an assessment 
survey carried out to a group of 44 users, concerning their habits and the subjective 
impact in quality that the clothes washers, clothes dryer and dish washer appliances 
have, when they finish their programs before and after a pre-set time limit. The results 
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of this work are expected to be used in the evaluation of load scheduling algorithms 
running in ECS devices. 

The rest of this paper is organized as follows. Section 2 describes the methodology 
used in the subjective assessment of user preferences. Section 3 presents the obtained 
results comprising the frequency and time-of-use of the appliances, distribution of 
type of tariffs, value given to an ECS device and assessment of the impact in quality 
caused by changing the moment when appliances finish their programs. Section 4 
concludes the paper, pointing out future developments of this work. 

2 Methodology Used in the Subjective Assessment Survey 

In order to evaluate the user habits and its preferences when managing of home ap-
pliances, an online based survey was created covering the following issues: the asses-
sor’s frequency in using home appliances, time of use of such appliances, type of 
electrical tariff contracted with the electricity provider, the level of importance given 
to a device that controls home appliances and the subjective impact in quality caused 
by changing the moment when appliances finish their programs. 

For the evaluation of the subjective impact caused by changing the moment when a 
clothes washer, clothes dryer or dish washer finishes its program a five-grade scale 
was used with each level mapping to a certain quality, as follows: 1- Bad Quality; 2- 
Poor Quality; 3- Fair Quality; 4- Good Quality and 5- Excellent Quality. As users are 
expected to have different levels of tolerance to delay according to their daily rou-
tines, different conditions were evaluated comparing usage at week versus weekend 
days and at distinct times of the day. 

The results of these tests were afterwards analyzed by obtaining the Mean Opinion 
Score (MOS) for each appliance and condition, using equation (1): 

 =
N

imctmct u
N

u
1

1  (1) 

In equation (1), Nm represents the number of observers that use appliance m, and 
uimct represents the score of observer i, for appliance m, in condition c and delta time 
t. We have considered the values of delta time t to be negative (i.e., t<0) when the 
appliance finishes its program before the time limit set by the user, positive when it 
finishes after the limit set by the user, or zero when it finishes the program at the limit 
set by the user. 

The MOS results obtained from equation (1) were afterwards used to obtain a re-
gression function. The function used for regression was:  

 tetf χβα ++=)(  (2) 

The values of α, β and χ were obtained minimizing the distance between equation 
(2) and the set of umct points. For each appliance m and condition c, two regression 
functions were considered, one for t≤0 and another for t≥0. 

In the following section we present the results obtained from the assessment  
survey. 



540 J. Monteiro et al. 

 

3 Results and Analysis 

The assessment panel which answered the survey was selected by invitation among 
retired persons, middle age individuals and college students, all of them in Portugal. 
The majority of questionnaires were answered online, resulting in a total of 44 an-
swers.  

3.1 Frequency and Time-of-Use of the Appliances 

In the first question we have evaluated the frequency of usage of the clothes washers, 
clothes dryer and dish washer appliances by each individual. The results of these an-
swers are shown in Table I. 

Table 1. Frequency of usage of the clothes washers, clothes dryer and dish washer appliances 

Assessor: Clothes washer Dish Washer Clothes Dryer 

Does not use it 0,0% 25,0% 61,4% 

Use it rarely 2,3% 2,3% 25,0% 

On average use it once per month 4,5% 2,3% 6,8% 

On average use it once per week 11,4% 6,8% 4,5% 

On average use it two or three 

times per week 
29,5% 20,5% 0,0% 

On average I use it more than 

three times per week 
52,3% 43,2% 2,3% 

 
As it can be verified, among the three appliances covered in this study, the clothes 

washing machine is the most commonly used one, with nearly 82% of the subjects 
using it more than twice per week. Regarding the clothes dryer on contrary only 2,3% 
of the subjects use it more than twice per week, while it is not used at all by 61,4% of 
the persons that answered the survey.  

Table 2. Time-of-use frequency of the appliances in weekdays (DW) and weekend (WE) 

 Clothes washer Dish Washer Clothes Dryer 

Time of Day WD WE WD WE WD WE 

From 7am to 10 am 11,5% 6,1% 0,0% 2,3% 0,0% 4,8% 

From 10am to 12am 11,5% 37,9% 5,7% 4,5% 8,3% 14,3% 

From 12am to 6 pm 11,5% 30,3% 5,7% 27,3% 8,3% 28,6% 

From 6 pm to 12 pm 46,2% 15,2% 62,9% 50,0% 41,7% 42,9% 

From 12pm to 10am 19,2% 10,6% 25,7% 15,9% 41,7% 9,5% 
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In the following question we asked for the time-of-use frequency of these ap-
pliances, differentiating weekdays from weekends. Table 2 presents these results. 

As it can be verified, while during weekdays these appliances tend to be used be-
tween 6 pm and 7 am (of the following day), at the weekend they tend to be used 
earlier. This is more clearly verified in the case of the clothes washing machine, 
which at weekends is mostly used between 10 am and 6 pm, while the other two ap-
pliances are predominantly used between midday and midnight. 

3.2 Type of Tariffs Distribution and Recognized Importance  
of an ECS Device 

As the results in the previous section may reflect the type of tariff that users have, we 
asked assessors to specify it. These results are presented in Figure 1. As verified, half 
of the assessors had a time of use type of tariff, either comprising two or three time 
periods.  
 

 

Fig. 1. Distribution of the electrical tariffs contracts among the assessment panel 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Importance given to a device capable of managing appliances automatically 
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When correlating the type of tariff with the time of use of the appliances, we veri-
fied that all of the assessors that use their appliances between midnight and 7 am had 
a time of use contract, driving them to change their routines. 

When we asked users to state the level of importance that they recognize in having 
a device capable of scheduling their appliances automatically, around 45% of asses-
sors didn’t consider it relevant, as shown in Figure 2.However, among those users that 
have a time of use type of tariff (corresponding to nearly 50% of the survey universe), 
95% of them considered it relevant. Among them 45% stated that they would appre-
ciate it and 50% stated that they would appreciate it a lot. 

3.3 Assessment of the Impact in Quality Caused by Changing the Moment 
When Appliances Finish Their Programs 

In this section we evaluate the impact in quality (or comfort) that a scheduling device 
would have when changing the work period of appliances to end before or after the 
limit set by the user.  

Before being asked to answer the following part of the survey, users were first in-
structed to consider a scenario in which they had a device in their homes capable of 
managing their appliances, so they would save money in electrical bills.  

In the first group of questions we started by evaluating the impact in quality that a 
delay of either 7, 15, 30 or 60 minutes would cause in a user, considering that the 
appliance was set to finish at a certain hour. As those impacts may depend on the type 
of appliance and on the time frame where the machine is expected to work, we asked 
assessors to consider different situations comprising: weekend days and either 7 am, 7 
pm or 11pm in weekdays. These results are shown in Figures 3, 4 and 5, which 
represent the MOS results and the associated 95% confidence intervals respectively 
for the clothes washers, clothes dryer and dish washer appliances. 

In terms of the clothes washing machine, the results show that users tend to be less 
tolerant to delays at 7 am and 11 pm, when compared to 7 pm and weekend days. 
Regarding the clothes dryer appliance the tolerance to delays tends to increase be-
tween 7 am, 7 pm and 11 pm in weekdays and from those days to the weekend.  

When comparing the three appliances, it was verified that users tend to be more to-
lerant with the delays caused by the dish washer, regardless of the moment when it is 
supposed to finish its program. The obtained difference between MOS of the dish 
washer at weekend days and the different hours of weekdays was small.  

We have then evaluated the impact in quality of an appliance finishing sooner than 
the time limit set by the user. To measure it, we asked evaluators to grade the quality 
level of a machine ending either 8 hours, 4 hours, 2 hours, 1 hour or 30 minutes be-
fore the limit set by the user, or at the exact hour. Figure 6 presents the MOS and the 
associated 95% confidence intervals of these results for the three appliances analyzed 
in this study.  

As it can be verified, users tend to be less satisfied when the clothes washing ma-
chine finishes much sooner than the limit, with a MOS of 2.26 for a 8 hours advance, 
translating to a subjective quality close to a ‘Poor Quality’ level. One of the reasons 
causing this dissatisfaction could be the fact that people don’t like to leave clothes wet 
inside the washing machine for long periods of time.  
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Fig. 3. MOS and associated 95% confidence intervals for the assessment of a clothes washing 
appliance finishing 7, 15, 30 and 60 minutes later than expected, at different hours and days of 
the week 

 

Fig. 4. MOS and associated 95% confidence intervals for the assessment of a dish washer ap-
pliance finishing 7, 15, 30 and 60 minutes later than expected, at different hours and days of the 
week 
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Fig. 5. MOS and associated 95% confidence intervals for the assessment of a clothes dryer 
appliance finishing 7, 15, 30 and 60 minutes later than expected, at different hours and days of 
the week 

In terms of the dish washer machine, users tend to be more tolerant when it finishes 
much sooner than the expected time limit with a MOS of 2.75 for an 8 hours advance, 
slightly below the ‘fair quality’ level.  

Regarding the clothes dryer appliance, while users do not penalize it as much as 
the clothes washing when it finishes significantly before the set limit, they tend to be 
more satisfied when it finishes exactly or little before the time limit. 

We have also verified that while the majority of users consider that the clothes and 
dish washer appliances should finish their programs close to the end of the time limit, 
some users prefer them to finish their programs one or two hours before the limit, 
instead of ending up exactly at the threshold. This prevents the MOS results from 
reaching the Excellent Quality level (i.e., a MOS equal to 5.0), when the appliance 
finishes exactly at the predefined time limit.  

Given these results, we have computed a regression function of the MOS values for 
each appliance using equation (2), considering an hour based time scale for all curves. 
These results are presented in Table 3. 

Regarding the results obtained for the evaluation of late end of the programs, since 
we had different situations comprising weekend days and several hours of weekdays, 
we have computed a MOS that included all these answers. Using these new MOS 
points we have afterwards performed a new curve fitting. Figure 7 presents these 
MOS points, together with the curve fitting curves using equation (2) for the three 
types of appliances. Table 4 presents the regression results of these MOS points. 
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Fig. 6. MOS and associated 95% confidence intervals for the assessment of a clothes dryer, 
dish washer and clothes dryer appliances finishing sooner than the time limits set by the user 

Table 3. Statistical parameters resulting from the regression of MOS points when the 
appliances finish their programs later than the set limit, in different time frames 

 Weekdays 
Weekend 

Fitting Results 7 am 7 pm Midnight 

Clothes Washer  

α 1.1655 1.1389 1.1828 1.4077 

β 1.1296 1.1480 1.1293 1.0575 

χ -2.6680 -1.9437 -2.3894 -2.0964 
Standard Deviation 0.0278 0.0616 0.0356 0.05136 

Correlation Coefficients 0.99985 0.99916 0.99974 0.99934 

Dish Washer  

α 1.4082 1.5535 1.4546 1.2878 

β 1.0585 1.0051 1.0550 1.1109 

χ -1.8726 -1.8610 -1.7796 -1.6507 
Standard Deviation 0.0677 0.0674 0.1286 0.1230 

Correlation Coefficients 0.99876 0.99863 0.99535 0.99596 

Clothes Dryer  

α 1.7558 1.5505 1.4366 1.6690 

β 1.0465 1.1234 1.1602 1.0756 

χ -3.9491 -2.9447 -2.6600 -2.3944 
Standard Deviation 0.0435 0.0527 0.2226 0.0268 

Correlation Coefficients 0.99962 0.99948 0.99991 0.99984 
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Fig. 7. MOS points and associated regression functions of the Clothes Washing, Dish Washer 
and Clothes Dryer appliances 

The combined analysis of Figure 7 and Table 2, shows that these curves represent a 
good aproximation to the MOS points, with correlation coeficients higher than 0.99.      

Table 4. Statistical parameters resulting from the regression of the MOS when the appliances 
finish Before the set Limit (BL) and After the set Limit (AL) 

 Clothes washer Dish Washer Clothes Dryer 

Fitting Results BL AL BL AL BL AL 

α 2.28360 1.2361 2.81172 1.4296 2.54453 1.6253 

β 0.65824 1.1122 0.32819 1.0568 0.73273 1.0940  

χ 0.63582 -2.2738 0.91504 -1.7900 0.62390 -2.9560 

Standard Deviation 0.07081 0.03578 0.09419 0.0938 0.05393 0.0084 

Correlation Coefficients 0.99732 0.99972 0.99111 0.99754 0.99865 0.9999 

 
Table 5. Priority levels of the three appliances to be considered in scheduling algorithms 

Priority 
Condition - Selecting Appliance to finish: 

Much sooner Near the pre-set time Later than time limit 

High Dish Washer Clothes Dryer Dish Washer 

Medium Clothes Dryer Dish Washer and 

Clothes Washer 

Clothes Dryer 

Low Clothes Washer  Clothes Washer  
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Given these results, we have categorized the importance given to the appliances in 
three levels of priority (High, Medium and Low). These prioritization results are 
shown in Table 5 and may be considered by scheduling algorithms. 

4 Conclusions 

The main contribution of this paper include the results of the frequency, time-of-use 
distribution and the regression functions that measure the impact in quality caused by 
changing the moment when appliances finish their programs. 

The high percentage of users with a time-of-use type of tariff that consider it rele-
vant to have an ECS device capable of scheduling appliances automatically is a good 
indicator of the importance of such devices in the near future. 

Regarding the tolerance to delays of the three appliances in this study, it was veri-
fied that users tend to be more tolerant with the delays of the dish washer, regardless 
of the moment when it is supposed to finish its program.  

On the other hand, users tend to be less satisfied when the clothes washing ma-
chine finishes much sooner than the limit, with a MOS that is close to the Poor Qual-
ity level. Regarding the clothes dryer appliance, while users do not penalize quality as 
much as the clothes washer when it finishes significantly before the set limit, they 
tend to be more satisfied when it finishes exactly or little before the time limit. 

Finally, the regression results of the MOS points using equation (2), show that the 
obtained functions and parameters have achieved a good approximation to the MOS 
points and thus can be considered a good representation of the human assessment of 
quality, in the scheduling of these appliances.  
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Abstract. Technological conveniences became permanent elements of people’s 
lives. Various appliances help out with daily chores and shape the standards of 
our lives. They are accessible thanks to well-developed and efficient manufac-
turing. The basic role of those diverse technological products is to reduce both 
physical and mental effort involved in people’s work and, consequently im-
prove the comfort of life. Using those numerous appliances requires, among 
others, special knowledge and training, which may cause various stressful  
situations. 

The presentation focuses on the following problems: comparison of the 
technological advancements in former and contemporary households, the role 
of the appliances in performing household chores, changes in the routine activi-
ties (disappearance of some chores and appearance of new ones), the influence 
of a higher standard of living on labour and time input, elimination of various 
appliances as a result of changes in commodity market, reduction in the ability 
of using modern appliances (especially among the elderly and the disabled) and 
the consequences of using new technologies and information technology in 
households. 

Keywords: household, technological progress, ergonomics, household chores. 

1 Introduction 

Nowadays, almost all activities are performed using various technological appliances. 
The majority of societies living in industrialized countries would not be able to per-
form everyday activities without numerous appliances. This dependency is visible 
both on macro economical scale and among individual households. 

The tools with help out with everyday chores have accompanied people since the 
prehistoric times. Together with the specialization of labour and distinction of various 
professions, the concentration of technological utensils took place mainly in the work 
environment. The industrialization of production and spreading of various “consump-
tion goods” led to a bigger supply of numerous appliances also in households. The 
technological advancements were created to simplify the household chores and to 
improve the comfort and efficiency of leisure time. Although the appliances improv-
ing human labour were being brought into general use, the scope of household chores 
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did not quite diminish. The use of the appliances often requires additional loads of 
work. Moreover, using the complicated utensils sometimes leads to various stressful 
situations.  

In many regions of the world there is a centuries-old tradition of organized labour 
and, connected with it, production of technological developments. Even urban areas 
where most of the population live can be called a “technological development”. Also 
individual people are constantly surrounded with technological utensils at their homes 
and in their work environment. Having various technological equipment in house-
holds has always been a synonym of high social status and wealth. Moreover, often 
enough it was also an attribute of power. Many of the technological appliances had a 
significant influence on people’s lifestyles and various social changes. Among them 
we can distinguish: communication media (print, computer, Internet), transportation 
(horse carriage, car, plane), machines enabling production (machines powered by 
animals, water etc., steam engine, internal combustion engine, electrical machine and 
production robot).  

2 Labour and Technology in Former and Contemporary 
Households  

Throughout the centuries the households were miserly equipped, if we look at it from 
today’s perspective. It was not until the second half of 19th century, thanks to the 
development of industrial production, when the households were started to be 
equipped more intensively with various appliances. The modern technological stan-
dard of housing became common after the second World War. Therefore, it can be 
stated that this previously unknown level of technological advancement of everyday 
life has lasted for about 50 years. Two full generations became accustomed to this 
particular style and standard of living, and, as a result, handling technology has be-
come a routine. Performing everyday activities resulted in disappearance of conscious 
perception of some abiding technological systems. Using water supply network, elec-
trical grid (power) and telecommunication network (telephone) is so common that no 
one anymore takes notice of those conveniences, which did not exist in former times. 
Together with gradually more and more advanced technology appears a dissonance 
between the potential possibilities of usage of modern appliances and their actual use 
in everyday life. In case of more advanced technologies (e.g.: computer systems, elec-
tronic devices), their functions are very rarely used in full scope, especially outside 
the work environment, e.g. in a household. 

The degree to which the modern households are equipped with electric appliances 
does not influence the differentiation of measurable labour input (e.g.: shopping, pre-
paring of meals, doing the washing up, doing the washing, ironing, cleaning etc.). 
This variable is influenced by the number of members of family and their life cycles 
(single person, couples with and without children, etc.). The highest intensity of the 
abovementioned chores falls mainly on women during the period when they take care 
of small children and on the householders who take care of people of special needs, 
such as the severely ill and elderly relatives. The aforementioned findings come from 
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the research of labour input conducted in the American households from the end of 
1930s till the end of 1980s. Paradoxically, in spite of the technological advance and 
common use of modern appliances, which help people out with various laborious 
chores, the input of labour does not decrease, but remains the same. On the other 
hand, the German research indicates that there are considerable saves in time thanks 
to use of such appliances as: washing machine, dishwasher, vacuum cleaner or mi-
crowave. However, the time which is saved is spent on new chores, which were not 
performed in former households, and which are related to a higher demand in provid-
ing the feeling of comfort to household members [4]. Also the following contrary 
tendencies can be visible: 

• disappearance or minimizing of some laborious chores typical of former house-
holds, nowadays almost not encountered; 

• the increase in input and frequency of chores which formerly were performed rela-
tively rarely; 

• occurrence of chores which were not known before. 

Thanks to the modern heating systems and ovens it is not any more necessary to fire 
up and maintain fire, to provide firewood, to clean furnace and to dispose of ash. Oth-
er chores that are almost nonexistent in modern households are: sewing and darning 
etc. Because of the industrialization of production and food manufacturing, and crea-
tion of a dense network of shops, members of households ceased to stock up and 
make preparations of fruit and vegetables. Nowadays, independent food preparation is 
considered as a hobby, which is notably limited because of necessary inputs of work. 
Also baking and preparing noodles and pasta is substituted with ready-made products. 

On the other hand, many of the house chores were significantly intensified during 
the last few decades. In modern households people stock considerably more clothing, 
linen and dishes. Considering the increase in hygienic demands this situation results is 
a need to wash and iron more clothes and to do more washing up. In addition to those 
continually more common chores there are other activities, such as: sorting, folding, 
drying, putting the items in various places in the house. Also the cleaning chores were 
extended which was a result of a considerable increase in the equipment of modern 
households. 

Nowadays householders spent more time on preparing meals that they used to. A 
couple of dozen years ago mainly simple dishes (such as: soups and one-ingredient 
dishes) were prepared, often for two days. Prepared meals were just heated up on the 
next day. Thanks to the modern prosperity and a wide offer of food products and 
ready-made dishes people are encouraged to prepare diverse and fresh meals every 
day. However, preparation of exotic or dietary meals often requires additional loads 
of work and special equipment or seasonings. 

A distinct issue is a considerable increase in the time spent on grocery shopping. 
People used to buy their supplies in the closest grocery stores, because the retail pric-
es were similar and cars were a rare commodity. In those days, because of big compe-
tition between numerous supermarkets, people prefer to commute to shops in order to 
get the best value for their money. However, searching for bargains, sales and deals is 
time-consuming, and going to a remote shop requires to have an own car. Commuting 



552 P. Nowakowski 

 

to shops inclines householders to prepare a detailed shopping list, which is also time-
consuming. The fact that the shops are open longer than they used to, also during 
weekends and bank holidays, encourages to do the shopping in more diverse times 
[4]. This convenience relieved people of the duty of going shopping regularly in spe-
cified periods of time and in fact prolonged performing of house chores even to late 
night hours and Sundays. 

Over dozen of years a stabilized and leveled rhythm of work and relaxation was 
predominant. Both men and women used to come back from work at the same time, 
which favoured preparing warm meals together, as a family. Preparing dinner often 
coincided with coming home of children from school. However, the last twenty-year 
period can be characterized by a more elastic work time, a need to work overtime and 
sometimes a need of working two jobs. Therefore the household members come back 
home in different times and they pass each other by during the meal times. The diver-
sification of the work rhythm requires coordination of spending time together as a 
family. Also having to stay at work late sometimes requires changing plans for spend-
ing an evening together. What helps with such a coordination is popularization of a 
telephone (especially mobile phones). However, talking on the phone with other 
household members is time-consuming and it often requires a beforehand change of 
plans [4]. 

Simple technological devices do not require special qualifications and preparation 
to operate them. Moreover they are not that susceptible to failures. If they are used in 
a correct way they operate for a long time, sometimes even exceeding their moral 
wear. More complicated equipment, such as mechanical devices (powered with en-
gines) and electronic devices more often require a special training and precautions 
when using them, in order to avoid their failure or causing an accident. 

In modern conditions of high supply for household appliances and a decline in 
their prices, the producers take various actions in order to save money by changing 
the technological process which results in a quicker wear of products. At the same 
time, their special construction excludes a simple and cheap repair and exchanging of 
a broken component. The repairs are connected with a pricy exchange of bigger mod-
ules or an exchange of a considerably new module for a brand new one. 

A big competition in the market also caused some considerable changes in the gro-
cery offer and in the usage of some kitchen appliances. Numerous appliances were 
transformed or even removed from the modern households because of the industrial 
transformation of food and selling it in various forms. Among them we can distin-
guish:  

• food processors (portioned and shredded vegetables and freshly squeezed fruit and 
vegetable juices); 

• slicers (loaves of bread and cold-cuts already sliced in shops); 
• meat grinders, hatchets and mallets (meat portioned in shops by grinding, slicing, 

selling of steak and stew meat, and pieces of chicken etc.); 
• coffee grinders, mortars and pestles (availability of grained packed coffee and 

packaged herbs and spices); 
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• rolling pins, breadboards, makitras, dough pestles etc. (different types of dum-
plings, noodles and other semi-prepared foods, various types of pasta, pizza, pies 
and cakes sold in packages or on its own). 

The current offer of semi-processed and ready-made products is widely diverse in 
case of culinary types, quality and price range, which enables to meet diversified 
needs. Many of the ingredients contained in ready-made meals does not differ from 
traditional home-made dishes. Thanks to it, numerous household chores connected 
with preparing and processing the ingredients, as well as, cleaning after those 
processes are not performed any more while preparing complex meals. Also using 
various equipment which was invented in order to aid with the aforementioned kitch-
en chores became obsolete. Resignation from those “old-fashioned” conveniences 
enabled people to attain measurable advantages, such as avoiding expenses connected 
with purchasing some kitchen appliances and saving some additional storage space in 
kitchen. 

The main goal of using technical appliances is improving the quality of life 
through, among others: 

• gaining free time; 
• reducing the labour; 
• removing the barriers (e.g. architectural and social), development of feeling of 

independence; 
• improving of labour productivity and efficiency; 
• gaining the feeling of safety and eliminating of risks. 
• However, technology also has some drawbacks. It causes the occurrence of new 

chores and various stressful situations. That results in a decrease in the feeling of 
comfort of living because of: 

• the increase in the labour input and intensity; 
• the increase in dependency from technical appliances and loss of independence; 
• unequal possibilities of using the appliances resulting from, for instance: age and 

experience; 
• additional chores connected with preparing and cleaning after using the equipment; 
• exceeding expectations concerning the equipment leading to discomfort and even 

frustration; 
• an increase in payments (costs of the appliances and maintenance costs); 
• strains on the microclimate (noise, vibrations, overheating of air, electromagnetic 

radiation, etc.); 
• negative influence on the environment (excessive consumption leading to shrink-

ing of the natural resources and producing of waste) [2]. 

3 Technology and Interpersonal Relations in Households 

Technological conveniences influence not only performing of everyday chores, but 
also some social relations. In household environment this focuses mainly on the rela-
tionships between the members of households. Modern multimedia (TV, computer 
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games, etc.) cause loosening of family ties. Numerous chores connected with taking 
care of children and the elderly require a personal involvement without using technol-
ogical equipment [3].  

Modern technology plays a special role in bringing up children. In the kitchen 
space there have been considerable amendments concerning feeding little children. 
Nowadays there is a wide range of ready-made foods for infants and young children 
which enables caretakers to reduce laborious work connected with daily preparation 
of balanced meals. It is also possible to meet growing culinary demands of children 
and adults. The separate assortment of ready-made products is aimed at people suffer-
ing from various food allergies and gluten intolerance.  

Technicization of everyday life and almost all spheres of human activity leads to 
creating urban areas and household environment which is hostile to children. Child-
ren’s play areas are constantly shrinking and the technological devices used by adults 
become threats to them. Reconciliation of career and bringing up children is becom-
ing more and more difficult. Moreover, it is also difficult to take care of children 
while performing household chores, because a child is exposed to numerous dangers 
(burns, cuts, etc.). Modern technological security systems enable to raise the safety 
standards, nevertheless, adults should still keep their constant attention on their child-
ren. On the other hand the possibility of playing outside independently is nowadays 
becoming limited because of various threats and possibilities of injuries. Moreover, 
new city facilities are built on areas previously allocated to children, such as play-
grounds [5]. Playing outside home is no longer a popular activity and children spend 
their spare time in flats which sometimes disturbs adults with performing daily 
household chores. 

Formerly, performing various household chores demanded also involvement of 
children, who sometimes worked as much as the adults. Especially seasonal works 
(preparing fruit and vegetable preserves and making stock), routine cleaning chores 
and taking care of cattle required help from children. Participation in household 
chores was a form of preparing children to their adult lives and integrating the genera-
tions within a family. Nowadays, as previously mentioned, the majority of seasonal 
chores connected with making food supplies does not take part in modern flats any-
more and a lot of routine chores require using complicated equipment. As a result, 
children are basically excluded from participation in household chores (and integra-
tion with their parents through work) and their duties are usually limited to maintain-
ing the order in their rooms. Also the complicated usage of kitchen appliances, sharp 
tools or fear of expensive table settings being destroyed results in isolating children 
from preparing and serving meals together with adults. 

The development of information technology aims at enabling communication with 
the outside world for those workers who are telecommuting. Thanks to an easy trans-
fer of information the comfort of life can be easily raised. Modern media are targeted 
not only towards adults but also children. All age groups live in this “media chaos” 
which leads to social disintegration and atrophy of inter-generational bonds within 
particular families (because of: TV, Internet, computer games). As a result, participa-
tion of all members of family in housekeeping becomes even harder to organize. 
Those tendencies are noticed by adults who try to engage their children in performing 
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household chores. However, parents do it because of pedagogical, rather than,  
practical reasons, as children are not able to really help them with performing the 
chores [4]. 

4 Household Technology and Ecology 

In the light of “sustainable development” tendencies and attempts to preserve the 
natural resources it seems that the western civilization reached its peak in the satura-
tion with consumption goods, especially various appliances aiming at helping with 
everyday activities. However, recently slow changes can be observed. Consumers 
become more interested in the quality of goods they purchase therefore a more ad-
vanced technology is applied in order to meet customers’ high demands while  
using less resources and materials. Also, nowadays, more popularity is gained by 
immaterial values, such as information and feeling of comfort connected with limita-
tion of consumption (literal – eating less food, and figurative – producing more and 
consuming less). 

The functioning of households has changed considerably over the last couples of 
dozen of years. The members of households became more prosperous and acquired 
various properties and household appliances which need spending additional time on 
maintenance. The civilizational development also caused an increase in hygienic 
standards of living. Therefore maintaining the house nowadays requires intensified 
work in the areas of doing the laundry, ironing and cleaning. Also the kitchen chores 
have become more extended in time due to the diversification of menu and changing 
of the times of meals. The consumption becomes gradually more based on highly 
processed products.  

Current high hygienic standards require using technologically advanced products 
of personal hygiene and cleaning supplies. Using some of those supplies causes skin 
exhaustion and immunodeficiency. Moreover numerous detergents have a negative 
impact on the natural environment, especially on the water supplies. 

Food products undergo considerable transformations using chemical substances (in 
order to, for instance: gain mass, reduce the time of ripening or prolong their shelf 
life). Food designed and produced in a laboratory is usually flavorsome and nutritious 
and stays fresh longer. However, it is also harmful for people’s health causing, e.g.: 
obesity, cardiovascular diseases and allergies. The intensified agriculture production 
is also unfavourable for the natural environment as it leads to: deforestation, soil con-
tamination and disturbances in the natural water cycle. 

5 Technical Conveniences and Subjective Feeling of Comfort  
of Living 

In mechanization process human labour is replaced by machines. Its shift aims at 
reducing the most difficult, toilsome and monotonous chores. Together with mechani-
zation the share of human labour both in physical (using muscles) and psychic (using 
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mind) sense decreases significantly [1]. On the other hand, technicization of house-
hold environment led to, among others: disappearance of many stimuli which used to 
be representatives of the special role of the household. One example can be open fire, 
which was used for heating and cooking. Its colouring and beaming warmth fostered 
creating an enjoyable atmosphere and provided pleasant stimuli for people’s senses. 
Fire also encouraged family members to bond and gather around it. However, making 
a fire, maintaining it and cleaning the hearth was a laborious and time-consuming 
task. Also the fire usually did not give enough energy. Because of those inconve-
niences, currently people ceased to use open fire in their households. Nevertheless, 
many people still remember about the advantages of an open fire that is why they try 
to compensate for its loss. It has become popular to light candles, burn wood in a 
fireplace or coal in a barbecue. Also using such appliances as: washing machine, 
fridge, halogen oven or cooker hood resulted in disappearance of various smells. In 
former households the smells changed depending on the performed chores, for in-
stance: the smell of soap during doing the laundry, the smell of roasted meat and 
baked pies. The natural smells of fruit or flowers are replaced by artificial air freshen-
ers. In spite of all those subjective inconveniences, nowadays, it seems impossible to 
resign from household appliances which objectively provide high quality of work and 
enable users to relax.  

Despite their functional usefulness, traditional appliances, for some users, are also 
sources of many nostalgic feelings. Former appliances become exhibits in various 
museums and in private collections. Very often they have a sentimental meaning to 
their owners. On the other hand, modern appliances are often bought because of their 
esthetic qualities. They are also regarded as a symbol of wealth and particular life-
style.  

6 Summary 

Using numerous appliances and technical devices resulted in reducing human labour 
in household chores. However, along the technicization of everyday life comes an 
increase in psychic burdens. Factors like: flexibility of work, increase in hygienic 
standards, growth in products supplies, competition on the job, service and goods 
market demand adjusting the household chores to changing social conditions. Run-
ning a modern household requires detailed organization, division of duties and per-
forming a lot of additional chores. Among those additional duties we can distinguish: 
various preliminary and cleaning chores, which often are not visible in the day bal-
ance. That is why despite numerous technological improvements, a notable gain in 
“free time” is not visible. One of the recompensations is actual or apparent freedom in 
organizing free time into house and work-related duties, which then leads to further 
dependency from other organizational chores [4]. 

Many of the aforementioned chores could not be performed without modern con-
veniences found in modern households. A certain dependency can be seen between 
civilizational development (technology in house and work environment) and cultural 
changes in everyday life (extension of working time and appearance of new chores). 
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Despite appreciable improvement in household chores thanks to using various devices 
(e.g. household appliances), the traditional household model did not change signifi-
cantly. Still the bigger share of housework and bringing up children is delegated to 
women, who are still perceived as guardians of hearth, though only figuratively.  
Potential users believe that applying new technologies will make the chores more 
efficient, shorter and less laborious [4]. However, basing on previous experience it 
appears that the technological progress needs to be accompanied with social stabiliza-
tion of living conditions and protection of households from various dangers in the 
working environment (being overloaded with work, fear of losing one’s job etc.). 

Applying of technological conveniences did not bring “a relief from household 
chores”, as exchanging human labour with machines is still limited. Technological 
progress enables reducing various activities and elimination of numerous old, routine 
chores. Nevertheless, together with social changes it discredited the traditional order 
and division of roles in household, as well as the authority of women as housewives 
[3]. Although running a house nowadays is a job with a “manager-like” status it 
seems to be even less appreciated in modern societies living in industrialized  
countries. 
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Abstract. Cooking is one of the most popular activities at home; however, pre-
paring a new dish by reading a recipe is not a trivial task. People might lose 
their current position in the recipe, misunderstand the required amount of ingre-
dients, and generally become confused by the step that should be followed next. 
Shadow Cooking guides users with situated, step-by-step information projected 
on a kitchen counter. It consists of a depth camera and a projector, which are in-
stalled above the kitchen counter. Shadow Cooking instructs the user on the 
steps to follow by projecting information directly onto the utensils and ingre-
dients. The system also integrates a digital kitchen scale with the recipe such 
that the user is automatically prompted with the required weight based on the 
ingredient currently being measured. In addition, we have connected the system 
with remote locations in order to enable a user to communicate with other cooks 
easily. 

Keywords: Accessibility of Smart Environments, cooking, AR, kitchen,  
measuring. 

1 Introduction 

Cooking is a staple domestic activity around the world. Such activity provides a feel-
ing of sufficiency; therefore, cooking is important beyond just providing nourishment. 
However, there are many steps involved in cooking and it requires some knowledge, 
which makes cooking difficult, especially for beginners. Even people with experience 
are likely to make mistakes when preparing a recipe for the first time. 

Cooking by following a recipe is not a trivial task. A cook has to be aware of the 
steps that have been completed, and be equally aware of the steps that follow next. 
However, different cooking books will frequently list several steps within one sen-
tence or one block of text, such that the cook can sometimes lose their place in the 
recipe. Meanwhile, the cook might attempt to simultaneously focus on their current 
activity and try to understand what to do next. This type of balancing can cause mis-
takes, such as missing steps or inadvertently using the wrong amount of an ingredient. 
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Given that cooking is a real-time task, excessive efforts to understand the recipe can 
interrupt the cooking activity itself, which could result in an improperly cooked dish. 

The other problem with current recipes is measurement. If the weight of an availa-
ble ingredient (for example, meat) is different from the weight specified on a recipe, 
the amount of all the other ingredients must be recalculated accordingly. However, 
recalculating ingredients is an extremely cumbersome task that can cause mistakes 
when done incorrectly. 

We conducted a pilot study to observe the mistakes that are most likely to occur 
with common written recipes. We used a muffin recipe, and both beginners and expe-
rienced cooks participated. We found that beginners were not familiar with measuring 
units, such as grams, cups, spoons, and milliliters, and as a result, they often made 
mistakes by using the wrong measuring tools. Beginners were also confused as to 
which utensil to use when the recipe only indicated to “mix” and used a spatula when 
a whisk was more appropriate. Both beginners and experienced cooks became con-
fused with units such as “tablespoon” and “teaspoon,” or inadvertently missed steps, 
such as forgetting to use flour where the recipe indicated to “…mix sugar, flour, bak-
ing powder and oil…” These results illustrated to us that the current style of recipes 
commonly used at homes can easily cause users to make mistakes. 

In this paper, we propose a system that guides cooks by displaying a single step di-
rectly onto the cooking environment; the step displayed varies according to the user’s 
progress. This enables users to recognize immediately the step to follow, thus helping 
the user to avoid mistakes and cook smoothly. 

2 Related Work 

Recently, several experimental systems have been developed to enhance the kitchen. 
The method of integrating a recipe with a real kitchen is used in several systems [1, 

2, 3, 4, 5]. CounterActive [1] projects a recipe to a kitchen counter that the user can 
operate by touching the counter. Panavi [4] is a sensor-embedded frying pan that 
manages user by recognizing the temperature of the frying pan. However, with these 
systems, users are still required to read instructions and be aware of their current step 
in the recipe and the following step. Kitchen of the Future [6] installed several moni-
tors, cameras, and foot switches in an entire kitchen such that users were not required 
to see a recipe from a distance location. However, Kitchen of the Future does not 
recognize user’s action. Cooking Navi [7] and Video CooKing [8] synthesize multi-
media such as videos and photographs in order to make text-based recipes more un-
derstandable. These systems help users know detailed information. Some systems 
specialize in recognizing user’s activities and objects within the kitchen [10, 11, 12]. 
Adding depth images to normal images enables such systems to recognize fine-grain 
kitchen activities, such as mixing and the number of spoonful ingredients that have 
been poured into a cooking implement [11].  

In contrast to these systems, our system is more focused on supporting the entire 
cooking process according to the context of cooking, rather than merely recognizing 
cooking activities. 
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Fig. 1. An operation scene from the Shadow Cooking system. Cooking instructions are directly 
projected onto the kitchen counter and cooking objects. The instructions move forward accord-
ing to the user’s progress. 

3 Shadow Cooking 

As explained in the previous sections, the problem with written recipes lies in the 
separation of the real cooking workspace and the recipe itself. Previous works that 
merged the kitchen with recipes did not attempt to solve this problem, and a cook is 
still required to read the recipe, or the user must decide when to proceed to the next 
step; therefore, it is still possible for the cook to commit mistakes. Our research sup-
ports a merged kitchen and recipes, and it guides users according to their situation. 
Our system aims to decrease the possible mistakes and confusion in cooking in order 
to facilitate a fluid cooking experience. 

Our proposed system, called Shadow Cooking, is a system that projects a guide di-
rectly onto the work surface, in accordance with a real-time situation (Fig. 1). The 
system recognizes the user’s current progress in the recipe and guides the next action 
step-by-step. The real environment and the recipe are integrated in two ways. One is 
spatial (i.e., information is projected onto the position of actual ingredients) and the 
other is chronological (i.e., instruction information is projected according to the cur-
rent progress of actual cooking). Thus, we expect the cooking activity to proceed 
uninterrupted, without the necessity to read a recipe. Our system aims to allow users 
to place their full attention on the cooking activity. 

3.1 System Configuration 

Shadow Cooking consists of a computer, a depth camera, a projector, and a digital 
kitchen scale (Fig. 2). The depth camera and the projector are installed above the 
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kitchen counter to detect objects and project a visual guide directly onto the ingre-
dients and utensils. A kitchen scale is installed with a Bluetooth chip that sends 
weight information to the computer in real time. After a recipe is selected, a step-by-
step guide is projected onto the objects according to the user’s current status in the 
recipe. 

 

Fig. 2. Configuration of the system. The wireless digital kitchen scale tracks the quantity of an 
ingredient that the user has poured into the scale. 

3.2 Recognition of the User’s Cooking Context 

The depth camera recognizes the existence of objects at specific locations on the 
kitchen counter in order to determine whether the user is following the instructions. 
The recognition is based on depth; therefore, once the user has placed an object on the 
specified place and the depth has been recorded, the system would not fail to recog-
nize objects because of hands moving over them. To distinguish objects, we set the 
lower and higher height of each object; the system then recognizes the existence of 
the objects when the depth value is within these two thresholds at the designated posi-
tion on the kitchen counter. This is an extremely simple method, but it can effectively 
detect typical incorrect situations, such as incorrectly placing a milk carton instead of 
butter. 

Fig. 3-(2) shows the recognition screen from the depth camera. The blue lines indi-
cate that an object exists in its designated position. Further, the digital kitchen scale is 
used to recognize the currently used amount of ingredients. Steps move forward by 
tracking the movement of objects and the currently used weight. For steps that cannot 
be determined through these two actions, the user can simply place a hand over the 
hand outline in order to move to the next step (Fig. 4-(2)). 
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Fig. 3. (1) A real scene from a kitchen counter, (2) a corresponding depth image for  
recognition 

 

Fig. 4. Operation steps. (1) The user sets all the ingredients and utensils onto the projection. 
(2) The steps move forward by detecting the movement of objects and the scale amount, or by 
placing hands over an image as shown. (3) The user follows the instructions visualized with 
lines and some words. In this figure, the system is instructing the user to place 50 grams of 
sugar into a bowl.  

3.3 System Usage 

The system follows the steps indicated in this section to guide the user. 

Step 1: Preparation. After selecting a recipe, the user sets all the ingredients and 
utensils onto the shadows as shown in Fig. 4-(1). After placing all the ingredients, the 
system will automatically proceed to the next step in the recipe. 
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Step 2: Adjustment (Optional). Optionally, the user can adjust the quantity of the 
recipe according to the specific weight of an ingredient. To adjust, the user would 
pick up the ingredient from the counter and place it on the scale; the amounts for the 
remaining ingredients are adjusted automatically. 

Step 3: Cooking Along with Shadow Cooking. After step 2, the user can place a 
hand over the hand outline to start cooking. The user cooks based on arrows, num-
bers, and short instructions to progress. Steps proceed according to the movements of 
objects. For example, if the step is to “Put 50 grams of flour into a bowl,” an arrow is 
directed from the flour to the bowl and a circle image shows the remaining amount 
that needs to be added and the amount that has been added already, as shown in Fig. 
4-(3). When the user picks up the wrong ingredient or adds too much, an alert is dis-
played. When an ingredient is not needed anymore, its shadow disappears from the 
counter, or the user is guided to wash the utensil to use it again. 

3.4 Trial 

We conducted a trial to observe the performance of the system and to verify whether 
the user interface is appropriate. Two subjects (a male and a female) used the system 
to cook muffins. The male subject did not have any experience in cooking pastries; 
the female subject cooks several times a year. We explained only the usage of a stan-
dard digital kitchen scale: it has two buttons, one is to power the apparatus on and off; 
the other is to reset to zero grams any object on the scale. We did not explain how to 
use the system. Moreover, we recorded videos from a camera above the kitchen coun-
ter and to the side in order to observe the participants’ handling of the utensils. Addi-
tionally, we interviewed the subjects after the test. 

Consequently, both subjects did not make any mistakes and both answered that 
there was no difficulty understanding the instructions. However, the female partici-
pant responded that when the instructions indicated to “Mix well,” she felt unsure as 
to how well to mix. In addition, both subjects had an inclination to pour more liquid, 
such as milk, than was necessary. 

4 Remote Instruction 

Novice cooks have a poor knowledge regarding cooking, and the information pro-
vided in recipes is frequently inadequate to guide beginners; for example, generally, 
recipes have no indication as to the proper heat level at which to cook certain dishes, 
or how to cut ingredients. Further, beginners might be unaware of how to manage 
unexpected circumstances, such as overheating, or a mixture not appearing as ex-
pected. On the other hand, experienced cooks, who cook daily, have sufficient know-
ledge such that they can arrange recipes in their own way, and adjust the heat level 
and taste according to their experience. Novice cooks cannot perform such changes 
without experience, and experienced cooks lack the opportunity to share their know-
ledge and sense of cooking. 
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With Shadow Cooking, we present another feature: experienced cooks can advise 
other cooks who are cooking in real time and from remote locations. A USB camera 
is attached to the ceiling of a cook’s kitchen, and the adviser can observe the actions 
of the cook through video displayed from a touchscreen tablet (Fig. 5). The adviser 
can then guide the cook in two ways: (1) through voice chat, and (2) through annota-
tion of hand-written messages using a conductive pen. For (1), users can simply chat 
about cooking; for (2), when the adviser writes a message directly on the video using 
the tablet, the written contents are projected immediately onto the same position on 
the cook’s kitchen counter. This annotation enables users to communicate directly, 
and even demonstrate instructions that might be difficult to express using words only. 
Moreover, the adviser can ensure that the cook is following instructions correctly. We 
expect this feature to help novice cooks in acquiring more cooking knowledge than 
their present experience. We also expect this feature to aid users in inheriting home 
cooking skills; for example, a mother can teach a child who lives away from home. 

 

Fig. 5. An adviser from a remote location advises a cook using live video from the camera 
placed at the ceiling of the cook’s kitchen. The adviser can then speak and write instructions; 
the written messages are then projected directly onto the kitchen counter. 

5 Discussions 

In this section, we discuss present problems and future work. 

5.1 Supporting Other Cooking Processes 

Our work assists the complete flow of cooking using weights and depth changes. For 
the trial, we used a recipe for muffins, which mainly consisted of measuring and mix-
ing ingredients. There are several other processes involved in cooking, such as frying, 
steaming, and cutting. The processes that necessitate heat require temperature man-
agement; however, it is difficult to determine the appropriate temperature, and the 
process cannot be reversed once a given dish has been overcooked. We consider that 
previous studies, which visualize heat temperature by numerical methods [4] or heat 
maps [14], are valid and users can evaluate visually whether they are applying the 
correct temperature. The process of cutting is also difficult, especially for novice 



 Shadow Cooking: Situated Guidance for a Fluid Cooking Experience 565 

 

cooks, because there are several methods for cutting ingredients, for example, chop-
ping, slicing, and mincing; moreover, cutting requires practice. We consider that it is 
effective to combine a video database, similar to the database that VideoCooking [8] 
incorporates into its system, or videos recorded by other cooks, such as CookTab 
[15]. 

5.2 Combination of Other Measuring Tools 

In the trial, we observed that the subjects poured too much liquid because pouring 
speed is fast and it is difficult to control small amounts, compared with flour. The 
authors of this work have previously developed a system called “smoon” [13], a mea-
suring spoon that automatically adjusts its capacity according to recipe data (Fig. 6). 
We consider that this type of measuring tool is more suitable for liquids. 

 

Fig. 6. Our previous work developed a utensil called “smoon,” which is a measuring spoon that 
automatically adjusts its capacity according to recipe data 

5.3 Miniaturizing the System and Applying to Other Activities 

The current system requires the installation of several devices in the kitchen. Recent-
ly, USB cameras, projectors, and depth cameras can be miniaturized and can be con-
nected to a tablet. If the entire system is miniaturized and becomes portable, it can be 
used for other situations, for example, to perform other activities on a table, such as 
knitting, sewing, and soldering circuits. 

6 Conclusion 

In this paper, we proposed a cooking support system called “Shadow Cooking” that 
aims to integrate recipes with real-time cooking. Because the recipe steps are progres-
sively shown, and the position of ingredients and utensils spatially correspond to real 
ingredients and utensils placed on a kitchen counter, a user can concentrate on the 
activity of cooking, instead of diverting their attention on attempting to understand the 
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recipe. Our user evaluation confirmed that this system helps users, and both beginner 
as well as experienced cooks can prepare a dish equally correctly, without any prior 
knowledge of the recipe. 
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Abstract. The Global Public Inclusive Infrastructure (GPII), which is being de-
veloped by the Cloud4all project and several other R&D projects, is a frame-
work to ensure that everyone who faces accessibility barriers due to disability, 
ageing, etc. can use computers, mobile devices, the Internet and all the informa-
tion and services available through these media. One of the goals of the 
Cloud4all project is to investigate this "auto-personalisation from preference 
sets" (APfP) in a domestic environment. To this end, the project is developing 
an online simulation of a smart house containing several devices with adaptive 
user interfaces such as a multimedia system and a washing machine with a dis-
play. For demonstration purposes, the simulation allows visitors to select the 
preference sets of seven personas with a variety of disabilities, i.e. visual, audi-
tory, cognitive and motor impairments. 

The Smart House Living Lab is a real accessible house equipped with the 
usual services of a conventional house where different ICT technologies (sen-
sors and actuators) are distributed extensively in the living lab technical areas 
such as ceilings and walls, remaining invisible to users. It is managed by the 
Life Supporting Technologies Group of the Universidad Politécnica de Madrid; 
and it is also a member of the European Network of Living Labs [4]. 

This paper shows the Smart Houses online simulation developed within 
Cloud4all and its integration with the Smart House Living Lab at UPM. 

1 Auto-personalisation from Preference Sets in Cloud4all 

Cloud4all uses "preference sets" (known as profiles in some other contexts) to identi-
fy the needs and preferences of its user. These preference sets might be generic or 
specific to the context of a given application, device, platform, or environment. Based 
on the preference set, the Cloud4all system determines the best assistive technologies 
and user interfaces that will make IT systems and content accessible. In the case of 
the Smart House online simulation, we want to demonstrate how various user needs 
can be accommodated by typical home appliances. 

We have targeted a wide variety of disability groups to show the capabilities a 
Smart Home can achieve with the help of Cloud4all. Re-using personas defined  
in the AEGIS [2] and ACCESSIBLE [1] projects, we have determined the needs and 
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preferences for various user types. Some excerpts from Cloud4all’s preference sets 
for these personas are shown below. 
 
Paulina Reyes 

{ 

    "http://registry.gpii.org/common/adaptationType": [{"value": ["audio 

description", "audio representation", "tactile representation"]}] 

    "http://registry.gpii.org/common/language": [{"value": "es"}], 

    "http://registry.gpii.org/applications/uk.co.jads.android.speechRate": 

[{"value": 5}] 

} 

 

Maurice Nalobaka 

{ 

    "http://registry.gpii.org/common/genericFontName": [{"value": "sans-

serif"}], 

    "http://registry.gpii.org/common/fontSize": [{"value": 18}], 

    "http://registry.gpii.org/common/foregroundColor": [{"value": 

"#FFFFFF"}], 

    "http://registry.gpii.org/common/backgroundColor": [{"value": 

"#000000"}] 

} 

 

Nitesh Sarin 

{ 

   "http://registry.gpii.org/common/language": [{ "value": "en-GB"}], 

   "http://registry.gpii.org/common/magnification": [{ "value": 2.0 }], 

   "http://registry.gpii.org/common/invertImages": [{ "value": false }], 

   "http://registry.gpii.org/common/tracking": [{ "value": "mouse" }], 

   "http://registry.gpii.org/applications/com.aisquared.zoomtext.application 

Priority": [{ "value": 0 }], 

   "http://registry.gpii.org/applications/com.microsoft.windows7.themes": [{ 

"value": "Windows 7 Basic" }], 

   "http://registry.gpii.org/applications/com.microsoft.windowsphone7.backgr 

oundColour": [{ "value": "#FFFFFF" }], 

   "http://registry.gpii.org/applications/com.microsoft.windowsphone7.foregr 

oundColour": [{ "value": "#000000" }], 

} 
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Edward Hodgins 

{ 

   "http://registry.gpii.org/common/language": [{ "value": "en-GB"}], 

   "http://registry.gpii.org/common/visualAlert.usage": [{ "value": "pre-

ferred" }], 

   "http://registry.gpii.org/common/visualAlert.systemSounds": [{ "value": 

"window" }], 

   "http://registry.gpii.org/common/voiceRecognition.microphoneGain": [{ 

"value": 1.0 }], 

   "http://registry.gpii.org/common/voiceRecognition.volume": [{ "value": 

1.0 }], 

   "http://registry.gpii.org/common/voiceRecognition.dictation": [{ "value": 

true }], 

   "http://registry.gpii.org/common/voiceRecognition.commandAndControl.vocab 

ulary": [{ "value": "Natural" }], 

   "http://registry.gpii.org/common/adaptationPreference.adaptationType": [{ 

"value": "visual representation" }], 

   "http://registry.gpii.org/common/adaptationPreference.language": [{ "val-

ue": "en" }] 

} 

 

Mikel Vargas 

{ 

   "http://registry.gpii.org/common/onscreenKeyboard": [{ "value": true }], 

   "http://registry.gpii.org/common/-provisional-initDelay": [{ "value": 

0.120 }], 

   "http://registry.gpii.org/common/cursorSpeed": [{ "value": 0.850 }], 

   "http://registry.gpii.org/common/cursorAcceleration": [{ "value": 0.800 

}], 

   "http://registry.gpii.org/common/-provisional-mouseEmulationEnabled": [{ 

"value": true }], 

   "http://registry.gpii.org/common/stickyKeys": [{ "value": true }], 

   "http://registry.gpii.org/common/-provisional-slowKeysEnable": [{ "val-

ue": true }], 

   "http://registry.gpii.org/common/slowKeysInterval": [{ "value": 0.4 }], 

   "http://registry.gpii.org/common/-provisional-debounceEnable": [{ "val-

ue": true }], 

   "http://registry.gpii.org/common/debounceInterval": [{ "value": 0.20 }], 
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   "http://registry.gpii.org/common/language": [{ "value": "es-ES"}], 

   "http://registry.gpii.org/common/-provisional-speechRecognitionOn": [{ 

"value": true }], 

   "http://registry.gpii.org/common/controllerWindow": [{ "value": "show" 

}], 

   "http://registry.gpii.org/common/microphoneGain": [{ "value": 1.0 }], 

   "http://registry.gpii.org/common/dictation": [{ "value": false }], 

   "http://registry.gpii.org/common/mouseControl": [{ "value": false }], 

   "http://registry.gpii.org/common/automaticDelay": [{ "value": 0.0 }], 

   "http://registry.gpii.org/common/automaticScanRepeat": [{ "value": 3 }], 

   "http://registry.gpii.org/common/scanSpeed": [{ "value": 0.5 }], 

   "http://registry.gpii.org/common/keyHeightRelative": [{ "value": 5 }], 

   "http://registry.gpii.org/common/keyWidthRelative": [{ "value": 3 }], 

   "http://registry.gpii.org/common/keySpacingRelative": [{ "value": 1 }], 

   "http://registry.gpii.org/common/doubleClickSpeed": [{ "value": 0.4 }], 

   "http://registry.gpii.org/common/absolutePointing": [{ "value": true }], 

} 

 

Peter Vandezande 

{ 

   "http://registry.gpii.org/common/language": [{ "value": "en-GB"}], 

   "http://registry.gpii.org/common/screenEnhancement.magnification": [{ 

"value": 2.0 }], 

   "http://registry.gpii.org/common/screenEnhancement.invertImages": [{ 

"value": false }], 

   "http://registry.gpii.org/common/screenEnhancement.screenMagnification": 

[{ "value": "ZoomText" }], 

   "http://registry.gpii.org/application/ZoomText.priority": [{ "value": 0 

}], 

   "http://registry.gpii.org/common/mouseEmulation": [{ "value": "Keyboard" 

}], 

   "http://registry.gpii.org/common/voiceRecognition.microphoneGain": [{ 

"value": 0.5 }], 

   "http://registry.gpii.org/common/voiceRecognition.dictation": [{ "value": 

true }], 

   "http://registry.gpii.org/common/voiceRecognition.commandAndControl.vocab 

ulary": [{ "value": "Natural" }] 

} 
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The purpose of these preference sets for the chosen personas is to cover a wide range 
of user needs – so that we can see how they apply in a domestic environment. To this 
end, we have also carefully selected a range of appliances and devices that appear in 
almost every home. When defining the adaptations for each appliance, we have tried 
to be as realistic as possible – e.g. washing machines don’t usually have a big display, 
but it is not uncommon for it to be touch screen. Similarly, we have tried to make the 
interfaces presented as close as possible to real products on the market – while still 
allowing a certain level of customization that might not be currently available. Table 
1 below shows the personas chosen, the devices chosen, and a mapping of appliances 
that support adaptations for the needs of a given persona. 

Table 1. Target groups and device adaptations 

Target 
group/device 

Blindness Night 
blindness 

Low 
vision 

Hearing 
impair-
ments 

Motor 
problems

Cognitive 
limitation 

Persona Paulina 
Reyes 

Maurice 
Nalobaka 

Nitesh 
Sarin 

Edward 
Hodgins 

Mikel 
Vargas 

Peter Vande-
zande 

Multimedia 
system 

X X X X X X 

Smart phone X X X X X X 
Air conditioning 
remote 

X X     

Kitchen 
appliances 

X X X X  X 

House  sensors  X  X X X 

 
It is easily seen that the simulation covers a wide range of needs, even for devices 

with small displays, such as AC remotes. Thus its users are able to get a better idea of 
how Cloud4all’s auto-personalisation from preferences applies to a domestic envi-
ronment. 

2 Smart Houses Online Simulation 

The Smart Houses online simulation provides a graphics interface depicting a typical 
house (Fig. 1). A user is able to choose a room, which is followed by an animation 
that slowly transitions to that room. The devices and appliances in the room are hig-
hlighted and the user can pick any of them to be transferred to the device interface. 

Each device shows a default user interface that can later be adapted to the user 
needs (Fig. 2) – such as increasing the font size, applying high contrast theme, chang-
ing the volume, etc. 
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There are two ways to explore the simulation – you can either type your Cloud4all 
token to determine the best setting for you on each of the devices, or choose one of 
seven predefined personas. They allow visitors to easily get an impression of the 
adaptive interfaces in the simulation without going through the process of creating 
their own preference set. The simulation will not only be of value to the Cloud4all 
project but also to other smart home projects that may take advantage of the open-
source simulation to explore and show different smart home features and functions. 
Beyond that, the online simulation is connected to the Smart House Living Lab of the 
Universidad Politécnica de Madrid (UPM), one of the Cloud4all partners. 

3 Smart House Living Lab at UPM 

The Smart House Living Lab at UPM serves as a research and development environ-
ment in the Ambient Intelligence context of technology and services to prevent, care 
and promote the health and welfare of people, support for social inclusion and the 
independent living of fragile and dependent groups, in all stages of the value chain: 
training, experimental research, technological development and technology transfer.  

With an area of over 150 m², it features modern control technology, monitoring 
and regulation of the environment. It consists of 3 distinct areas: 

• User area: approximately 100 m² where currently a house is simulated (with kitch-
en, bathroom, bedroom and living room), but it is an open space where any scena-
rio required can be simulated. 

• The Control room: which has a unique view of the user through a one-way mirror 
and holds the communication and monitoring systems and server technologies. 

• Area of Interaction in Virtual Reality: used for studying both, the user interaction 
with devices prior to prototyping in reality and for training them in their use. It 
serves for rapid prototyping of new services. 

The Smart House Living Lab appliances are controlled through KNX [3]. Different 
technologies are used and can be applied to develop new applications and services. 
The Smart House Living Lab provides infrastructure for interaction with ICT technol-
ogies in the fields of communication, interaction, security, control and comfort. 

The Cloud4all Smart House online simulation provides an innovative accessible 
user interaction model, taking advantage of Cloud4all accessibility features, to access 
and control the smart house appliances of the Smart House Living Lab. 

Conclusion 

The Smart House online simulation developed within the Cloud4all project and its 
integration with the Smart House Living Lab at UPM provide a glimpse into the fu-
ture, when technology will be accessible to everyone everywhere – starting from their 
own home. They also show the power of Cloud4all to make accessibility easier for 
everyone – with no need for repeated complex configurations on every device. 



574 B. Sheytanov, C. Strobbe, and S. de los Ríos 

Acknowledgements. Work presented in this paper has been researched within the 
Cloud4all project. Cloud4all is a R&D project that receives funding from the Euro-
pean Commission under the Seventh Framework Program (FP7/2007-2013) under 
grant agreement n° 289016. The opinions expressed are those of the authors and not 
necessarily those of the funding agency. 

Additional acknowledgements to CIAMI project (PAV-100000-2007-397) for the 
Smart House Living Lab at UPM, which was partially funded by Plan Avanza (In-
formation Society, Ministry of Industry, Tourism and Trade of Spain). 

References 

1. ACCESSIBLE project, http://www.accessible-eu.org/ (March 2014) (retrieved) 
2. AEGIS project – Open Accessibility Everywhere, http://www.aegis-project.eu/ 

(March 2014) (retrieved) 
3. KNX – the Worldwide STANDARD for Home and Building Control, 

http://www.knx.org/ (November 2013) (retrieved) 
4. The European Network of Living Labs, http://www.openlivinglabs.eu/  

(November 2013) (retrieved) 



 

C. Stephanidis and M. Antona (Eds.): UAHCI/HCII 2014, Part III, LNCS 8515, pp. 575–586, 2014. 
© Springer International Publishing Switzerland 2014 

Building a Recognition Process of Cooking Actions  
for Smart Kitchen System 

Fong-Gong Wu and Tsung-Han Tsai 

Department of Industrial Design, National Cheng Kung University, Tainan, Taiwan 
fonggong@mail.ncku.edu.tw, scott0510@hotmail.com 

Abstract. Smart kitchen should be focusing its development on the actual inte-
raction with users and the environmental objects rather than emphasizing on 
complicated instructions and feedback. Unfortunately, the current techniques 
can only be designed to identify motions and basic actions. The main purpose 
of this paper is to analyze and research user motions and actions involved in the 
process of cooking, including ingredient preparation, and to discover multiple 
action identification characteristics for the user and cooking utensils. By using 
the video analysis, ultimately, the project will use these characteristics to estab-
lish a reliable cooking-action database. Our study can distinguish between simi-
lar actions. The model is primarily used to identify, understand and differentiate 
the extent of the intellectuality of user motions. This model may be used in the 
future in the application to cooking support systems or other smart kitchen  
developments. 

Keywords: Smart Kitchen, Human Behavior Taxonomies, Motion analysis, 
Video analysis, Decision Tree Learning. 

1 Introduction 

Nowadays, people’s daily lives are closely related to technologies. Particularly our 
family lives with the accelerating pace of technological innovation, which has always 
been the focus of life. Also, many activities have been created within the family envi-
ronment. If the environment can be made to reciprocate this behavior and respond to 
human behavior, it will lead to several advantages [1]. To provide useful devices 
which are most closely related to daily life, an intelligent family lifestyle has compre-
hensively seen the direction of future development worldwide. 

Combined with various sensing technologies, the smart home system is also used 
to monitor and analyze the daily routine behaviors of residents. When unusual beha-
viors are sensed which are different to those being established in the system database, 
then residents might have some potential problems which needed to be further unders-
tood, like physiological or physical disease problems. Different systems may choose 
different sensing technologies based on its purpose. In general, technologies most 
commonly used by existing smart home systems are mainly divided into two main 
categories—Direct Environmental Sensing and Infrastructure Mediated Systems [2]. 
Direct Environmental Sensing takes advantage of certain facilities like camera or 
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RFID to offer considerably useful information for identification of actual activities of 
human beings, yet the installation and maintenance costs are relatively higher. Infra-
structure Mediated Systems, however, merely need to install sensors on certain exist-
ing facilities. Compared to the Direct Environmental Sensing which has to use a large 
number of simple binary sensors in an area, the Infrastructure Mediated Systems can 
relatively lower the complexity of installation and maintenance costs. 

In order for the system to be able to correctly guide the user on cooking steps, it is 
necessary to first think about how to let the system know when the user has completed 
an action [3]. Three ways which can be used are as follows: (1) User notification; (2) 
Use of an IC tag; and (3) System recognition. The first way allows the user to directly 
notify the system by pressing a button so that the system knows that a certain action 
has been completed. The user then follows the directions for the next step.  

The User centric Smart Kitchen System was created based on this design in which 
the system directly identifies the movements of the user and then gives support and 
feedback to the user if necessary. In general, the system is designed to identify hand 
locations, postures or cooking utensils. Food ingredients are not identified, as too 
many characteristics, such as colors, shapes, grains and textures make identification 
very difficult. There are several pieces of equipment which can be used for identifica-
tion; besides the RFID identification system motioned above, an identification tech-
nique based on image identification is also available. The latter does not add any  
electronic tag on objects or the user, but directly turns a screenshot into pictures or 
images by using cameras or thermal imaging detection. Images or pictures used to 
take a screenshot could be a set of logistic, systematic totem. Not adding an image on 
the kitchenware or cooking tools for simple identification by the appearance is also 
workable. Many of the recent dining and auxiliary systems employ this type of identi-
fication technique to identify and recognize hand gestures and basic movements. 

Smart kitchen should focus its development on the actual interaction with the user 
and the environmental objects, rather than emphasizing on complicated instructions 
and feedbacks. Those extra and unwanted motions do nothing but easily distract the 
user [4]. If the operation of smart equipment and the feedback approaches are incon-
sistent with the behaviors that the users are familiar with, or even force the user to 
have to re-learn and adapt to new ways of interaction, then such a design may contrast 
with the original idea for better quality or even causes more inconvenience. Neverthe-
less, as mentioned in the prior section, the development of existing smart kitchen 
systems focus relatively on the systematic application and the integration of the sys-
tem and environment, like the cooking support system, for example, which emphasiz-
es on the integral process planning of the cooking guide.  

Cooking usually involves many complex actions, rather than merely simple ones 
like picking up or cutting. It is not enough for a smart system to identify hand move-
ments [5]. Thus, in order to allow the system to better understand which movements 
and actions are being carried out by the user, it should first build an integrated action 
data set as references for the system to map user actions and movements. 

The main purpose of this paper is to analyze and research user motions and actions 
involved in the process of cooking, including ingredient preparation, and to discover 
multiple action identification characteristics for the user and cooking utensils.  
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Ultimately, the project will use these characteristics to establish reliable Human Ac-
tion Recognition Process. The model is primarily used to identify, understand and 
differentiate the extent of the intellectuality of user motions. This model may be used 
in the future and applied to the cooking support system or other smart kitchen devel-
opments, such as the auxiliary system of recipe amplification. In addition, because our 
study investigates the kitchen of smart home, our target environment is focused on 
home kitchen not commercial kitchen, which may be different not only in spatial 
allocation but also in cooking actions. 

Miyawaki and Sano [6] developed a cooking navigation system utilizing the virtual 
agent, which is made by augmented reality tech to assist user to accomplish all cook-
ing actions. 

The scope of the research, which involves Human Behavior Analysis (HBA), 
widely ranges into applications from several fields, such as motion detection, back-
ground extraction and high-leveled abstraction behavior models [7]. Prior to conduct-
ing the behavior analysis, however, it is necessary to first define the relationship of 
layered behavior. There is plenty of literature related to HBA taxonomies [8] defined 
three layers of taxonomy. This first layer is called “action primitive” or “motor primi-
tive”, an action layer which is made up of a series of different or repeated action  
primitives. If the layer is involved in a wider range, including objects or interaction 
between the user and the environment, then it is called an “action layer”. Let’s take 
the action of making coffee as an example. A single arm or hand motion is called 
“action primitive”, putting the teapot on the stove or picking up a cup from a table is 
called “action”, and the whole process of making coffee is so-called an “activity”. 

Chaaraoui et al. [7] categorized HBA as being divided into four layers: motion, 
action, activity and behavior according to semantics and time frame. The layer of 
“motion” is mainly used to detect the “movement” or something like the measurement 
of eye position or head posture. At the “action” layer, it has not been merely used to 
differentiate human motions; rather, it includes the interaction between humans and 
objects. “Second” is used as a measurement unit; an “activity” is made up of all types 
of “actions”, which are measured anywhere from several seconds to several minutes, 
such as cooking or taking a shower. As a result, to better understand a user’s activity, 
it is necessary to identify and classify a series of actions. The final layer is called “be-
havior”, in which the time unit ranges from a single day to several weeks. It is used to 
detect the subject’s abnormal behaviors in advance, such as discovering whether the 
subject suffers from some symptoms of a disease, like Alzheimer's disease (AD), for 
example, through observing and analyzing lifestyle, habits, and routine behaviors.  

The method of defining behavior based on different layers is very helpful for 
doing relevant research, as the researchers can effectively identify the preferred layers 
they are going to identify, and avoid unwanted ones. To summarize the above classi-
fications, this study focuses on the exploration of the “action” layer, including the 
operational interactions between humans and utensils. The “activity” of “cooking” is 
made up of these series of “actions”. 
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2 Methods 

2.1 Content Analysis 

Frequent cooking actions must be listed first before being recognized and understood 
by the system. The research for this study is set in the home kitchen, and the target 
user is set to be those who frequently use the kitchen, regardless of gender. It is be-
lieved to be more appropriate to collect the cooking actions from general commercial 
recipe books. Later, the ideal target data can be analyzed and induced based on the 
Content Analysis. Content Analysis is a methodology of quantitative analysis which 
is based on the contents of the literature. It converts non-quantitative texts into quan-
titative data for the purpose of establishing meaningful classification items to analyze 
specific characteristics, features, or trends. 

According to the definition, the research scope of this study is defined at the very 
beginning. A Western cuisine recipe book, which ranked number 1 in the current 
market, was selected. This recipe book provides 119 dishes. Any verb used to de-
scribe the cooking procedure of each recipe will be extracted and recorded into a form 
of Microsoft Excel. Because the difference between “Action” and “Motion” has been 
clearly defined previously in this study, this study will record and extract from the 
texts of the selected recipe book those actions which have an interactive relationship 
with the objects, such as shredding or stirring. As a result, some motions like stret-
ching out or raising a hand or certain cooking activities such as boiling or roasting, 
will not be counted and included in this research. 

2.2 Expert Interview 

Those actions, which are extracted from the texts of the selected recipe book, may 
partially differ from those performed in real life, or actually are the same ones but 
merely with a different description in the text. Therefore, before determining the final 
target actions, this study will conduct an expert interview to evaluate and correct 
those action items listed previously. 

This study constructed an open-ended interview with two professors who have pro-
fessional backgrounds in cooking. Through these two professors’ expertise, the inter-
view aims at determining which actions are suitable for the research scope of this 
study. 

2.3 Recording Cooking Action Videos 

When the action items are decided, video recordings will be conducted to record these 
actions. The first step for video recording is to set the environment as well as the re-
cording equipment. The filming environment is set in a home kitchen, rather than in a 
laboratory. From this picture it is clear that the work area of the kitchen is divided into 
three parts: stove, countertop, and sink. Then the action demonstration and video re-
cording will be conducted based on the work areas which correspond to different 
action items. This study chose subjects with cooking experience for this action  
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demonstration because, first, the research scope is set in a home kitchen, and second, 
the action items are selected and established from the texts of recipe books. 

Concerning the kitchenware, according to the action list we presented, a general 
kitchen knife is selected for the cut action, and other utensils are rod and turning sho-
vel. The knife tip and shank are respectively tagged with a round green sticker (with a 
16 mm), that makes it clearly stand out from the background of the environment. This 
round green sticker is used as a feature point for image analysis (As Figure 1). More-
over, the distance of two dots between the utensil tips and shank is different. This is 
used as a reference for determining the displacement of the z-axis (in an orthogonal 
relation with the image screen). The distance between the camera and the kitchenware 
is 90 cm. 

 

 
Knife Rod Turning Shovel 

Fig. 1. Utensils 

Concerning the video recording equipment, a camera with a resolution of 
1920*1080 pixels at 30fps is selected, the distance of utensil and camera is 90 cm. 
When the recording environment and video equipment are all set, it’s time for record-
ing the cooking actions. At the beginning of the recording, a pure action, which simp-
ly operates the kitchenware without food, will be recorded. Later, the main purpose 
for the operators to hold the knife and repeat the chopping actions on the same side is 
to calculate errors in the video analysis, which is used to define the green color coor-
dinate, followed by the implementation and recording of all kinds of actions. Every 
single action is operated by a single operator, with a single action lasting for 15 
seconds. While filming, operators will be asked to hold the utensil vertically toward 
the countertop, and start the action after the recording has started for one second. 
When all of these files are saved, set and well organized, the next step will be to make 
the video set for the analysis of the action parameters. 

2.4 Video Analysis 

After completing the recording work, videos will be converted to Avi format which 
will be imported to the MATLAB for image analysis. First, according to the different 
environment, the green points on the utensils will undergo an RBG Coordinates Anal-
ysis, which will find the parameter threshold of the green points among red, blue and 
green colors. The purpose of doing so is to adjust parameter threshold of two green 
points captured by each video (Figure 2). 
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The steps of analysis are as follows: First, execute the file named 
RGB_ROI_ColorAnalysis_ReadVideo after turning on MATLAB. Second, type the 
file path which you want to analyze and then circle the green dots on the utensils by 
cross cursor tool, and the analysis results of RGB color spaces will be obtained after 
clicking. Then definite the color spaces of green dots according to the results. 

 

Fig. 2. Color Analysis Process 

Then, execute the file named Motion_Record by MATLAB, import the cooking 
action videos one by one according to classification, and the process of the analysis is 
as figure 3, recorded action videos will be analyzed for later establishing moving 
track diagrams of green points which correspond to a time axis, including five dia-
grams of analyzed results— Amplitude and Frequency on the X-axis Y-axis and Z -
axis and variations of two-point distances. Also it will make a video output of the 
analysis process. 

 

 

Fig. 3. Video Analysis Process 

2.5 Data Analysis 

After completing the analysis of all videos, each action group, such as cooking action 
groups for slicing or dicing, will be undergo a data analysis to identify the parameter 
difference of sub-actions in each group, define each parameter’s threshold, and finally 
analyze and organize each action group as diagrams to establish a database of action 
parameters. 
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Attribute Analysis. There are several steps after analyzing action videos: First, we 
organize the peak data of the diagram into Microsoft Office Excel. Second, classify 
the data that might be Key attribute from the action videos into a table, columns are 
action classes and rows are attribute classes. And then, save the file as Comma sepa-
rated Value (CSV) after completing the table for machine learning to proceed re-
searching. 

Decision Tree Learning. After building data table, we start to precede Decision Tree 
Learning by Weka. Weka is free software for data analysis and predictive modeling 
which is written by java and the developer is University of Waikato in New Zealand. 
There are many standard data mining tasks and operator methods to choose, and the 
operating interface is very easy for users. Plus, it is able to be operated in almost 
every system, including Linux, Windows, OS X and etc. 

First, open the Weka, click “Explorer” and choose the database table which is csv 
file from the “Preprocess” label, and we can see some numerical value of table classes 
and data. And then move the cursor to “Classify” label, click the “Choose” button, 
choose the Decision Tree Learning methods. This research is completed by represent-
ative operator method called SimpleCart. At last, choose the “Start” button to start 
analyzing, and the results will be presented in the “Classifier Output” column. 

The analysis results are the classification results of SimpleCART Decision Tree, 
different attribute data thresholds, total Correctly Classified Instances and Precision, 
and detailed accuracy by class, including Precision and Recall. At last, proceed Con-
fusion Matrix by the analysis result and then present the final matrix. 

3 Analysis and Results 

3.1 Cooking Actions Taxonomies 

The first half of this study mainly organizes general actions for cooking by first ana-
lyzing a Western cuisine recipe book through Content Analysis. Later, a preliminary 
action list is established and then given to cooking professionals for revision and to 
solicit suggestions for completing a final list of cooking action items. 

In the first phase of conducting the Content Analysis, a total of 119 dishes  
will be recorded with 1,607 verbs. 45 different action items will be obtained after 
organization. 

Table 1. The sub-actions list (Recipe) 

Action Sub-action 
 Cut Slice Cut into

two
Cut into

stick
Julienne Chop 

Cut Mince Dice Cube Gash Cut into
angularity

Cut into 
segments 

 Cut into 
rods 

     

Press Mush Crash     
Frying Frying Shallow-

Fry
Stir-Fry    
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3.3 Video Analysis Results 

Base on the correspondence of green point’s locus and timeline in reference video, we 
can export four diagram and data of Amplitude on X Y and Z-axis, Frequency on X Y 
and Z-axis and variation of two-point distances. At first, we analyzed the reference 
video, try to correct the accuracy and calculate the error, and then analyzed the action 
video sets we recorded before. 

According to the variation of two-point distance, divide the differences between 
maximum and minimum variation by two-point distance, then we can get the error of 
our video analysis, which is approximately 1.9%. 

The following are the video analysis results of Cut action(cube slice shred dice and 
mince), which contained three figures, including the displacements of X-axis, dis-
placements of Y-axis and variation of two-point distances. X-axis represented the 
vertical axis on the image perpendicular to countertop; Y-axis represented the hori-
zontal axis on the image, as to Z-axis it’s orthogonal to the image. We can see the 
amplitude differences from the first two figures. If the variations of two-point dis-
tances decrease, it means that the utensils are moving away from the camera, so we 
can see it represents the displacements of the Z-axis. Then it used the Fourier trans-
formation to calculate each action’s movement frequency on each of the three axis 
and find out the representative number of frequency. We can see the peak frequency 
of each action, the three axis number of peak frequency is its movement frequency. 

3.4 Motion Elements Database 

After video analysis, we will get the data of cooking movements. In addition to orga-
nizing amplitude and frequency of the data, we also observe the possible key differ-
ences from the action videos, and classify the representative data into tables, then 
precede the Decision Tree Learning analysis to get the result path. 

In addition to calculating the general value of video analysis results such as ampli-
tude and frequency; meanwhile, we also observe cooking movements to figure out the 
key attributes to separate two similar movements and then put them into the chart. 
From the analysis result of chart, we figure out that there are some observable differ-
ences in the frequency part; therefore, we use the frequency of all movements as pre-
setting attribute in this research. 

In the cutting classifications, we figure out that the displacement on the Z-axle of 
stripping is bigger than slicing in the same time observably. The displacement will be 
increasing because that the chunk-shaped ingredients are bigger than flake-shaped 
ones. The observed differences also reflect on the result chart of video analysis, which 
is the slope of amplitude on the Z-axle of the two movements. The greater the slope 
the more displacement per unit time, on the contrary, the smaller. At last, organizing 
the key data into charts and then built motion element database. 

There is no significant difference in other movement classifications except for fre-
quency; therefore, we use it on the three axles as attribute of the movement. 
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4 Discussion 

It is important for smart kitchen systems to accurately identify the actions performed 
by users. It’s also the core of cooking support systems. We started by analyzing the 
verbs occurring frequently in recipes and made classifications. A total of 119 dishes 
were recorded with 1,607 verbs. 46 different action items were obtained after organi-
zation. Actions that are performed by the same utensils were grouped together. We 
had classified 27 items, of which four items have sub-actions. Then we asked experts 
to refine this list, combining and modifying some action items, and finally getting a 
total of 26 action items, including four actions with sub-actions. These action items 
represent the most commonly used actions in cooking behavior. The second stage is 
to record the cooking action video set. Although there are already many available 
action video sets, since we have sorted out a list of actions in this study, we recorded 
them ourselves. This cooking action video set can also supply other studies with a 
resource for other image analysis methods. 

The most important part was that our study has achieved significant results on the 
identification of the various actions. Based on the results, we analyzed the action’s 
amplitude and frequency in the X, Y, Z-axis. First is the "Cut" action which occurs 
most often in the cooking process. Although they are all performed by a knife, they 
can be quite diverse, and the presentation of the ingredients is also very different. The 
sub-actions of Cut are Cube, Slice, Strip, Dice and Mince. According to the three 
amplitude diagrams of video analysis results, we can see these actions in the X-Axis 
and Y-Axis and the amplitude difference is quite significant. Cube is the highest, and 
Julienne Mince is the lowest. These differences can also be observed by eyes. Varia-
tion of two-point distances can be regarded as the displacement of the utensil  
movements in the Z-axis, the variation of the action obviously presents regularly de-
creasing, which means that action is far away from the camera. Also, we used the 
Fourier Transform to calculate the frequency value of each action in the three axis of 
the highest frequency. We are able to observe that the frequency of julienne and 
mince are higher than cube from the action videos and analysis data; however, the 
precise value of distinction depends on Decision Tree Learning. Discussing the results 
of machine learning from the result of decision Tree learning, we can separate Cube, 
Slice, Dice and Julienne precisely. The method of classification is showing in figure 
5. First is the Frequency of X-axis, division value is 4.051, >4.051 for Cube and Slice, 
<4.051 for Dice and Julienne. Cube and slice have greater movements and lower fre-
quency due to the bigger ingredients, while Dice and Julienne have smaller move-
ments and higher frequency due to the smaller ingredients. From the research result, 
we can find out that Frequency of X-axis will be affected by the altitude of ingre-
dients. Second is slope of Z-axis amplitude, the greater slope value means the bigger 
movements in the same time. Cube and slice are able to be distinguished by slope 
value 6.49, >6.49 for Cube, <6.49 for Slice, and the reason is that Cube has thicker 
ingredients, so as the movements. And Julienne and Dice are able to be distinguished 
by slope value 10.42. The incorrectly classified precision between Julienne and Mince 
is very high, so although total precision is 73.8462%, if we take of the Mince action 
data, total precision will increase to 96.1538%. Because it’s very similar in  
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ingredient’s size and thickness between Julienne and Mince, so it’s hard to define the 
attribute. The most obvious difference between them is the relationship of time. Ju-
lienne is the previous step before Mince; this difference can also be a reference of 
action recognition in smart kitchen system. 

Then, the category of Press action is Crash and Mush, their movement is very simi-
lar, but there are only two sub-actions, so it only need one key attribute to distinguish 
them apart. 

In addition to the difference of the amplitude and frequency of three-axis direction 
can separate the similar actions. Space and time differences are also other clues to 
help finishing a list of action items with all the actions corresponding to the relation-
ship between the regional and the time listed. Therefore, we can use the system identi-
fication process in accordance with these relationships classified. First, the system can 
detect the location of the camera in the environment, such as near to the stove or 
countertop. It can first determine whether the next activity is cooking or preparing. 
Judging, again according to what the user came to the kitchen to use attached to the 
kitchen on the totem determining what kitchen utensils are used, such as round totem 
indicating frying, star totem indicating mixing. Finally, use the data threshold of mo-
tion element established in this study to determine the different actions performed by 
the same kind of utensils. With such a judgment process, the system can judge the 
actions of various dishes with higher precision. 

 
Location  Utensils  Motion Element 

Distinguish between 
two activities. 
e.g. Cook & Food 
prepare 

 Distinguish between 
two actions. 
e.g. Cut & Fry 

Distinguish between 
two sub-actions or 
some actions looks 
similar.

  
  

Fig. 5. System recognize process 

These results can be used as the foundation for action recognition for smart kitchen 
systems in order to determine if the user is still running or has finished specific  
actions. 

5 Conclusion 

Smart kitchen should focus its development on the actual interaction with the user and 
the environmental objects, rather than emphasizing on complicated instructions and 
feedback. Our research’s purpose is to analyze user’s motion and action in the cook-
ing process and ingredients preparation, and to discover multiple action identification 
characteristics for the user and cooking utensils. While many differences in cooking 
actions can be found by observation, how to let the system know user’s action is very 
important for activity recognition system. Our study classified common used actions 
in various cooking activities. 



586 F.-G. Wu and T.-H. Tsai 

 

Since the purpose of this study is to establish a set of identification process, one 
part of our recognize process is base on the use of different types of patterns on kitch-
en utensils for judgment, which are not available. This study uses green points for 
reference in video analysis, in addition to using the color as a reference; we can also 
change the use of different totems for this study. 

The green point tagged on the front and near the end of utensils are to avoid the 
mask of hands and ingredients, it will have the range limits by using the color as the 
reference. If using totem for identification, we can use its characteristics of continuity 
to avoid masking problems. In addition, there is only a side shot with utensils, we use 
the size difference to analyze the z-axis data. In the future study, we can consider 
tagging the patterns on the top of utensils, and use two cameras for video recording. 
This may increase the accuracy of the z-axis data analysis, but may also increase the 
complication of the system analysis process. 

Meanwhile, the research has also built a good database procedure to follow if there 
are additional actions to add or subdivide the present actions, such as thick slices and 
thin slices, to make this database more complete. 
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Abstract. In the last few years, many countries showed an increased public 
awareness regarding the consequences of the demographic change, which 
presents considerable challenges on future health care systems in the next dec-
ades. As a framework of the research presented here, we introduce a currently 
running interdisciplinary research project in which novel textile input devices 
are to be developed, iteratively designed, and evaluated. In order to learn about 
the individual requirements for using smart textiles in a home context, we car-
ried out a exploratory questionnaire study in which 72 participants (aged 20-76) 
evaluated perceived benefits and barriers of smart textiles in the home context. 
Results show a first insight into user experience and the general willingness to 
adopt smart textile input devices. Also, the perceived suitability of functions to 
be controlled by those novel input devices as well as the reported appropriate-
ness of different rooms and general device styles into which smart input devices 
could be integrated were collected. Results show, overall, a high willingness of 
participants to use smart textiles as input devices.  

Keywords: Smart textiles, technology acceptance, user diversity. 

1 Motivation and Related Work 

Drastical demographic changes and aspects such as increased life expectancy, im-
proved medical healthcare, or reduced fertility rates, will lead to a growing number of 
frail older people who will need medical treatments and long-term care provided by 
public health care systems [1] [2]. In order to master the exigent requirements of an 
aging society, developments in medical engineering in combination with information 
and communication technologies are indispensable to offer novel or improved possi-
bilities for older patients to keep mobile and maintain their independence in old age 
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[3] [4] [5]. The spectrum of emerging technical applications covers a broad variety of 
developments, reaching from internal medical technologies (e.g. implants for moni-
toring physiological signals) over devices integrated into clothes (e.g. smart textiles, 
wearable technologies) to healthcare robots or smart home technologies that support 
older people in keeping up their independent life at home [2] [6] [7]. So far, research 
on medical technology is mostly dominated by technical, medical, and economic dis-
ciplines. The same holds true for the development of new medical products, which are 
in most cases guided by medical necessity, technical feasibility, and economic interest 
[8]. This exclusively technical and economic focus on technological advancement 
disregards the actual end-users’ motives and possible barriers to the technology from 
all aspects of the design and development process. However, medical technology – 
especially in the home-care and rehabilitation sector – can only tap its full potential 
and benefit graying societies if the people who will need to use the devices help de-
velop them to fit their specific requirements. This includes clearing acceptance bar-
riers of electronic applications [9] [10].    

Supporting seniors in maintaining independent lifestyles at home will only be 
achievable by systems able to monitor and control health-related information. The 
devices should also be portable and communicable, and fit into the ecology of exist-
ing mobile devices as well as into the individual home context of older adults. This is 
referred to as Ambient Assistant Living [11] [12]. Though the development in mobile 
technology is impressive, practical experience shows that technical solutions – novel 
and timely as they may be – do not necessarily guarantee the successful distribution 
of these innovations. In order to reach a high degree of user acceptance, taking into 
account only the technical and engineering aspects is not sufficient. The human as-
pects of these technologies have to be carefully considered as meeting users’ wants 
and needs regarding privacy, dignity, and individual requirements is pivotal for the 
users’ approval of these medical technologies [13] [14]. Thus, the success of (future) 
technologies at home largely depends on the extent to which technical developments 
meet the specific needs and demands of users, and on their willingness to use and 
integrate devices into their personal spaces [15] [16].  

As a framework, we introduce a currently running interdisciplinary research 
project in which novel textile input devices are to be developed, iteratively designed, 
and evaluated. We report on a first empirical study in which users’ attitudes and per-
ceived requirements regarding textile input devices were explored.  

2 Smart Textiles 

Smart textiles and clothing represent a promising approach within pervasive health-
care systems. Instead of additional mobile devices, which have to be deliberately 
picked up and packed, the concept of 'wearable computing' envisions computers as 
integral parts of our everyday clothing [17]. The goal is to have an always-on and 
networked computational artifact that assists mobile users in a wide range of everyday 
situations. Smart textiles can collect different vital parameters, which can be  
delivered by WLAN to patients’ smart phone or computer, the doctor, or even central 
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emergency stations that call an ambulance if necessary [18]. In the last years, a consi-
derable number of approaches integrated communication and sensor technologies into 
clothing such as shirts and belts or jewelry and wristwatches [19] [20]. In the context 
of smart shirts, the most popular approach is the Vivo Metrics Life Shirt [21], on the 
market since 1999, which is equipped with sensors that measure heart and pulmonary 
as well as other vital values. Other approaches focus on user experience and are based 
on fun and hedonic aspects [22], communication aspects [23], or sports [24].  

Beyond the high potential of smart textiles in terms of functionality, ubiquity, and 
effectiveness [17] [19], the approach to integrate technical devices or technology into 
materials familiar to all persons opens up a huge field of applications scenarios.  
Textiles are usually perceived positively, based on inherent characteristics of the  
tissue – soft, warm, chic, pleasurable, smooth, velvety, colorful – which makes this 
technology highly plausible and usable for different usage contexts [4] [18]. Many 
users wish for more than the pure technical functionality and prefer devices with a 
high social and hedonic value [26] [27] [28]. As smart technical devices will be in-
creasingly used within home environments, these aspects are likely to gain additional 
importance in the future [29] [30] [31] [32].  

This is of special relevance against the background of user diversity and the chal-
lenge to meet age-related changes (psychomotor, cognitive), as well as the sensitive 
tradeoff between assistance and the wish to live independently from technology, 
which is often found in older users [33] [34] [35]. In this context, it is crucial to un-
derstand the users’ needs, the perceived benefits and barriers a technical device may 
bring for them, potential design requirements that must be individually tailored to the 
users’ abilities, but also the interrelation of functional and aesthetic factors and their 
consequences for the design, use, and acceptance of smart environments. 

3 Intuitex – An Interdisciplinary Project 

“Intuitex” is a recent project, funded by the German Ministry of Education. It specifi-
cally targets the development of a novel technology which adapts to the users’ needs 
(instead of the other way around) and which seamlessly fits into the natural living 
space of users. This claim includes not only a true understanding of users’ acceptance 
and their wishes for usable designs but also an understanding of the interrelation of 
the use of such technical devices in context. The overall goal is to develop an indivi-
dually tailored textile interface that can be used in the home environment. In Figure 1 
shows schematic drawings of potential application scenarios.  

A specific focus of the project is directed at the diversity of users, that is the older 
and frail users and their requirements for usable and well-accepted technical products. 
Specifically, the project directs to the holistic and human-centered design of textile 
input devices that are (1) intuitively usable and easy to learn, (2) respect requirements 
and lifestyles at home, (3) fit to age-related difficulties in the manual control of input 
devices, (4) have an attractive design and rely on familiar soft and warm fabrics, and 
(5) may be suitable for different usage contexts.   
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In the course of the project, we will implement users’ requirements into the tech-
nological cycle and develop prototypes in iterative cycles with users evaluating the 
usability, the design, the aesthetics, and the functionality in each of these cycles.  

 

Fig. 1. Schematic drawings of potential applications of smart textiles within the home environ-
ment ® Intuitex, RWTH Aachen University 

4 Method 

Variables and Procedure. Independent variables were the participants’ age and 
gender. In terms of user diversity, both factors might have a distinct effect on the 
acceptance of smart textiles and the perceived benefits and barriers [4] [8]. In order to 
collect comprehensive opinions of a broader sample of different ages, we chose the 
questionnaire-method. The questionnaire was delivered online (completing it took 
about 20 minutes). 

Participants. A total of 72 people participated in the survey (57% female). Their age 
ranged from 20-76 years (M=29.6, SD=9.8). Participants were reached through the 
social networks of younger and older adults. They were not remunerated for their 
efforts, but were keen to learn about innovations in home automation and smart tex-
tiles. Only a small fraction (1%) had previous experience with smart textiles, yet 
about 30% had already heard about the possibility of using smart textiles (mainly 
from the area of sports). 

Structure of the Questionnaire. The questionnaire was arranged into five sections.  

1. Demographic data. The first part included demographic data regarding partici-
pants’ age, gender, educational level, and (previous) profession. 

2. Benefits and barriers of smart textiles. Users were asked to evaluate benefits and 
barriers of smart fabrics in clothing and furniture (items were the same for both 
types of textiles to allow a comparison, answered on a 6-point Likert scale. 

3. Requested functions to be controlled by textile input devices. In a third part, par-
ticipants were asked to evaluate functions to be controlled by a textile input device. 
Again, evaluations had to be done on a 6-point Likert scale. 
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4. Devices desired as textile input devices. Participants had to evaluate which possible 
object or device should be used for the integration of textile input devices. 

5. Home locations in which textile input devices should be integrated. Participants in-
dicated which rooms at home might be appropriate for the integration of textile in-
put devices. 

Questions. The items and answering options were based on previous empirical work 
in our workgroup in which we collected argumentation patterns as well as user expe-
rience of users of a wide age range [36] [37] [38]. In Table 1, items are given. 

Table 1. Items and answering options in the relevant sections 

Benefits and barriers Material quality is very important to me 
• My key criterion is functionality 
• It is very important that textiles are easy to clean 
• Material quality is very important to me 
• I would pay more for a good quality 
• Durability is important to me 
• A lower quality is ok if the price is low 
• Low prize is most important to me 
• The design is most important to me 
• High quality is not that important to me 
• My key criterion is a fashionable look 

Requested functions • un/look front door 
• open/close front door 
• turn on washing machine 
• set alarm clock 
• control radiator temperature 
• draw a bath 
• water plants 
• control room temperature 
• switch TV channel 
• adjust/change music 
• set outside lighting 
• open/close shutters 
• control interior lighting 

Requested devices • curtains 
• carpets 
• trousers 
• blankets 
• table clothes 

• pillow 
• plush toy 
• kerchief 
• chair/easy chair 

Requested locations • children’s room 
• bathroom 
• dinging room 
• kitchen 

• table clothes 
• office at work 
• office at home 
• living room 
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5 Results 

5.1 Evaluation of Smart Textiles (Contrasting Furniture vs. Clothing) 

We report on descriptive outcomes, followed by the effects of age and gender on ac-
ceptance (M)ANOVA). The level of significance was set at 5%. First, the evaluation 
of smart textiles in furniture (Figure 2) in contrast to clothing (Figure 3) is described.  

 

Fig. 2. Level of agreement (means) for the total group regarding requirements of smart textiles 
implemented in furniture (1 = I do not agree at all, 6 = I completely agree)  

When focusing on furniture, we see that the most important dimensions are the 
“look and feel” and the durability of the material, but also the ease of cleaning and the 
functionality. Age did not impact the evaluations of smart textiles in furniture. How-
ever, there was a significant overall effect of gender (F(1,42)=2.4; p=0.02), showing 
that men and women evaluate the use of smart textiles in furniture differently. 

A closer look into the single items show that men report to accept more frequently 
a lower quality to the advantage of a lower price than women do (F(1,42)=3.8; 
p=0.05). Furthermore, women report to attach a higher importance to the design of 
furniture equipped with smart textiles than men (F(1,42)=3.8; p=0.05). Also, women 
report to focus much more on the look and feel of smart furniture than men report to 
do (F(1,42)=6.4; p=0.001). Interacting effects of age x gender were not observed. 

Regarding the evaluations of smart textiles in clothing (Fig. 3), the most important 
characteristics were the “need to feel good,” fashionable looks,” “importance of ma-
terial quality,” but also the “durability” of the clothes as well as the “design.”  

Age did significantly impact the evaluations. The older focused significantly more 
on the functionality of smart clothing (F(1,42)=4.9; p=0.03) and attached a higher 
importance to the “feel good” compared to young adults (F(1,42)=3.6; p=0.05). Also, 
gender effects appeared: Durability of smart clothing was more important to men than 
for women (F(1,42)=3.7; p=0.05). 
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Fig. 5. Perceived usefulness of smart functions (1 = do not agree at all, 6 = completely agree)  

A final question regarded the evaluation of a suitable location within home and 
working environments (Figure 6). As can be seen, there are clear preferences. The 
living room and offices are perceived as most suitable. In contrast, bathroom and 
children’s room are not regarded as appropriate for textile input devices. While both 
main effects (gender as well as age) did not affect the evaluations differentially, there 
was a significant interaction effect between gender and age (F(1,42)=2.9; p=0.01). 

 

Fig. 6. Suitable locations for smart textiles (1 = do not agree at all, 6 = completely agree) 

The interaction of age x gender is due to the fact that older men are more positive 
to use smart textiles in the respective locations than younger men and older women 
more reluctant than younger women (Figure 7).  
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Fig. 7. Interaction of age x gender of smart textile input devices in the kitchen (1 = I do not 
agree at all, 6 = I completely agree) 

6 Discussion and Future Work 

In this exploratory paper, we report on the perceived suitability of smart textile input 
devices integrated into home environments. Overall, there was a high openness to use 
novel devices in all participants, independent of user diversity. The acceptance of 
users seems to be higher in familiar objects and not sensitive to usage context. As 
such, smart textiles integrated in clothes are rated as more suitable than smart furni-
ture, presumably because smart shirts are fairly well known from the sports context 
and already available on the market [21] [22][23]. Regarding possible functionalities 
and locations at home, users prefer those settings in which the usage of smart textile 
input devices is not too intimate (living room and office) and only used for fairly neu-
tral and public functions (e.g., switching TV or music channels). The more sensitive 
the location and the more security-relevant the function (e.g., bathroom, closing the 
front door), the lower was the perceived suitability of smart textile input devices.  

Even though the reported findings about the acceptance of smart textiles were quite 
insightful, we should be aware that the questionnaire method applied here allows only 
a first glimpse into users’ attitudes and “what users really feel.” As most of the users 
do not have any experience with the handling of smart textiles, the outcomes pre-
sented here lack mostly practical knowledge and factual validity. In the course of the 
project, therefore, the creation of an experimental space in which potential users can 
experience and “feel” the technology in order to fairly evaluate it is of pivotal impor-
tance [39]. Persons might overemphasize their sensitiveness towards privacy and 
security violations and their dismissal of novel technology if their judgment only 
relies on the imagination of using it [40]. This is of particular importance, as potential 
usage barriers can only be fully understood if users can have a hands-on interaction 
with the environment and “feel” the impact of natural technology at home.  

As a general direction of future technology development, it should be considered 
that the quality of “good interfaces” relies on more than the exclusive focus on  
performance aspects (as done in traditional studies dealing with the usability of input 



596 M. Ziefle et al. 

 

devices [33] [34]). Rather, usability should equally focus on traditional pragmatic 
aspects – attributes emphasizing the fulfillment of individuals’ productivity- as well 
as affective and hedonic aspects – attributes emphasizing individuals’ well-being, 
pleasure, and fun [41] [42]. Especially against the background of an aging society, it 
is crucial that interfaces are designed in accordance with older users’ specificity and 
diversity [43]. Technical developments should systematically integrate user diversity 
– age, gender, social and cultural factors – into usability approaches.  
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Abstract. This study is done as a part of design-research processes that aims to 
co-create technology supported robot centered therapy environment for autistic 
children. We attempt to evaluate to which extent the therapists who perform be-
havioral training of children with autism can be supported by robot technology 
in the process of therapy content creation and training. First, we feature a robot-
centered environment that is technically designed to decrease the complexity of 
programming dynamic, synchronous and parallel interactive robot behavior to a 
level compatible with content creation. Afterwards, we apply the Cognitive 
Dimensions Framework (CDF) approach for evaluation of the usability of this 
environment that is employed to control a robot interacting with children with 
Autism Spectrum Disorders (ASD). A pilot test with therapists of two clinics 
followed by a test with adolescents with autism was performed. Participants in 
the pilot test performed tasks according to the different types of user activity in 
the CDF, and answered a questionnaire corresponding with the different dimen-
sions. The results show negative attitude towards one particular dimension, but 
also high scores in other dimensions. As an additional validation of the usability 
of the environment, 9 adolescents with ASD could also create robot scenarios. 
We interpret these results as follows. In general, the therapists and autistic ado-
lescents could program relatively simple behavioral scenarios with robots. 
However, we need to further explore whether assembling and executing of 
more complex robot scenarios such as programming of dynamic real-life beha-
viors and task scheduling is possible by end-users. 

Keywords: autism spectrum disorder, cognitive dimensions framework,  
co-creation of contents, robot assisted autism therapy. 

1 Introduction 

There is increasingly more evidence that robots can be beneficial in behavioral train-
ing of autistic children. Robots with different embodiment and level of anthropomor-
phism have been used to train shared gaze and joint attention abilities [1-13,30].  
Attempts have been made to use robots to improve imitation and turn-taking skills  
[4-9] , to teach facial and body emotions [10] to enhance nonverbal and verbal skills 
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27 and initiate social interaction [6], [11-13].  Even though some of these studies are 
successful, it is challenging to implement the robots in daily training practice. We 
investigate the problem of how to create a robot-centered learning environment that 
can be used by therapists/caregivers to support the training of children with autism.  

At this stage of deployment of robots in autism research, we consider the experi-
menters with psychology or clinical background, therapists and caregivers as a prima-
ry user of robot technology, who will take active part in creation of robot-mediated 
training. So we develop training environment to serve primary the need of these users.  
Therefore a robot –centered training environment needs to have first, a sufficient 
number of robot behaviors that are useful for training, and second, an interface for 
easy (re-)design, personalization or adaptation of the robot training scenarios and their 
execution. 

The issue of creating a meaningful training sessions with a robot has been  
addressed previously in [14]. However, in this study the therapist was a knowledge 
provider and he/she was not meant to create or execute robot scenarios. Robins and 
colleagues 28 presented a set of ten play scenarios for robot-assisted play for children 
with special needs; however therapist were not meant to create their own scenarios. 
The “Therapist-in-the-loop” approach was proposed by Colton and colleagues in [15], 
in which the authors  attempt to engage the child and facilitate social interactions 
between the child and a team of therapists.  We engaged the therapists in a co-creation 
process for the development of scenarios that they would like to use as an augmenta-
tion to their practice. The current research has the far reaching goal to make the the-
rapists able to program, adapt and control the robot in an end-user way, relaying on  
co-created crucial mass of behaviors and scenarios.  

To direct this process, we have chosen a specific training framework. The existing 
training practices for ASD address specific skills or behaviors like language and 
communication skills, problem solving skills, daily living skills or socially adaptive 
behaviors [16], [17] and use huge variety of approaches and underlying theories. We 
have chosen Applied Behavioral Analysis (ABA) framework, which stimulates desir-
able actions by children through structural positive reinforcement [18]. Pivotal Re-
sponse Training (PRT) in particular, as part of ABA, introduces the so called pivotal 
areas to point out clusters of behaviors which, when targeted during an intervention, 
also lead to improvements in other behaviors of the children. So far, research has 
focused on five pivotal areas: responding to multiple cues, motivation, self-
management, self-initiations during social interactions and empathy [19], [20]. This 
therapy requires natural settings. Using a robotic agent to perform different scenarios 
with a trainer and a child is not a natural circumstance, as is required for PRT. How-
ever, we do find these techniques from ABA, and the prompts used in PRT to be a 
promising course to follow, since they need to be delivered in a consistent and struc-
tural manner, which is especially suitable to be done with a robot.  

In an attempt to make the robot centered environments a part of the clinical testing 
and practice, the therapists should be able to use the robot and eventually 
adapt/personalize scenarios by themselves. Therefore, in addition to our efforts to 
create useful scenarios, it will be necessary that the therapists can change their scena-
rios “on the fly”, i.e. they need to have robot programming skills. For this purpose we 
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have developed an existing end-user programming environment for the control of a 
NAO robot and this paper offers a qualitative pilot study of whether the therapists can 
work with it. The term ‘therapists’ is used as an umbrella term, covering actual the-
rapists, that perform the training and child psychologists that create the training  
programs. 

In addition, a test has been made to check whether high IQ adolescents with autism 
could create robot behaviors with this environment.  

In this paper, section 2 elaborates on the design of the learning environment that 
has the affordances of easy creation of interactive and dynamic behaviors by end-
users. Section 3 describes the user testing method for the pilot test, section 4 reports 
the results of testing with both therapists and with adolescents with autism, and sec-
tion 5 draws conclusions and offers a discussion our findings. 

2 Creation of Robot Centered Training Environment  

A robot centered learning environment needs to provide possibilities for natural inte-
raction with the robot as well as an interface tools for the therapists/experimenters of 
this environment to make use these possibilities. In the domains of physical therapy 
and mental potential development, the so called “dual user” problem exists: a domain 
specialist that uses the robot as a tool to augment his/her practice, and the client or 
patient that is traditionally served by the domain specialist and who is now (partially) 
served by a robot 23.  First we need to crate affordances for use by therapists as users 
that will enable the uptake of robots in therapy.  

Therapists cannot be expected to have programming experience, or knowledge on 
robotics. In addition, only a robot platform is not sufficient to make them use robots. 
We aim to enable the therapists with a process and a tool that will help them to build 
naturalistic scenarios quickly; the scenarios should be accurately performed by the 
robot (errors during the scenario will sabotage the learning moment for the child); in 
addition, the scenarios has to be fitted to the individual requirements of the child (sce-
narios should be easy to adapt).   

For this purpose we combined a commercially available and affordable robot NAO 
with the TiViPE graphical programming software integrator platform [21, 23].  

2.1 Hardware Platform 

NAO robot from Aldebaran robotics is a 58cm tall walking robot, having 25 mechan-
ical degrees of freedom, and has digital cameras, speakers and microphones, different 
touch sensors and wireless communication capabilities. Using these sensors it can 
engage in interactive behavior through movement, speech, different LEDs in the face 
and body, and touch. 

Moreover, we do not expect this specific choice of robot to be fixed forever. The 
TiViPE software platform is set up in such a way that different robots can be fitted to 
it in the future, as this field is still rapidly progressing, and more robots will become 
available in the future, a textual robotic language of small sets of meta commands 
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such as (move, say) is being used which have to be adapted to the actuating capabili-
ties of the used robot.   

2.2 User-Centered Software Tool  

A. Drag and drop interface that incorporates synchronization, parallelism, be-
havioral dynamics  
Graphical programming interfaces are generally known to improve the usability of 
programming tools. They usually incorporate an easy to use drag and drop interface. 
The NAO robots are shipped with a graphical programming environment called Cho-
reograph. Commonly the robot manufacturers provide a software environment to 
control robots, mostly tailored to the specification of the robot (for instance Choreo-
graph and leJOS 29). Besides that these environments are tightly coupled to a specific 
robot, they lack the ability of more complex control concepts, such as synchroniza-
tion, parallelism, and creation of dynamic behaviors. We created the TiViPE robot 
controller, which by design incorporates these concepts. The other advantage of Ti-
ViPE is the easy adaptation to any robot, but also the ability to incorporate in the  
experimental or the training platform another sensors/ devices. This implies that com-
puter or external camera, Kinnect sensor or other sensors can naturally be integrates 
to the learning environment.  

 The created robot behaviors are kept up to the environmental changes by a con-
stant flow of sensory information of all robot sensors, they are available to the robot 
in real-time. The proposed environment uses a box-wire approach to create flow-
charts with behavioral sequences. The boxes, which represent behavioral components 
with different levels of complexity, can be connected to other components, creating a 
network. Properties of a component can also be modified. Furthermore, networks of 
components can be merged into new components, which enable users to build com-
plex, interactive and intelligent behaviors. By providing the therapists with a powerful 
set of components we expect that they can quickly setup a scenario by connecting 
different components into a network.  

B. Textual (string) language for creation and scheduling the priorities of execu-
tion of parallel behaviors  
The main merit of a textual robot language is that robot actions are described in intui-
tive to humans terms such as move, LEDs on, etc., and these actions can be executed 
in a mixture of parallel and serial actions [23]. The complexity of a task such as de-
signing  parallel actions ( such as speak and move accordingly) is reduced to basic 
logic ( high school arithmetic) using & character for sequential and “|” character for 
parallel actions. Square brackets are used to bind a set of these textual actions in order 
to give the priority of their execution where such is needed.  Therefore, this textual 
language has the complexity of learning 10 robot commands and their parameters, and 
requires understanding of high school arithmetic for scheduling of the robot beha-
viors.  One can easily understand how to schedule commands that come in parallel, or 
needs to wait until the last of several parallel commands have been completed. Very 
important feature by this parallel processing is the synchronization between parallel 
processes (such as bodily expressions and speech).  
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The advantage of describing actions as a text is that during the execution of the 
pre-programmed scenario, one can add new actions while training and therefore it is 
possible to easily personalize or optimize training scenario.   

C. Combining the state concept with the flow of constant sensory update for easy 
creation of dynamic robot behaviors   
As previously said, the drawbacks of most graphical programming environments are 
that they can only deal with rather simple problems. For this purpose in TiViPE with-
in the constant flow of sensory information, a state space concept has been created.  
The main advantage of using states within a behavior, an active state or a set of states 
is that state transitions can be set up like solving a tiny task or problem.  Once this 
task is accomplished, the scenario proceeds to the next state or the set of states. The 
state chart could translate the end-users idea of dynamic behavior (how to go from 
state to state and back) to a robot dynamic behavior. As a result, the behavior of the 
robot continues naturally even after unexpected disturbances from the environment 
occur. The real-time update of the sensory information makes it possible to have a 
constant feedback on the ongoing robot actions. For instance, when a robot tries to 
grasp an object it might drop it. The robot will repeat the action of grasping, but since 
the object has probably fallen at a different position, the robot has to recognize this 
new position.  

In addition, the pace of the sensory and behavioral level of information processing 
differs a lot. Even the simplest behavior is magnitudes longer than the sensing. In the 
TiViPE environment the robot sensors are permanently read out and (partly) processed. 
The sensing takes place in parallel to processing of (textually defined) action com-
mands that are executed on that robot. The sensing is mostly performed on regular 
update speeds of up to 500 ms and can therefore be one order of magnitude faster than 
the robot action commands could be executed. This implies that the robot is not always 
ready to receive a new set of action commands until the previous commands have been 
executed.  To gain an optimal responsiveness, the length of the set of actions should be 
minimized. The sensing, perceiving, and acting cycle is done therefore in parallel, as 
recommended in [24, 25].  Constructing behaviors is accomplished by coupling sets of 
actions by adopting the state chart concept [26], combined with the flow of constantly 
updating of all the sensory information available to the robot in the graphical flowchart 
of this behavioral sequence. 

D. Hiding Complexity  
Once a sequence of behaviors or a state chart of behavioral components is detected to 
be often used in combination, a simple marking of these components compiles them 
to a single behavioral block. By the creation of state diagrams, the end-user does not 
see the sensory flow, only defines the sequences of actions. We are wondering wheth-
er such a translation is easy to be automated.  

A set of scenarios with specific learning goals was co-developed with the therap-
ists. This is the necessary content for the platform to use during training sessions with 
the robot and a child.  
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3 User Testing Method 

The therapists play a crucial role in the several design iterations which were per-
formed. This includes designing robot scenarios and behaviors, conducting user tests 
and evaluations of these and making necessary improvements. We evaluate each ite-
ration phase using the formative evaluation method of the Cognitive Dimensions 
Framework (CDF). The dimensions that were used and its interpretations taken direct-
ly from the manual [22] have the following meaning: The Cognitive Dimension “Ab-
straction” is interpreted as the types and availability of abstraction mechanisms, 
“Hidden dependencies” has the meaning that  important links between entities are not 
visible; “Premature commitment “ constraints on the order of doing things, “Second-
ary notation” means extra information ( other than formal syntax); “Viscosity” refers 
to resistance to change; “Visibility” is the ability to view components easily; “Close-
ness of mapping: is the closeness of representation to domain; “Consistency” means 
that similar semantics is expressed in similar syntactic forms; “Diffuseness” refers to 
the  verbosity of language; “Error-proneness” notation inventarises mistakes; “Hard 
mental operations” - high demand on cognitive resources; “Progressive evaluation” 
means that work-to-date can be checked at any time; “Provisionality” is the  degree of 
commitment to actions or marks; and “Role-expressiveness” denotes that the purpose 
of a component is readily inferred. 

In the formative evaluation we use the cognitive dimensions to give name to diffi-
cult to quantify concepts. This makes it easier to compare different concepts and 
make trade-offs. In this paper, we elaborate on the first evaluation which was a study 
in two clinics. Five participants from the first clinic and three from the second clinic 
took part of the experiment. 

In the evaluation, the participants were given four different tasks, based on the dif-
ferent types of user activity described in the Cognitive Dimensions Framework, de-
fined as incrementation, modification, transcription and exploratory design. The tasks 
that we created were respectively: Adding a component, editing a component, adding 
a new section to the network and making an own contribution to the network. For the 
tasks, a scenario was provided in flowchart form on paper, and a network representing 
this scenario was also pre-made. The participants had to complete and use this scena-
rio and network during the four tasks.  

In this first evaluation, all participants had their first experience with the program-
ming environment. We described the first task extensively, and each following step 
with less detail. This gave our subjects the opportunity to quickly become familiar 
with the functionalities of the program, which gives them the freedom to explore in 
the final test, where they had to make their own contribution.  

The programming environment was not demonstrated beforehand. Instead, a short 
explanation on paper was provided describing components and how these are  
connected, along with the task list and flowchart. Participants were asked to think 
aloud while performing the tasks, and were free to ask questions when they became 
stuck.  

After the tasks the experience of the participants were evaluated with a short ques-
tionnaire (in Dutch for our participants).  The questionnaire featured 28 statements on 
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their experience with components and network in TiViPE, and 7 statements about 
how the robot was perceived. There was extra room for comments at the end of the 
questionnaire. Statements could be answered with a five-point Likert scale (fully 
don’t agree, don’t agree, neutral, do agree, fully agree). In this format, it was possible 
for the participants to quickly give their opinion about their experience. The state-
ments all related to one or more of the cognitive dimensions. We also asked the par-
ticipants for their experience level with other computer tasks on a five point scale 
(Basic, below average, average, above average, expert; each level had a description 
with examples). 

The goal of the pilot study was to make sure the questionnaire and tasks were de-
fined properly and was performed with 5 people from different healthcare back-
grounds (four female and one male, average age 33, computer skill level was marked 
from basic to above average). After the pilot, the questionnaire and task list were 
improved to make the different dimensions in the questionnaire more balanced, and 
improved the wording.  

Three therapists from the second clinic were then invited to go through the tasks 
and questionnaire. They were all females aged between 24 and 27, and had a higher 
educational degree than the pilot subjects. They all marked above average on the 
computer skill level inquiry. The setup with the robot, programming environment and 
instructions is shown in Figure 1.  

 

 

Fig. 1. Experimental setup 

4 Results 

Results from the questionnaires were compared with the cognitive dimensions each 
question represented. Together with the qualitative data, statements can then be made 
about the different dimensions and their trade-offs. 
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The therapists in the second clinic performed the four tasks faster than the pilot test 
group (between 15 and 20 minutes compared to 20 to 25 minutes) The difference in 
training of the therapists from both clinics was that in the first one. 

Each participant had a different approach to the final exploratory task. In the group 
of the second clinic, one subject would add extra components; a second altered the 
existing components, and a third started looking for other components that were not 
part of the original scenario.  

During both pilot tests, it was observed that the subjects required extra help at the 
start (first one or two tasks), but quickly managed to use the basic functionalities of 
the program. There was a need for clear instructions at the start, but each participant 
was able to do the final task on their own.  

The results from the questionnaire were gathered and mapped on the different cog-
nitive dimensions (Table 1). Since a small sample was used, the high scores were 
marked with good or very good, and neutral scores with moderate. No noticeable nega-
tive attitudes towards a specific cognitive dimension were observed. Two dimensions 
scored noticeably higher than the other ones: role expressiveness (how self-explanatory 
are the different elements?) and provisionality (how accurately are the user’s actions 
performed?).  This means that the users could clearly see how each component of a 
program relates to the complete robot behavior and that users could with little effort 
rich accuracy by implementation of the scenario changes and adaptations.  

Table 1. Results questionnaire in Cognitive Dimensions 

Cognitive Dimension Score from Questionnaire

Abstraction good

Secondary Notation moderate

Viscosity good

Consistency good

Error Proneness moderate

Progressive Evaluation good

Provisionality very good

Hidden Dependencies good

Premature Commitment moderate

Visibility good

Hard Mental Operations moderate

Closeness of Mapping good

Diffuseness good

Role-Expressiveness very good
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In both tests the cognitive translation from flowchart to TiViPE network was not 
straightforward. It took some effort to see the connection between the flowchart mod-
el, and the component network. This can be linked to the hard mental operations and 
abstraction dimensions.  

Some mistakes were made with connecting components during the first task, which 
required precision in clicking sertain areas. This could affect the error proneness, and 
something that could be improved in the interface. This shortcoming was compen-
sated with different other dimensions, such as provisionality. Decreasing the possibili-
ty to make errors can also decrease the speed one can work with the program, or how 
much control one has while building a scenario.  

Within this analysis one has to note that the Cognitive Dimensions framework 
gives a broad- brush usability profile, intended to provide discussion tools, rather than 
detailed metrics [20]. 

Additional usability test with adolescents with autism  
As part of a summer camp, two groups of 4 and 5 adolescents (age 16-18, accompa-
nied by their caretakers) visited the robotics lab at the university. We organized an 
interactive session for them where they got a presentation about the project and the 
robot, and were then given the opportunity to create a short scenario and perform it 
together with the robot.  

To make sure we would be able to set up a reliable short robot-adolescent interac-
tion within minutes, we used only simple building blocks, i.e. a robot statement and a 
touch sensor. Still with these blocks two different stories were developed by the two 
groups. The first one was the robot functioning as a friendly alarm clock. The second 
was the robot reminding you to take your medication on time.  

In both sessions, we asked the adolescents for a volunteer to do the programming in 
our visual programming environment. We were surprised by how quickly they were 
able to connect and adapt the different components on their own, which are the two 
core principles of our program.  

5 Conclusion 

The results from the evaluation  give a positive preliminary results that support our 
hypothesis that by providing the appropriate design of the user-centered platform and 
formalizing the process of content creation, high-tech platforms as robots can be used 
for training children with autism.  

The evaluation has been done by utilizing on the flow-chart concept for formaliz-
ing robot interaction behaviors only. The therapists were familiar with translating a 
child learning goal to flow-chart based scenario. Since we aim to introduce more 
complex and interactive scenarios, it is important how the novel to the therapists and 
technically more complex concepts are presented, while keeping the interaction with 
the program simple. The positive results from the cognitive dimensions analysis show 
that there is a good starting point, and from the qualitative data, we conclude that the 
participants can handle more complexity.  
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Creating scenarios that incorporate parallel commands, task scheduling and state 
concepts are not tested yet. Creating several different scenarios will make possible to 
formalize elements of the process of scenario creation with the aim to further auto-
mate it. In addition, although the programming concepts can be presented in an un-
derstandable way within TiViPE and most of the complexity is hidden due to its  
design, the interface of this tool still appears complex for end users and additional 
layer if an interface is necessary. We have created simple interface for the control of 
the robot during therapy sessions, which displays what the robot says and what are the 
response possibilities of the experimenter or therapist. 

We assume that personnel within the clinics are becoming more familiar with 
computer interfaces. This might further lower the hurdle to work with novel computer 
interfaces and the upload of training content by non-specialists. Presentation of the 
information for the participants was important. They mentioned that the handouts 
with information were very useful, but we can take this a step further, for example 
with video tutorials.  

The sessions with adolescents showed that older adolescents had a keen interest in 
programming the robot, and were able to contribute in co-designing short scenarios. It 
may be worth exploring further whether designing social behaviors by autistic adoles-
cents can be beneficial for their development and helpful for the development process 
of the training program as well since these adolescents understand the thinking  
patterns of autistic children. 
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Abstract. We report on the procedures followed in order to acquire a multi-
modal sensory corpus that will become the primary source of data retrieval, data 
analysis and testing of mobility assistive robot prototypes in the European 
project MOBOT. Analysis of the same corpus with respect to all sensorial data 
will lead to the definition of the multimodal interaction model; gesture and  
audio  data analysis is foreseen to be integrated into the platform in order to fa-
cilitate the communication channel between end users and the assistive robot 
prototypes expected to be the project’s outcomes. In order to allow estimation 
of the whole range of sensorial data acquired, we will refer to the data acquisi-
tion scenarios followed in order to obtain the required multisensory data and to 
the initial post-processing outcomes currently available. 

Keywords: assistive robot, natural HRI, multimodal communication model, 
multisensory data acquisition. 
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1 Introduction 

Mobility disabilities are prevalent in our ageing society and impede activities impor-
tant for the independent living of elderly people and their quality of life. The MOBOT 
project1 aims at supporting mobility and thus enforcing fitness and vitality by devel-
oping intelligent active mobility assistance robots for indoor environments that pro-
vide user-centred, context-adaptive and natural support. The driving concept here 
envisions cognitive robotic assistants that act (a) proactively by realizing an autonom-
ous and context-specific monitoring of human activities and by subsequently reason-
ing on meaningful user behavioral patterns, as well as (b) adaptively and interactively, 
by analyzing multi-sensory and physiological signals related to gait and postural sta-
bility, and by performing adaptive compliance control for optimal physical support 
and active fall prevention.  

Towards these targets, a multimodal action recognition system is currently under 
development which needs to monitor, analyze and predict user actions with a high 
level of accuracy and detail. The main thrust of our approach is the enhancement of 
computer vision techniques with modalities such as range sensor images, haptic in-
formation as well as command-level speech and gesture recognition. In the same 
framework, data-driven multimodal human behavior analysis will be conducted and 
behavioral patterns of elderly people will be extracted. Findings will be imported into 
a multimodal human-robot communication system, involving both verbal and nonver-
bal communication and will be conceptually and systemically synthesized into mo-
bility assistance models taking into consideration safety critical requirements. All 
these modules will be incorporated in a behavior-based and context-aware robot con-
trol framework aiming at providing situation-adapted optimal assistance to users.  

In this framework, end user data become a crucial starting point for the design and 
implementation of the robotic platforms and also for the definition of the foreseen 
communication model. The recording sessions for the acquisition of the MOBOT 
multimodal sensory corpora took place in the rehabilitation centre Agaplesion Betha-
nien Hospital/ Geriatric Centre at the University of Heidelberg.  

In the field of human-action recognition several datasets with rich sets of activities, 
complex environments representing real-world scenarios have been published. Such 
datasets that combine video and mocap systems in a systematic way by collecting 
synchronized and calibrated data include the HumanEva I and II datasets [1]. The 
creation of HumanEva datasets were motivated mainly by the need for having ground 
truth that can be used for quantitative evaluation and comparison of both 2D and 3D 
pose estimation and tracking algorithms. Although the HumanEva datasets have been 
extensively used in establishing the state-of-the art in human action recognition, their 
application areas remain limited to evaluation of 2D and 3D motion and pose estima-
tion based on video and mocap data only. There are a number of other multimodal 
datasets that enhance the standard mocap-video data with additional modalities, such 
as magnetic sensors or microphones. The TUM Kitchen Dataset [2], which consists of 
activities in a kitchen setting (i.e., subjects setting a table in different ways), for  
example includes also RFID tag and magnetic sensor readings in addition to the  
                                                           
1 www.mobot-project.eu/ 
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multi-view video and mocap data. Similarly, the CMU Multimodal Activity (CMU-
MMAC) Dataset [3] contains multimodal measures captured from subjects perform-
ing tasks such as meal preparation and cooking. The set of modalities utilized in this 
dataset is rather comprehensive, consisting of video, audio, mocap, internal measure-
ment units (i.e., accelerometers, gyroscopes and magnetometers) and wearable  
devices (i.e., BodyMedia and eWatch). These two datasets are the first examples of 
publicly available multimodal datasets with a rich selection of various modalities. 
Finally, the Berkeley Multimodal Human Action Database (MHAD) is currently the 
only to-date dataset that systematically combines multiple depth cameras with multi-
view video and mocap that are geometrically calibrated and temporally synchronized 
with other modalities such as accelerometry and sound [4]. The specific dataset con-
sists of multi-view video, depth and color data from multiple Kinect cameras, move-
ment dynamics from wearable accelerometers and the accurate mocap data with the 
skeleton information. In addition, ambient sound during the action performance was 
recorded and synchronized to reveal discriminative cues for human motion analysis. 

2 MOBOT Database: Sensors Used and Types of Data Collected  

The MOBOT database was acquired by means of a sensorised passive rollator (Fig.1) 
comprising multimodal input from (i) laser range finder sensors, (ii) force/torque 
sensors, (iii) RGB and RGB-D cameras and (iv) microphones. In addition a motion 
capture system was used to record human limb movements as well as the rollator and 
subject’s absolute positions in space. 

 

Fig. 1. Instrumented rollator 

A diagram of the data acquisition setting implemented during the record-
ing/measurement sessions that took place in Bethanien/Agaplesion Geriatric Hospital 
is presented in Fig. 2, while details on sensors employed are next provided.  
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2.1 Laser Range Finders  

Two laser range-finder sensors were mounted on the passive rollator platform: One 
laser scanning range-finder sensor of type Hokuyo UTM-30LX was mounted at the 
front of the rollator platform facing towards the motion (normal walking) direction, to 
provide full scanning angle of the walking area. This sensor, also known as Hokuyo 
Top-URG, provides a 30m and 270° scanning range, and is suitable for robots with 
high moving speed because of its long range and fast response (~40 scans per 
second). One laser scanning range-finder sensor of type Hokuyo UBG-04LX-F01 was 
mounted at the back of the rollator platform facing the user legs, scanning a horizontal 
plane at the lower limbs (below knee) level, aiming to provide data on the gaiting of 
the user during typical walking operation with the rollator. This sensor, also known as 
Hokuyo Rapid-URG, provides a detection range of up to 5m with a 28 msec/scan 
time, and has a superior accuracy of +-10mm in short range (up to 1m) measurements. 
 

 

Fig. 2. Diagram of the MOBOT data acquisition setting in Bethanien Geriatric Hospital 

2.2 Force/Torque Sensors  

Two 6 DOF HR3 force/torque sensors of type JR3 45E15 were placed at the handles 
of the sensorised passive rollator. They are characterized by a force measurement 
range of 400N in x and y direction and 800N in z-direction as well as 50Nm around x 
and y and 500Nm around the z axis. 

2.3 RGB and RGB-D Cameras 

HD Cameras. For the recording of the scenarios and the required data collection four 
High Definition technology cameras with sensitive sensors were used. Three of the 
cameras were mounted on tripods and were static. 

The central camera was placed as to record the patient when walking throughout 
the recording area. The aim was to record the whole body or the largest possible part 
of it. However, the presence of the rollator in most scenarios has hidden the posture of 
the torso and legs. So, it was necessary to place another camera in front and at an 
angle (side) to cover any optical gaps and provide further information of motion and 
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posture of the patient as well as details of maneuvering and possible human interac-
tion with a carer. Moreover, this camera could capture any difficulties in walking or 
causes in case of stumbling.  

An HD camera (GoPro) was mounted on the passive rollator. The main criterion 
for the choice of this particular camera was the ability to record close and at a con-
stant distance the patient's torso, arms and all its movements and in some cases also 
the head. Because of its small size and weight and its wide angle lens it was placed on 
top of the upper Kinect camera (for details see next subsection) mounted on the rolla-
tor.  Due to the obligatory presence of the expert team in the field of view of the  
cameras during data capturing, a fourth HD camera was added to avoid or eliminate 
"visual noise". This camera was always on one side to supplement and give informa-
tion that was missing or that was not visible from the other cameras. The location was 
not predefined and its position changed in-between the different scenarios so as to be 
placed in the optimum position in order to give the best viewing angle. 

Kinect Cameras. Before data acquisition, the acquisition team experimented with 
different sensor choices and sensor placements, with the goal of placing the sensors in 
a configuration that achieves the broadest possible coverage of the human body, while 
being at a short distance from it. In particular position constraints did not allow 
placement of the sensors at a distance larger than 60 centimeters from the typical 
body position, as this would make the platform difficult to manipulate by elderly us-
ers. We therefore focused on solutions that would allow recording the human body 
from a short distance (Fig.3). We converged on using two Kinect-for-Windows 
(KFW) sensors, that are equipped with the ‘near mode’ option, which is absent in the 
more common Kinect-360 sensors. A considerable amount of effort was invested in 
order to obtain consistent data streams from the two KFW. We opted for placing the 
two Kinect sensors to be facing towards complementary directions so as to achieve 
broad coverage and to avoid interference between the two Kinects. The first sensor is 
facing horizontally towards the patient, aiming at capturing the area of the torso, 
waist, hips and the upper part of the limbs. The second sensor is facing downwards, 
capturing the lower limb motion information, with the aim of enabling the estimation 
of 3D limb positions and eventually also the analysis of gait abnormalities.   
 

 

Fig. 3. RGB stream from Kinect 

2.4 Microphone Array 

As audio capturing device a microphone array has been chosen. Microphone arrays–
instead of single sensors– are currently being explored in many different applications, 
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most notably for sound source localization, beam-forming, and far-field speech en-
hancement and recognition. For data collection purposes, an 8-microphone MEMS 
array was mounted on the horizontal bar of the MOBOT rollator in a linear configura-
tion (with a 4cm uniform spacing) in front of the user.   

2.5 Motion Capture System 

For motion capture a Qualisys system2 was used, with eight cameras mounted on 
tripods around the recording area. Passive reflective markers were installed on the 
bodies of patient and carer to measure their human limb movements as depicted in 
Fig.4. Several limiting factors regarding the informants’ population as well as sup-
porting areas on the human body which should stay free of markers were taken into 
account. Two additional markers were placed on the head of the carer to identify 
his/her role. Visual markers were also placed onto objects like the door, the door 
frame, the rollator and the obstacle used in the recordings setting. 

3 Multimodal Sensory Corpus Collection 

3.1 Introduction: Aims, Scope 

Data acquisition sessions were planned and organized to serve the corpus creation 
goal. In order to secure that the recording sessions would provide all necessary infor-
mation for the post processing analysis, the scenarios to be recorded were carefully 
designed and executed. Scenarios include actions, gestures and other close to real life 
situations such as obstacle avoidance, interaction with other persons, simple everyday 
life operations (open/close door, switch on/off switch etc.) that needed to be repro-
duced by the participants in the recordings. 

The MOBOT corpus creation was based on the grounds of human action recogni-
tion and context-aware robot control. The identified need was for data acquisition that 
would promote, as much as possible, natural interaction between (elderly) users and 
mobility aids along with the assistance or not, in some cases, of carers. In order to ob-
tain the multi-sensory recordings, several recording scenarios had to be put in action 
and tested so that a maximum set of actions and movements would be well represented 
in the recordings and hence provide significant input from different modalities. 

In the recordings, elderly human individuals (of varying age, gender, motor and 
cognitive abilities) performed a variety of assistance requiring cues in dialogues in-
volving human carers and the passive rollator. Information on the individuals that 
participated in the recordings, the performed scenarios and their relation to the differ-
ent modalities and combinations used in natural communication (language-based 
interaction, gesture-based interaction, multimodal instruction, but also silence in 
combination with specific body postures) as well as more technical aspects of the 
recordings such as settings and limitations, is provided in the following sections. 

                                                           
2 http://www.qualisys.com/ 
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Fig. 4. Used marker set for recordings 

3.2 Recording Scenarios 

Aims and Scope. The recording scenarios are the outcome of careful design, initially 
based on an extended pre-described use case list of actions that a user might need to 
perform in real life situations [5]. The use cases list of actions defines goal-oriented 
sets of interactions between users and the system. In view of the recording sessions 
the use case list of actions had to be narrowed down as well as adapted to the record-
ing environment. The envisioned goal was to incite a variety of actions, movements, 
gestures and functions within the restricted recording setting, in order to obtain 
enough and representative data as these would set the foundation for the technological 
development of the assistive device. Previous experience on the design of multimodal 
corpora [6-7], and multisensory acquisition data [8-9] was proven a valuable back-
ground asset, scientifically as well as methodologically. 

Use Case Adaptation to the Actually Produced Scenarios. The use case list of 
actions that defined the goal oriented sets of interactions between users and the sys-
tem functioned as a super set of real life tasks and/or situations that range from a sin-
gle-short movement to repetitive long-lasting movements. The idea lying behind this 
list of action use cases is that mobility-assistants should support moving in different 
rooms, walking to various spaces as well as to stimulate activity through simplifying 
and reducing physical and cognitive load. Mainly, these action use cases were based 
on frequent situations while walking, partly including transfer situations, such as the 
sit-to-stand movement that is highly frequent. Critical situations or potential barriers 
due to insecurity, cognitive or physical impairment, as well as the risk of falling –
which even though occurs rarely, it is crucial for the importance and usefulness of the 
device to the user– were taken into account.  

A subset of this extensive action use case list [5] was implemented for the scenario 
creation that would be used in the recording sessions; the chosen action use cases 
were those that fulfilled all necessary criteria regarding the safety of the informants 
and were most suitable to technical specifications that the recording environment 
imposed. In some cases modifications in the course of the scenarios had to be per-
formed leading to simpler acquisition versions of the scenarios than the extremely 
rich ones originally designed; this was done mainly in order to minimize the fatigue 
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effect of the participants that were of advanced age and hence eliminate to a certain 
extend the risk of less participation or incomplete sets of recording sessions. For the 
above mentioned reasons, and in order to acquire data of actions important for all 
sensorial devices, several conventions were adopted: 

1. Three types of variants in each scenario were proposed:  

a. Assisted by a carer 
b. Assisted by the passive rollator only & 
c. Unassisted  

2. The number of trials per scenario and per variant presented variation, as there was 
a minimum set of repetitions required –one or two in most cases– and a maximum 
set, that was desired and was undertaken only in rare cases, depending on the pa-
tient’s condition.  

In all scenarios performed, data capturing took place from all sensors mounted to 
the passive rollator. However, in the design of each scenario a specific set of action 
data was targeted giving priority to different sensors at time. In the descriptions that 
follow, we focus only on the most important sensorial data with respect to the per-
formed task’s goal, while detailed descriptions (scenarios, variants, tasks contained, 
number of trials etc) can be found in [10]. 

Scenario 01 was designed to gather information regarding transfers “sit-to-stand” 
and “stand-to-sit”, with or without the use of the sensorised passive rollator, enabling 
the acquisition of data from the force-torque sensors mounted on the handles of the 
rollator as well as the capturing data from the Kinect cameras. 

Scenario 02 was designed to gather information regarding the gait patterns of the 
patients while they were walking with the rollator and the force-torque applied to it; 
the patient used the rollator while walking straight with a constant velocity and then 
was asked to maneuver while moving back to the start position. Data were captured 
from the sensors mounted on the handles, the high definition cameras, the Kinect 
cameras as well as from the infrared cameras placed around the area.  

In Scenario 03 the patient had to perform sit-to-stand transfers and maneuvers in 
order to avoid an obstacle placed in the testing area, while accelerating and decelerat-
ing his/her gait pace. Variants were included to incorporate several audio-gestural 
commands for communication with the rollator or with the carer, different maneuver-
ing manners, and use or not of the sensorised passive rollator. 

Scenario 04 was designed to capture the interaction of the patient while opening, 
closing a door and passing through a door passage with the use of the rollator. Data 
were captured by the high definition video cameras and by a camera that was placed 
on the side of the door to capture the patient’s door passing. The total interaction of 
the patient with the rollator and door were captured by the Kinect cameras as well as 
the infrared cameras placed around the whole recording area. 

Scenario 05 was designed to gather information by closely observing the patient 
performing a manipulation task that occurs in his daily life, like handling a switch 
(switching on/off). Data were captured by two separate high definition cameras to 
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have an overview of how the patient behaves in a daily task and how he/she interacts 
with carer or the environment. The data captured by the Kinect cameras were target-
ing a. the gait of the patient (lower Kinect) and b. any performed gestures (upper Ki-
nect camera). The microphone array was capturing the verbal commands. For this 
kind of scenario a manipulation task could only occur if the patient either was using 
only one hand to grasp the rollator or not holding the rollator at all. In all scenarios, 
the mounded sensors on the handles of the rollator were capturing force and torques 
that came from the patients. An indicative example of external and on rollator cam-
eras’ views of Scenario 05, can be viewed in Fig. 5. 

 

 

Fig. 5. Scenario Five: Performing a task. Views from external HD cameras and on rollator one. 

Scenario 06 was designed to gather information from isolated gestural and verbal 
commands in order to train a model of human-robot communication. It included audio 
and gestural commands, uttered simultaneously, repeated a number of times, prefera-
bly having the patient in both sitting and standing position. 

3.3 Patient-Subjects: Recruitment Strategy and Metadata 

As regards patient-subjects’ recruitment, the original goal was to recruit at least 10 
patients, this being the lowest participation limit, yet opting for at best 15 patients. Due 
to high commitment and additional recruitment strategy procedures, our final subjects’ 
number was raised to 18 patients. This was the result of a recruitment strategy which 
consisted into increasing the recruitment potential of the rehabilitation wards by  
including an associate sport club and by screening patients in acute care geriatric hos-
pital. All participants met the inclusion criteria as all were acute patients in the reha-
bilitation wards either in the past or will be admitted in the rehabilitation centre in the 
near future. Inclusion criteria can be found in [5]. In actual figures, altogether 354 per-
sons were screened and contacted within a two week assessment period. The screening 
process included a personal contact, consulting the patient’s charts and contacting care 
or therapeutic personnel. In case a patient met the inclusion criteria, he/she was in-
formed on the testing and a written consent was asked on his/her behalf, while a  
personal contact to relatives was also necessary. Participants’ metadata consist of in-
formation about the gender, age, height, weight and knee height of each subject as well 
as his/hers cognitive and mobility score (with the aid of the diagnostic tool MMSE  
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[11-12] and their subsequent classification into a cognitive and mobility category) as 
detailed in [10]. We briefly report here that both genders have participated in the  
recordings, 5 male and 12 female subjects, the age range being 74-87 years old.  

3.4 Corpus Quantitative Data  

Synchronization of multimodal data streams was achieved by recording all the data to 
a ROS-Robot Operating System3 bag. For this purpose ROS nodes were programmed 
for the two laser range finders, the two Kinects and the microphone array. Since the 
two force/torque sensors and the two wheel encoders of the rollator will be part of the 
real-time code of the overall control architecture to be realized, and given that low-
level drivers for reading these sensor signals from the respective I/O cards were al-
ready available as blocks in Matlab/Simulink, a slightly different procedure was 
adopted for the recording of this type of data: An additional Simulink s-function block 
was programmed based on roscpp and tlc code to publish ROS topics directly from 
Simulink after having compiled the diagram using the prt.tlc target implementing a 
Preempt-RT real-time executable. This allowed seamless integration of the 
force/torque sensor and encoder data into the overall ROS bag. Motion capture data 
from Qualisys was recorded in raw format as it requires significant post-processing. 
Data recordings of this data type were synchronized with the rest of the recordings via 
a digital synchronization signal output in TTL format from the Qualisys system. In 
doing so, a cable was used to connect the synchronization output of one of the Qua-
lisys cameras to the I/O card of the rollator. The synchronization signal was read us-
ing the respective Simulink block and passed further to the overall ROS bag via the 
implemented publisher block. Motion capture data will be post-hoc added to the ROS 
bag as soon as data has been post-processed. 

A special launch file was written in ROS to start the different ROS nodes and thus, 
also the publishing of sensor data. In order to start recording from all the available 
sensor data topics, a special program was written, which first opens the respective 
ROS bag, subscribes to the different ROS topics and then waits for a trigger signal to 
start recording to the ROS bag. This was necessary as opening a ROS bag and sub-
scribing to topics takes several seconds of time, which would have impeded an imme-
diate storage of the data when the trigger signal arrives. The recording was started 
with a trigger button, which activated the Qualisys recording. As at the same time a 
synchronization signal was send from Qualisys to the ROS system, also the recording 
of the ROS bag was triggered and started at the same time.  

The amount of ROS bag data collected altogether summarises up to 1.3 TB. The 
amount of data collected from the two HD cameras and the GoPro camera mounted 
on top of the passive rollator is approximately 250 GB (437 files), whereas a rough 
estimation of video data duration is 10 hours for global video duration and 8 hours for 
useful one (not containing preparations time, meaningless poses etc). Exact quantita-
tive data will be available after post-processing of the acquired corpus, which is  
required prior to annotation. 

                                                           
3 www.ros.org/ 
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4 Data Post Processing 

In order to end up with a corpus of properly annotated video data, the audiovisual 
materials from the cameras are initially being post-processed to ensure synchroniza-
tion of video streams from the different capturing devices, prepare data for storage, 
and also eliminate possible problems or recover defects created during capturing. 

Synchronization involves manual video editing to rework the streams and define 
their common starting point. The streams are being rendered independently and to-
gether in a single stream “picture in picture” (PiP) to have all the information accu-
mulated (Fig. 5). Video processing consists mainly in adjusting brightness, especially 
regarding the camera on rollator and muting noise and external sounds, while ampli-
fying and normalizing useful sounds and speech interactions. There is also an initial 
need for cleaning the data from visual artifacts due to reflections prior to annotating 
the markers in Qualisys, followed by the actual post-processing procedure that will 
allow for the creation of the human biomechanical model in Visual3D. Finally, a 
common naming convention of the individual files has been adopted to allow for a 
concise organization of the acquired corpus. 

For the annotation process compressed files to mp4 will be used. The annotation of 
the visual data will be performed in the ELAN environment (ELAN 4.6.24), being an 
annotation environment specifically designed for the processing of multi-modal re-
sources [13]. Annotation is time aligned; each channel of information will be anno-
tated into a separate annotation tier which may consist of several sub tiers according 
to the level of fine-grained information that is needed. The output of the annotation 
procedure is exported into .xml files. A preliminary inspection of the audio-visual 
data made necessary for the creation of at least 5 different major annotation tiers de-
scribing the scenario, the predefined tasks in each scenario, the actually performed 
actions, information from the audio channel (noise, oral commands), information 
form the visual channel (noise, gestures, pauses, stumbling etc).  

5 Conclusion 

Multi-modal sensorial data is a fundamental prerequisite for defining an effective 
human-robot communication model when developing a multimodal action recognition 
system. Here we reported on creation of the MOBOT dataset, which enhances the 
state-of-the art in the field of human-action recognition dataset creation with rich sets 
of activities in complex environments representing real-world scenarios. 
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Abstract. Modeling robot behavior is a common task in robot software devel-
opment. However, its difficulty grows exponentially along with system com-
plexity. To facilitate the development of a modular, rather than monolithic,  
behavior system, proper software tools need to be introduced. This paper  
proposes combination of a well-known finite state machine and a custom deci-
sion-making tool for implementing adaptive robot behaviors. The notion of au-
tomatic behavior adaptation reflects the capability of the robot to adapt during 
runtime based on the individual end-user, as well as the particular context of 
use, therefore delivering the most appropriate interaction experience. While 
each tool on its own can be used towards that aim, a unified approach that com-
bines them simplifies the task at hand and distinguishes the roles of designers 
and programmers. To demonstrate the methods’ applicability, a concrete exam-
ple of their combined use is presented. 

Keywords: State Machine, Adaptation, Behavior, Decision-Making. 

1 Introduction 

Typically, when designing and implementing complex robot behaviors, software de-
velopers have to cope with complicated systems with many components that need to 
efficiently cooperate. Several different technologies and tools can be used for this 
purpose. Probably the simplest, but the most frequently used one, is a finite state ma-
chine [1]. A Finite State Machine (FSM) includes an arbitrary number of states, at any 
given time only a single state is selected (current state), whereas a change among 
them is initiated by an event or a condition. They are used in many domains, enabling 
both hardware and software applications. This paper proposes the use of a tool that 
complements authoring of hierarchical state machines using an external decision-
making mechanism for modeling and creating complex adaptive robot behaviors. 

Other approaches towards robot behavior adaptation and decision-making include: 
(i) cognition-enabled robot control using reasoning mechanisms [2], (ii) generation of 
behavior networks using finite state machines [3], and (iii) the integration of behavior 
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trees [4]. However, FSMs have been selected in this work both for their simplicity 
and for the fact that many programmers are already familiar with them and can max-
imize their potential [5-6]. Additionally, the proposed decision-making mechanism 
can be easily integrated to provide robust behavior structures and to negate some of 
FMSs’ inherent drawbacks, such as limited non-reusable logic. 

Both SMACH and DMSL are used in various components of the HOBBIT system 
[7]. SMACH is used in the development of scripted robot actions (e.g., locating the 
user), whereas DMSL is used for setting robot initialization parameters and decision-
making for HOBBIT’s fitness application. However, in the current implementation 
they are not combined. 

Based on the experience acquired in the development of HOBBIT, this paper pro-
poses the augmentation of ROS-compatible [8] finite state machines built using the 
SMACH library [9] with custom logic rules encoded in a language specifically de-
signed for adaptation oriented decision-making. 

2 Creating Robot Behavior with SMACH 

The work presented here is based on the use of state machines for describing various 
robot tasks and actions. This can generally be achieved by mapping high-level tasks 
(e.g., navigating, planning, scanning the environment) to state machines, which in 
turn contain other states and state machines for more specific tasks. Building such a 
system is not trivial and requires careful design of states and state transitions, a robust 
method of selecting the correct transitions between them, as well as powerful and 
intuitive implementation tools. 

SMACH is a python library that allows the rapid creation of complex robot beha-
vior using state machine concepts. The prerequisite is that all possible states and tran-
sitions have to be known in advance and described explicitly, and the scheduling of 
the tasks has to be sufficiently structured. The advantages of using SMACH for de-
scribing robot tasks are many: 

• The syntax is python-based, it is suitable for fast prototyping and allows designing 
complex hierarchical state machines. 

• Different modules and tasks are described in a uniform way. State machine con-
tainers can describe high-level entities and states can describe actions. State transi-
tions represent the changes in task flow. 

• Any relevant data can be easily passed between states. 
• State preemption is supported, which can be useful when tasks have to be aborted. 
• An introspection tool is included, which doubles as a debugging interface for the 

state machine execution. 
• Many functional states and state machine containers are included in the library and 

serve different purposes – for example a “Concurrence” state that enables many 
states to be executed in parallel. 

• The library is fully compatible with ROS. 
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From this point, the robot tries to move to each planned position and rotate in order to 
detect the user. These actions are described by their corresponding states. 

Modeling robot behavior using state machines and state transitions is already a 
suitable method for implementing robot software. However, this can be improved 
upon by introducing a more sophisticated decision-making system that can not only 
select the appropriate transitions, but can also be used to make more complex deci-
sions concerning behavior adaptation. The proposed decision-making mechanism is 
described in the next section. 

3 Decision-Making Mechanism 

In order to develop a complete behavior adaptation system and produce consistent 
behaviors for the robot, a decision-making mechanism can be used to model the dif-
ferent actions and choices that the robot is required to take according to the circums-
tances. This mechanism should be able to take into account different kinds of parame-
ters that encapsulate the robot, user and environment status, and take the correspond-
ing action according to the behavior rules that have been defined. 

3.1 Decision-Making 

The notion of automatic behavior adaptation reflects the capability of the robot to 
adapt during runtime based on the individual end-user, as well as the particular con-
text of use, by delivering the most appropriate interaction experience. The storage 
location, origin and format of user-oriented information may vary. For example, in-
formation may be stored in profiles indexed by unique user identifiers, may be ex-
tracted from user-owned cards, may be entered by the user in an initial interaction 
session, or may be inferred by the system through continuous interaction monitoring 
and analysis. Additionally, usage-context information, e.g., user location, environ-
ment noise, etc., is normally provided by special-purpose equipment, like sensors, or 
system-level software. In order to support optimal robot behavior adaptation for indi-
vidual user and usage-context attributes, it is required that for any given robot task or 
group of robot activities, the implementations of the alternative best-fit behavior ac-
tions are appropriately encapsulated. 

During runtime, the robot software relies on the particular user, robot and envi-
ronment profiles to adapt its behavior on the fly, doing the appropriate actions re-
quired for the particular end-user and usage-context. In the context of user interfaces, 
this type of best-fit automatic adaptation, called interface adaptability, was originally 
introduced in the context of adaptable and adaptive user interface development [10]. 
In the present work, runtime adaptation-oriented decision-making is engaged so as to 
select the most appropriate behavior action for the particular user, robot and environ-
ment profiles for each distinct part of the robot behavior. 

The role of the decision-making component is to effectively drive the behavior 
adaptation process by deciding which actions or commands need to be selectively 
executed (or in other words, “activated”). The behavior adaptation process has  
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inherent software engineering implications on the software organization model of the 
system components. More specifically, as for any component (i.e., part of the inter-
face / behavior to support a user activity or task) alternative implemented incarnations 
may need to coexist, conditionally activated during runtime based on decision-
making, the need to accommodate different behaviors arises. In other words, there is a 
need to organize interface components or robot actions around their particular task 
contexts, enabling them to be supported through multiple deliveries. 

3.2 The Decision Making Specification Language 

For implementing decision-making for robot behavior, the Decision Making Specifi-
cation Language (DMSL) is proposed. DMSL has been extensively used in the past 
[11] for user interface adaptation. For the current purposes, DMSL provides a tool for 
creating complex decision blocks that evaluate decisions for robot behavior. 

The main features of the DMSL language are summarized below: 

• Supports localized decision blocks for each component. 
• Built-in user and context decision parameters with runtime binding of values. 
• Can trigger other decision blocks, supporting modular chain evaluations. 
• Supports activation and cancellation commands for system components. 
• Provides a method for automatic adaptation-design verification. 

3.3 Outline of the DMSL Language 

The decision-making logic is defined in independent decision blocks, each uniquely 
associated to a particular component; at most one block per distinct component may 
be supplied. These components form networks of decision blocks that each corres-
pond to a particular system component of the robot 

The outcome of a decision session is an activation command, which is directly as-
sociated to the component of the initial decision block. For example, when returning 
to the user after executing a specific task, the robot navigation system could request a 
decision about which side to approach the user from (left, right, center). The request 
then enables a specific decision component, which takes into account the appropriate 
parameters and produces a decision for the navigation system to use. To simplify rule 
authoring and maintenance, the decision-making logic is defined in independent “if-
then-else” decision blocks that add minimal overhead to the robot’s execution time. 
The activate commands return a response that depends on profile attributes at the time 
of the request. The example in section 4 demonstrates the use of these concepts. 

Decision Parameters. The decision parameters are defined as a built-in object whose 
attributes are syntactically accessible in the form of named attributes. The binding of 
attribute names to attribute values is always performed at run time.  

Each parameter belongs to one of the three profile types: user, robot and environ-
ment. This distinction is used for categorization purposes and does not impose any 
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special semantic restrictions or characteristics. The supported parameter types are 
strings, numbers and true/false values. A description of each profile type follows: 

• User profile: The user profile contains personal data associated to a specific user. It 
includes both static personal data and dynamic data gathered via activity monitor-
ing. Such parameters include (but not limit to): 
─ General information; i.e., username, name, surname, age, sex, nationality, pre-

ferred language, computer skill, etc. 
─ Communication details; i.e., street address, city, postal code, country, e-mail, 

home telephone number, mobile telephone number, etc. 
─ Preferences; i.e., look & feel preference, dialogue mode (guided, simple, nor-

mal, advanced), interaction style (touch, manual scanning, automatic scanning, 
etc.), auditory style, interaction preferences (only visual, only auditory, only 
gestural, both visual and auditory, etc.), distance during social and not social 
situations, frequency of spontaneous emotional expressions, frequency of sug-
gestions concerning activities and exercises, frequency of robot initialized inte-
ractions, etc. 

• Environment profile: The environment profile describes the robot’s surroundings 
to ensure that it adapts its behavior to meet the user’s goals within the given con-
text of use. The environment profile includes: 
─ Map of the environment used for navigation; i.e., obstacles, pathways, etc. 
─ Map of the physical objects; i.e., table, chairs, shelf, etc. 
─ Map of the available actuators; i.e., type, name, location, command, etc. 
─ Information about the available AAL sensors; i.e., type, name, location and cur-

rent value, etc. 
─ Contextual information resulting from sensor data (e.g. estimated location of us-

er, activity) 
• Robot profile: The robot profile describes the internal information of the robot 

during task execution and social interaction. It defines the current appearance and 
behavior of the robot as a socially behaving agent at the side of the user. The robot 
profile includes: 
─ General information; i.e., name given to the robot by user, physical dimensions, 

number and position of sensors, etc. 
─ Internal information; i.e., current emotion (e.g., attentive, happy), personality 

preferred by user (e.g. butler, pet-like), number and status of sensors, energy 
level and status of battery, position and status of gripper, position and status of 
tray, etc. 

─ Spatial information; i.e., current location, certainty of position, location name, 
indivisibility with user, direction of movement, direction of sight, etc. 

These parameters, apart from settings and preferences, can also describe system sta-
tuses and temporary values. For example, the parameter ROBOT.VoiceVolume could 
have the numerical value that represents the robot voice volume level setting. Another 
example would be a parameter called ROBOT.CurrentTask, which would indicate 
what task the robot is executing at a specific time. Finally, sensor data can be very 
useful for adapting robot behavior, and can also be described by similar parameters. 
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DMSL “if-then-else” decision blocks include parameters which ultimately define 
the result of the decision process, influencing robot behavior. The next section de-
scribes a detailed example of the way DMSL is used for making a common decision 
for a home-care robot. 

4 Adapting Robot Behavior with Decision-Making 

The system considered here includes a robot capable of functioning autonomously 
and exhibiting variable behavior. Its functions can be divided into tasks and can be 
explicitly defined. To implement adaptable behavior, different implementations of 
relevant tasks are included. The objective here is to facilitate robot behavior coordina-
tion by providing easy to use tools that separate tasks for programmers and designers 
and reduce the overall implementation time. 

The designers are encouraged to use well-known concepts (state machines) and 
tools (SMACH) in order to build the initial high-level task architecture for the robot. 
The process is straightforward and does not require them to dig into complicated code 
or decide the way to transition from one state to another. They are only concerned 
with building abstract states, state machines and the possible methods to connect them 
via state transitions. 

The programmers on the other hand use the already designed state machines and 
their responsibility is to implement the functionalities of each state (for example rotat-
ing the robot platform to detect the user requires giving commands to both the plat-
form wheels for the movement and the cameras for detecting). The decision-making 
procedure is tightly coupled with these actions, since for each action the robot can 
take (which can also mean transitioning to another state), a decision might be re-
quired. The programmers use DMSL decision blocks to encode the logic required by 
each state for transitioning to the next or for in-state decisions. 

In Fig. 2, a simple diagram of how these tools cooperate with the robot’s compo-
nents is shown. At the core of the architecture, SMACH state machines and transi-
tions are responsible for defining high-level tasks and communicate with both the 
low-level components and the user interface. In addition, the decision-making me-
chanism interacts with all the other components in different ways. Firstly, the 
SMACH states will usually require a decision to determine the next state transition. 
This can be provided by evaluating DMSL rules and getting the desired result back. 
Secondly, DMSL can provide best-fit user interface alternatives for the robot. Finally, 
low-level components of the robot may need to set certain profile parameters accord-
ing to sensor data or system state. These parameters are used by the decision-making 
mechanism to evaluate DMSL rule patterns and drive the behavior adaptation process.  

To demonstrate how to perform decision-making for an autonomous robot using 
the aforementioned procedures, a concrete example is presented of realistic robot 
behavior that can be found in a home-care robot: “explore the apartment in order to 
locate the user and ensure their safety”. During movement, the robot is aware of its 
surroundings due to its internal localization and mapping. However, especially in 
home environments, objects change places and many obstacles can be found on the  
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      params.robot.currentroom = params.user.favoriteroom  
  then 
        activate "help" 
] 

This rule includes some of the previously mentioned parameters and decides what 
the next state transition is. The if/else clauses determine which state transition is the 
one that best satisfies the current conditions, while the activate statements are used to 
return the result of evaluating this rule back to the state that requires it. In this case, 
the result corresponds exactly to one of the names of the two possible state transitions, 
“plan” and “help”, as seen in Fig. 3. 

In the same manner, more parameters can be used and more complex rules can be 
elaborated, according to the circumstances. Interestingly, a significant number of 
parameters used in one rule can be useful to another. Getting back to the state ma-
chine of Fig. 1, it can be seen that when the robot is trying to calculate the best path to 
take to search for the user, some of the same parameters can be reused. For example, 
the user’s favorite room or the room the user is in usually at that time is a good indi-
cator of where the robot should search first and it should influence its decisions at that 
point. Another point where such decisions could take place is when rotating to detect 
the user, to take into account if the user uses a wheelchair, is usually seated, etc. 

5 Conclusion 

This paper has described a finite state machine building tool and a decision-making 
mechanism for implementing complex robot behavior. It has been shown that these 
two tools complement each other well and can be combined without much effort to 
produce more advanced behavior systems. 

Although the case reported here is restricted to specific parameters (home robot 
with wheels, user interaction and more), these tools can be used for many more appli-
cations that require executing robot tasks and using parameters to define the actions 
the robot takes. 
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Abstract. The results presented in this paper prove the viability of developing a 
robotic network for search and rescue operations. With the capability of peer-
to-peer communication, such robots form an ad-hoc network called Cooperative 
Mobile Network (CMN). All robots in the CMN are semi-autonomous in that 
each operates in three modes: 1) fully controlled by a human commander; 2) 
controlled by a human commander for critical operations only; and 3) fully 
relying on its own intelligence to make decisions for cooperative operations. 
Due to the constraints of weight and processing power, diverse CMN operations 
utilize multiple robots with complementing functionalities. This work was 
performed at the Structures Propulsion And Control Engineering (SPACE) 
NASA sponsored University Research Center (URC)1 of excellence at the 
California State University, Los Angeles. 

Keywords: robotic networking, search and rescue, environment-sensing, 
terrain-exploration, hybrid-routing algorithms, virtual-reality. 

1 Introduction 

Advances in robotics technology increase the utility of diversely applied platforms. 
Robots mitigate risk to emergency responders, and facilitate exploration of dangerous 
environments. Emergency responders may use the device to locate victims of catas-
trophe. A robotic platform was used to investigate radiation levels after a tsunami 
decimated a Japanese nuclear reactor on May 11, 2011 [1]. Exploration of Mars de-
pends upon versatile robotic platforms. The Mars Science Laboratory/Curiosity is an 
automated Mars rover vehicle that propels itself across the surface of Mars, and 
landed on the Martian surface on August 6th, 2012 [2]. Previously, the Advanced 
Computation and Communication Team of the Structures Pointing And Control Engi-
neering (SPACE) University Research Center (URC) at California State University of 
Los Angeles (CSULA) proposed a design of a Hybrid Routing Algorithm Model uti-
lizing semi-autonomous control for the navigation of the mobile robotic platform [3]. 
                                                           
1 Acknowledgement to NASA University Research Center Program, Grant # NNX08BA44A. 
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This work utilizes a cooperative mode of interaction between several codependent 
mobile entities which form an ad-hoc network for peer-to-peer communication. The 
codependent mobile entities include a team of large and small ground robots, an Un-
manned Aerial Vehicle (UAV), and a Host Computer Station (HCS) which form the 
Cooperative Mobile Network (CMN). Each robot communicates with the HCS to 
acquire optimal paths of movement. Optimal paths are calculated by the HCS based 
on coarse-scale maps provided from an Unmanned Aerial Vehicle (UAV) [4]. The 
robots in the CMN are able to autonomously participate in predefined situational task 
redistribution. Figure 1 depicts a control and communication flow between the UAV, 
the HCS, and the mobile entities utilizing by the Programmable System on Chip-5 
(PSoC-5) microcontroller [5]. Currently, the CMN utilizes two categories of robots, 
namely the Reconnaissance robots (followers) and the Heavy-Duty robots (leaders). 
The UAV and the ground robot prototypes are shown in Figure 2. 

 

Fig. 1. Robotic Control and Communication with Hybrid Routing Algorithm Model 

 

Fig. 2. Cooperative Mobile Network Robot Prototypes 

Figure 3 shows a Cooperative Mobile Network scenario with five robotic groups 
operating within the level 1 area (defined as 1 kilometer by 1 kilometer). Each group 
consists of four light-weight Reconnaissance robots and one Heavy-Duty robot. The 
objective of the Reconnaissance robots is to survey the assigned territory for data of 
interest, such as natural disaster survivors.  The Reconnaissance robots operate in 
their respective level 2 areas (defined as 100 meters by 100 meters). If the Reconnais-
sance unit detects a survivor in need of immediate medical attention, it communicates 
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through the CMN to the HCS, which in turn assigns this robot's coordinates as a high-
priority task. Then the HCS issues an immediate dispatch command to the nearest 
available Heavy-Duty robot with an Audio/Video (AV) observation system, medical 
kit, and other situation-specific supplies onboard. On the other hand, the lower priori-
ty tasks which do not involve immediate human rescue will be queued until the high-
priority tasks are completed. If neighboring Heavy-Duty units are available, they will 
be dispatched for execution of other low-priority assignments. 

 

Fig. 3. Cooperative Mobile Network Unit Grouping and Task Prioritization 

This paper is organized as follows: Section 1 introduces justification for the CMN.  
Section 2 provides a comprehensive discussion of System Architecture, which in-
cludes system layers, sensor and actuator interfaces, and interconnections from soft-
ware and hardware perspectives. Section 3 presents the Hybrid Routing Algorithm 
Model used for structural environment mapping and semi-autonomous robotic naviga-
tion. Section 4 discusses a non-contact method for pulse extraction based on Eulerian 
Video Magnification. Section 5 presents a real-time Video Observation System for 
Heavy-Duty robots.  Section 6 shows different CMN scenarios including task priority 
assignment and task redistribution.  Section 7 concludes the paper. 

2 System Architecture 

Semi-Autonomous Mobile Platform architecture is used to facilitate the development 
of the CMN. It consists of two primary components: 1) the Host Computing Station 
and 2) the Onboard Embedded Hardware. The HCS is responsible for calculating 
optimal paths using scale maps created from data provided by a UAV. The embedded 
hardware facilitates peer-to-peer collaboration, real-time operations, and obstacle 
avoidance. This hardware consists of three primary layers: the Algorithm, the Plat-
form, and the Driver Layer. The architecture of the robotic platform is shown in  
Figure 4. 
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Fig. 4. Robot System Architecture 

A prototype of hands-free head-tracking vision control has been implemented to al-
low human commanders to remotely observe the surrounding environment of a robot. 
A camera mounted to the robot will move to mirror the motion of the user's head. The 
goal of the CMN is to perform diverse operations utilizing multiple units with com-
plementing capabilities to overcome constraints in weight and processing power. For 
example, lighter and faster scouting mobile units only perform environmental surveil-
lance with a set of environmental sensors. This set of environmental instruments in-
cludes, but is not limited to, temperature, dust, gas, humidity, altitude IMU, GPS, and 
IR/Laser obstacle detection sensors. The unit is also equipped with light-weight video 
camera and an embedded computer that will perform a video magnification process to 
detect potential survivors either by detecting pulse rate, signs of breath, or subtle body 
movements. Once any of these signals is validated by the HCS software or its opera-
tor, the Heavy-Duty mobile units will be dispatched to the survivor. 

Figure 5 shows the data flow between the Algorithm and Platform Layers of the 
embedded hardware. The motor encoders and the Inertial Measurement Unit (IMU) are 
responsible for proper mapping and unit localization while the sonar, the IR sensors, 
and the Kinect depth sensor allow the robot to move autonomously by performing real-
time obstacle monitoring. The Driver Layer reveals the sensor interfaces used by the 
robotic units. The Inter-Integrated Circuit (I2C), Pulse-Width Modulation (PWM) 
control, Analog-to-Digital Converter (ADC), Universal Asynchronous Receiv-
er/Transmitter (UART), and Serial Peripheral Interface (SPI) are used for interfacing 
PSoC-5 with the aforementioned sensors. The sensor interface is responsible for ac-
quiring and fusing IMU data from its multiple sensors in order to perform robot map-
ping and localization. Kalman Filter and Direction Cosine Matrix are implemented on 
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the PSoC-5 microcontroller for state estimation and alignment of body rotation with 
global frame of reference. The actuator interface is also provided on the PSoC-5 unit, 
since it will drive the motor controllers based on the information calculated in the Al-
gorithm Layer and it will be transferred to the Motor Control Algorithm block of the 
Platform Layer. 

 

Fig. 5. Control Flow of the Embedded Hardware with Sensor and Actuator Interfaces 

3 Hybrid Routing Algorithm Model 

A three-level map hierarchy has been defined to efficiently estimate routes by utiliz-
ing aerial information obtained from a UAV  and transmitted to the HCS for  
determining level 1(L1) and level 2 (L2) routes. The onboard processor dynamically 
calculates the optimal level 3 (L3) route to respond to real-time environment changes. 
Figure 6 shows the three-level map configuration. The A* path finding algorithm is 
used for determining the shortest route between endpoints [6]. 

The Kinect system, equipped with multi-array depth sensing capability, has an ob-
ject detection range from 80 centimeters to 4 meters [7]. It works alongside IR Sharp 
GP2Y0A21YK0F sensor, which is responsible for 10 - 80 centimeter object detection 
[8]. The UAV aircraft acquires obstacle data when flying over selected terrain. 
Ground images are captured and transmitted to a UAV control station. An operator 
marks appropriate obstacle coordinates (cells on L1 and L2). The left side of Figure 7 
shows a prototype application that simulates obstacle-extraction from an aerial view 
and communication interface between the HCS and the UAV control station. This 
application converts geospatial coordinates identified by the operator as an obstacle to 
Euclidian distances. It is performed using an embedded Google-Map applet. The ap-
plication maps information on the level-specific grid and saves it to a map database in  
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Fig. 6. Three-level Mapping of Hybrid Routing Algorithm Model 

 

 

Fig. 7. UAV Control Station Simulation Application and HCS Application 

 
a hierarchical eXtra-Markup Language (XML) format [9]. After receiving a commu-
nication acknowledgment request from the HCS, the UAV control station transfers 
the newly acquired coarse-grain map data. 

The HCS is equipped with an implementation of the A* pathfinding algorithm, and 
is responsible for the pathfinding computations. The right side of Figure 7 shows a 
default layout of an HCS application. The Open Graphics Library (OpenGL) generat-
ed map of an L1 grid is further divided into hundred L2 cells [10]. The L1 grid 
represents a terrain of 1 kilometer by 1 kilometer, with yellow textures representing 
L2 obstacles obtained from aerial view (currently simulation). The green texture 
represents the starting position of the robot within L2 square and the blue texture 
represents the target destination for the robot. White textures show the calculated 
optimal path found by the application. The HCS application contains a parser, which 
recognizes encapsulated aerial information received from the UAV Control Station 
application and sorts it in the level-specific arrays. 
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4 Eulerian Video Magnification for Robotic Search  
and Rescue Operations 

The CMN robots are equipped with video cameras which are utilized for human res-
cue operations. The method of Eulerian Video Magnification (EVM) was discovered 
and implemented by MIT for medical applications [11]. The human pulse, breathing 
rate, and other biometric information are extracted as video clips during search and 
rescue missions to provide immediate medical assessment.  

The pulse identification process utilizing EVM is as follows:  1) A facial recogni-
tion module shown in Figure 8 allows the Reconnaissance robots to identify the pres-
ence of a potential human victim.  2) A real-time pulse detector focuses on the human 
forehead in order to retrieve the victim’s pulse [12]. 3) The nearest Heavy-Duty robot 
is dispatched to the victim to set up real-time AV communication with the HCS oper-
ator. It delivers a medical kit and water to victim(s) who are capable of self-assistance 
or to people capable of assisting the victim. 4) The original video sequence is record-
ed for 15-20 seconds and transmitted to the HCS. EVM is performed and the output 
video is analyzed by the operator. 

 

Fig. 8. Face Detection Module for Reconnaissance Robots 

EVM applies spatial and temporal filters to an original video sequence and ampli-
fies color and motion to visually represent information that is generally invisible to a 
human eye.  Such information includes blood circulation, breathing, and pulse rate.  
This information is time critical for rescuing survivors from dangerous areas. The 
pulse rate is extracted and analyzed immediately, while video sequences of 15-20 
seconds is periodically transmitted to the HCS, with an “urgent” tag added to se-
quences when a human pulse is successfully detected. The non-urgent video se-
quences are saved on the HCS server and EVM is performed on each video clip. The 
EVM also amplifies low spatial amplitude motions. For example, if a live human 
body is trapped under debris, the embedded laptop will not be able to immediately 
detect and analyze the pulse using EVM. However, it will detect breathing and subtle 
physical displacement of debris. The EVM detects and amplifies subtle signals  
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(Figure 9). The HCS database of original and magnified videos will allow operators to 
review and organize all collected information to aid a rescue mission.     

Since the EVM process is sensitive to the temporal characteristics of noise, spatial 
filtering has to be adjusted to reveal the signal of interest. When analyzing certain 
signals, the kernel of the separable binomial filter is increased in order to achieve 
noise suppression. The operator at the HCS has a user interface with the ability to 
apply various filter settings such as the selection of: 1) spatial and temporal filter 
types, 2) amplification factor, 3) frequency range, 4) wavelength cutoff, 5) frame rate, 
6) attenuation factor, and 7) the radius size of the binomial filter. The side by side 
display allows the operator to visually compare the original video clip to the magni-
fied output. 

 

Fig. 9. Eulerian Video Magnification of Original Video Sequence on HCS (Post-Processing) 

5 Video Observation System 

A user-controlled observation system has been implemented in order to perform real-
time remote environment visualization, while maintaining control of the onboard 
visualization system orientation. A hands-free design allows remote control of an 
observation system that follows the motion of an operator worn headset.  

The observation system is comprised of two modules: a control headset equipped 
with a video receiver and an onboard observation deck equipped with a video trans-
mitter. The control protocol operates through the main data communication channel 
between the HCS and the embedded laptop. The control protocol is responsible for 
controlling the angular displacement of motors with respect to the motion of the head-
set. Video data is rendered through a dedicated video channel to the HCS and allow 
the operator to make immediate decisions based on transmission of the real-time visu-
al environment information.  
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An IMU controlled by a PSoC-5 is attached to the center of iTV-goggles, which 
are worn by the mission operator [13]. When the unit is operational it collects data 
from the IMU and estimates the orientation of the headset with respect to a fixed 
global frame of reference. A Direction Cosine Matrix algorithm transforms rotation 
coordinates of a moving body (the headset) to a global reference frame. Based on 
motion with respect to the Earth, PWM signals transmitted to the remote observation 
system servo motors perform angular displacement of the camera. Video information 
is transmitted via a 5.8 GHz video transmitter and rendered on the HCS as well as on 
the iTV ITG-PCX3D device worn by the operator. A prototype of the embedded ob-
servation deck, using wired interconnections, is shown on Figure 10. A nested screen 
provides a snapshot from a real-time video observed by an operator while controlling 
the observation unit with the headset. 

 

Fig. 10. Prototype of an Observation System for Heavy-Duty Robots 

6 Cooperative Mobile Networking 

The CMN diversifies operations and utilizes multiple robots with complementing ca-
pabilities. Lighter scouting robots, equipped with environmental sensors and a light-
weight video camera, utilize EVM to detect potential survivors.  If the location of a 
survivor is verified, the Heavy-Duty robots are dispatched to assist the survivor. The 
Heavy-Duty robot includes the default aforementioned equipment and houses a power-
ful 360 degrees observation unit which allows real-time audio and visual communica-
tion with the HCS operator. The operator of the HCS observes the environment using 
the remote observation system and switch responding units from autonomous to ma-
nual operation mode if necessary to remotely assist the survivor(s).  The Heavy-Duty 
robot also includes a first-aid medical kit and bottled water in case survivor(s) are ca-
pable of assisting themselves either with or without remote supervision.  

The CMN can autonomously participate in situational task redistribution. Given 
situation-specific objectives, the units have the capability of issuing cooperative net-
work commands to adapt with changing environmental conditions. Figure 11 illu-
strates a CMN firefighting scenario. The robots are initially scouting and mapping 
unknown territory in a scattered formation. When one of the robotic units detects 
substantive temperature rise in their current region, it will interrupt the network with 
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an updated CMN objective. It will issue a "Gather Formation" command for Heavy-
Duty robots and an "Evacuation" command to units that do not possess firefighting 
equipment.  

 

Fig. 11. Cooperative Mobile Network – Gathering Formation and Evacuation 

The CMN is also applied to radiation monitoring scenarios. Reconnaissance robots 
surveying a specific region for hazardous levels of radiation in an initial scattering 
mode will dispatch other robots after detecting a threshold level of radiation.  Res-
ponding robots will abandon their scattered search and move towards the location 
where threshold levels of radiation will be surpassed. This scenario is illustrated on 
Figure 12. These formation adjustments of the robots will save time and power by 
switching the CMN to a mission specific mode such as deploying stationary radiation 
sensors into recently identified areas of interest. 

 

 

Fig. 12. Cooperative mobile Network – Mission Switching Scenario 
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7 Conclusion 

This paper verifies the concept of a Cooperative Mobile Network (CMN) based on 
two categories of search and rescue robots: Reconnaissance and Heavy-Duty.  The 
CMN is based on the implementation of semi-autonomous control robots guided by a 
three-level Hybrid Routing Algorithm Model. A UAV acquires obstacle data for L1 
and L2 areas and relays them to the Host Computer Station (HCS). Each individual 
unit is capable of dynamic navigation within an L3 area. The HCS oversees the ad-
hoc communication between the robots. The commander controls a visual observation 
system installed on the Heavy-Duty robots. The commander remotely provides medi-
cal assessment and assistance to catastrophe survivors, natural disaster victims, or 
humans who are facing other life-threatening situations. The Reconnaissance units 
provide speedy survivor search while scanning for potential victims. Once a potential 
victim is identified, the EVM algorithm is utilized to extract a pulse, and a priority 
level to the rescue task is assigned. In case of high-priority status, the nearest availa-
ble Heavy-Duty unit is automatically dispatched to the victim.  

Future work will focus on complete implementation of the presented CMN. Opti-
mization will be conducted to increase efficacy of the CMN, such as incorporation of 
different pathfinding algorithms as well as an addition of two-way audio communica-
tion between every Reconnaissance robot and the HCS.  Robotic classification will be 
sought to address diverse real-life search and rescue situations. 
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Abstract. Societal aging is an inevitable social problem in many devel-
oped countries. In order to manage this issue, it is necessary to drasti-
cally change the welfare security and labor system of relevant societies.
We have proposed “mosaic-type work” in which a single “virtual worker”
is synthesized based on individual workers and seniors through seamless
information sharing. In this paper, we specifically focus on the spatial
part of the mosaic, namely, the “spatial mosaic,” for enabling seniors
to work without the burden of movement. Towards the actualization of
this concept, we aimed to develop senior-friendly mobile avatar robots
that can fit into seniors’ daily lives. First, we analyzed problems of se-
niors’ telecommunication with telepresence robots, and two elemental in-
terfaces, the “physically operable interface” and the “acoustic zooming
interface.” The former is a senior-friendly interface that the seniors can
manipulate with their motion, and the latter enables the user to listen
to sounds in a specified area that the user can adjust. In order to discuss
integrated interface designs, we conducted two exploratory experiments
to evaluate the performance of these systems.

Keywords: Mosaic-type work, seniors, information communication tech-
nologies (ICT), avatar, interface.

1 Introduction

Population aging is one of the most significant global issues due to decreasing
domestic productivity and increasing social security costs. In Japan, seniors ac-
counted for 24.1% of the population in 2013 [1], a number estimated to reach
40.5% by 2055 [2]. The ratio of the young population to the elderly in 2009
was 2.81, which is expected to decline to 1.26 by 2055 [2],thus making it unrea-
sonable to continue the conventional welfare security model, in which multiple
young people support one senior. However, 83.6% of all seniors in Japan are
healthy enough to not require care [3]. More than half of them are aware of the
social contributions they have made and retain a strong desire to work [4]. These
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facts indicate that the present social system needs to be—and can be—changed
drastically.

According to a report by Fukushima, seniors have four types of work needs:
to work without strenuous effort, to make themselves useful to others, to build
personal relationships, and to earn extra money [5]. In particular, ex-white col-
lar workers work for social connections and health enhancement [6]. They have
knowledge, experience, and skills that young people do not have. Effective uti-
lization of their ability can gradually change the conventional social system and
revitalize work environments. The Silver Human Resource Centers in Japan at-
tempt to meet the various needs of seniors [7]. However, it is difficult to meet
all of their needs and effectively allocate seniors to the workforce, because these
centers are chronically short-handed and limited to allocating work within their
designated area.

Thus, we proposed the concept of a “mosaic-type work” system in which
a single “virtual worker” is synthesized from individual work resources using
information and communication technologies (ICTs) to supply an autonomous
and stable labor force [8,9]. In order to actualize this concept, it is necessary
to consider and quantify the workers’ time, skills, spatial limitations, and other
characteristics, as well as to develop a user-friendly interface for seamless in-
formation sharing. In this paper, we specifically describe our development and
evaluation of “spatial mosaic” as an adapted model for mosaic-type work in se-
nior employment contexts, with the purpose of exceeding seniors’ limitations in
daily available work area.

Our paper first discusses concepts pertinent to mosaic-type work and the
spatial mosaic system (Section 2), followed by related work regarding telecom-
munication technologies and their problems (Section 3). Then, we provide an
overview of a proposed telecommunication system along with the concepts of
social telepresence and acoustic zooming (Section 4). We implemented a proto-
type interface and conducted two exploratory experiments for these two concepts
(Section 5). With these results, we discuss the design of an integrated interface
(Section 6).

2 Mosaic-type Work and Spatial Mosaic

2.1 Mosaic-type Work

Mosaic-type work can ensure compatibility between flexible work opportunities
for seniors and a stable work force for employers by synthesizing virtual workers
from a workforce of seniors. A “mosaic” is defined as a unit of one synthesized
worker from multiple workers, as shown in Fig. 1. In this figure, as an example,
senior A has expertise in field A, but not enough skill in field B, and also has
mild motor and cognitive impairment. Senior B also has motor and cognitive
difficulties in addition to insufficient skill in field A, but is highly skilled in field
B. A young worker has good motor and cognitive functions, but is poor in fields
A and B. Ideally, when their advantages can be synthesized into a virtual worker,
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Fig. 1. The concept of “mosaic-type work” that generates a stable virtual worker from
a workforce of seniors and young people

this virtual worker can demonstrate stable and superior performance in fields A
and B.

In order to actualize this concept, it is necessary to consider and quantify the
workers’ time, skills, spatial limitations, and other characteristics. In this study,
we focused specifically on the generation of a “spatial mosaic.”

2.2 Spatial Mosaic

A spatial mosaic involves gathering remote workers in workplaces through ICTs
to create a virtual workforce concentration. This concept is illustrated by Fig.
2. In this concept, remote workers can access workplaces in both the virtual
and real environments, regardless of the worker’s location. In the case of virtual
workplaces, as shown in the left part of Fig. 2, various jobs are divided into task
elements, and then are allocated to remote workers. This procedure results in co-
operative work among a massive number of remote workers. On the other hand,
real workplaces, as illustrated in the right part of Fig. 2, are realized by remote
systems. In this case, workers remotely access the remote robots installed at the
workplaces, and then conduct their activities. Current remote work systems in-
clude teleconference systems.We assume that telepresence robots can overcome
the movability limitation on remote workplaces and enable remote workers to
carry out various business activities. The robots can be useful to smoothly mi-
grate from conventional work styles, in which workers gather in a particular place
and work, to the proposed work style. Our concept can also be employed in the
workplace using a combination of real and virtual workplaces.

The style of work created by the spatial mosaic enables seniors with movement
problems to work more actively. Crowdsourcing is one relevant example that in-
stitutes the framework shown in the left part of Fig. 2. Kobayashi et al. reported
a crowdsourced proofreading system of digital books for people with visual im-
pairments [10]. In this platform, senior volunteers conducted phrase, ruby, and
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Fig. 2. The concept of a spatial mosaic that overcomes the limitations of real work-
places. [Left]: A workplace is generated in a virtual space. Jobs in the virtual workplace
are divided into work elements, and then remote workers complete these tasks in the
virtual environment. [Right]: Workplaces are located in real space. Workers can re-
motely access multiple workplaces in the real environment.

character corrections of the scanned books that were processed through optical
character recognition. On the other hand, in order to implement the framework
illustrated by the right part of Fig. 2, it is necessary to leverage various support
systems for remote workers. Conventional teleconference systems are effective
when the participants concentrate on speaking and do not move. The current
telepresence robot is useful for moving smoothly in remote real spaces, but re-
mains in the research and development phase. This telepresence robot, released
by Double Robotics, is a reasonable robot that can be easily manipulated. How-
ever, for seniors, this kind of system should be equipped with an intuitive in-
terface that does not disturb regular communication and creates highly realistic
sensations in remote environments for promoting mutual understanding.

The ultimate objective of this study was to develop a support system for
enabling seniors to remotely work on the real environment. In this paper, specif-
ically, we focus on a mobile avatar robot telepresence system for remote work,
and then propose a manipulation interface for promoting smooth remote com-
munication.

3 Related Work on Telecommunication Technologies

In this section, we discuss relevant work on conventional telecommunication
technologies and summarize the problems for implementing the spatial mosaic
society-wide.

3.1 Mobility in Telecommunication

In the above section, we discussed the “spatial mosaic” concept, which generates
a virtual workforce by gathering remote workers virtually within real and virtual
workplaces through ICT. When the spatial mosaic is implemented in our society,
the forms of spatial mosaic and its issues are summarized as follows:
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1. Participation in real-world workplaces: To insert remote workers into
the real world using ICT. It is important that the virtual worker integrated
into real world appropriately. If there are any abnormalities, these can act
as a distraction for on-the-spot workers. Examples: remote lecture, remote
interview.

2. Meeting in a particular space: From distant locations, many people can
meet in a particular place simultaneously It is important that on-the-spot
information is correctly interpreted. Furthermore, equal attention to various
information is also an important factor. Example: disaster site.

3. Connect remote spaces in the virtual world: From distant spaces, many
people meet in a virtual world simultaneously. All participants are virtual-
ized; therefore, it is important to create new and appropriate communication
methods. Example: remote meeting.

As the first approach to the spatial mosaic, we focused on the participation
model, which is the simplest model of telecommunication. Our first step was
to insert one remote person into the real world without any abnormalities. Of
course, this is a critical factor for telework towards maintaining fluent com-
munication between remote and on-the-spot individuals. For interactions with
on-the-spot workers, conventional television conference systems have limitations
as an information medium. These technologies can only convey sound and video.
They cannot express extensity, which is an important component of face-to-face
communication. Therefore, through television conference systems, it is difficult
to gauge the physical and psychological distance between on-the-spot workers
and remote workers. Thus, proper communication between them is repressed.

If the remote user can move around freely in the remote office, there are
benefits of the communication context for the remote user as follows:

– look around the remote space freely
– get up close with on-the-spot workers
– search for static information in the remote space

In addition to these merits for the remote user, there are certain benefits for
the on-the-spot worker.

– estimate what the remote user is interested in
– no need to move toward the remote user
– extend presence of the remote user

For these reasons, we focused on avatar robots as a medium of telecommuni-
cation. We use “avatar robot” to describe a robot that can freely navigate the
real world freely and convey auditory and visual information. In the following
section, we discuss communication through avatar robots.

3.2 Telecommunication through Avatar Robots

The telepresence robot is a representation of oneself that enables a user to be any-
where and have an artificial face-to-face conversation with remote people without
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considering spatiotemporal or economic constraints. Research on telepresence
robots began more than ten years ago, and recently, a variety of telepresence
robots have been produced by various enterprises [11,12]. Telepresence robots
came into widespread use for teleconferences, remote lectures, telemedicine, and
so forth [13]. For example, InTouch Health and iRobot developed a telepresence
robot RP-VITA for telemedicine [14]. By using RP-VITA, a doctor can ask hos-
pitalized patients detailed questions about their symptoms while sitting in his
own home or on a business trip. Thus, telerobotic technology has been rapidly
developed. There are currently numerous low-priced products and program li-
braries for developing telepresence robots.

Under these circumstances, for real-world use—not in controlled conditions—
we regard small mobile avatar robots as the most suitable robot for telecom-
munication. Therefore, we designed a telecommunication method using a mobile
avatar robot.

3.3 Problems of Conventional Avatar Robots

Mobile robotics technologies progress daily. There are many considerations in-
volved for using such technology in the real workforce (e.g., remote lectures). We
conducted several remote lectures using a mobile avatar robot, named double
(double robotics) and extracted the following problems.

– narrow eyesight
– operation complexity
– lack of presence
– difficulty of sound localization
– inviolable area

The narrow eyesight problem will be solved by hardware improvements. There-
fore, we will not discuss this problem further. Operation complexity and lack of
presence facilitated unsatisfactory social telepresence, which caused ineffective
communication. The definition of “social telepresence” is discussed in the fol-
lowing section. Difficulty of sound localization and inviolable area appear to be
independent problems, but if we use selective information browsing in remote
space, these problems can be solved simultaneously. We call this selective brows-
ing idea ‘zooming.’ This idea will be discussed further in the next section.

4 Interface Concepts

4.1 Social Telepresence

Social telepresence is defined as the level to which face-to-face communication
is simulated. Social telepresence is high when the user feels as though they are
in a face-to-face situation. This allows the user to experience more natural talk.
Generally speaking, social telepresence become higher with visuals as opposed to
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sound alone. Returning to the conventional avatar problems, operation complex-
ity is relevant to remote users, whereas lack of presence is relevant to on-the-spot
users, which is experienced as a decline in social telepresence. If we can resolve
these problems, mobile avatar robots can be the medium to facilitate improved
social telepresence over visuals.

First, we discuss operability improvements. A complex operation interface
forces users to concentrate exclusively on robot operation, hindering communi-
cation with the remote speaker. This issue is akin to putting the cart before
the horse. The robot operation interface should be easy to understand and as
intuitive as possible. To simplify the operation interface, we propose using body
motion as the operation input. With a body motion operation system, in addition
to simplifying operation, we believe that users will feel as though their individu-
ality is better projected into the remote avatar robot. This increases the feeling
of being in the remote place, which will thereby improve social telepresence.

Second, we describe presence enhancement. In face-to-face communication,
nonverbal movement plays an important role in expressing the delicate nuances
of thought. For example, eye gaze represents subtle nuances that cannot be
expressed by means of language. With these intricate movements, humans infer
customer reactions based on their words, movements, and so forth. In other
words, customer movements represent the output based on our social input.
With a conventional robot operation system, robots do not move unless users
operate the robot with intention. Therefore, when remote users become heated
in conversations with on-the-spot workers, the user’s attention is directed toward
speech alone. Attention is directed away from robot operation, such that robots
do not show any movement. Under this condition, on-the-spot workers cannot
detect any reflection of remote users’ true mood, except for sound and visuals.
Therefore, it is difficult for on-the-spot workers to know whether remote users can
listen to or see on-the-spot information. Communication is reduced by reduced
reflection of customer’s feelings.

Therefore, we propose an interface that shows the remote user’s unconscious
movement to on-the-spot workers. By reflecting the operator’s subtle movements
in the robot’s movements, we can simulate nonverbal aspects of communication.
We believe that this increases feelings of robot presence among on-the-spot work-
ers, and thus results in the improvement of social telepresence.

4.2 Acoustic Zooming

The word “zoom” means to magnify a section of a picture. Many studies have
been conducted to support information understanding based on zooming effects.
In this study, the word “zooming” means paying attention to a localized point
and thereby understanding its characteristics. In particular, “acoustic zooming”
is defined as the zooming of acoustic information.

Fig. 3 illustrates a schematic concept of acoustic zooming and an acoustic
cubic volume. In Section 3, we discussed the difficulty of sound localization and
inviolable areas as problems of conventional mobile avatar robots. We believe
that acoustic zooming can solve these problems simultaneously.
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Fig. 3. The concept of acoustic volume. User can only hear sounds within the acoustic
volume. In this case, users can hear the voices of orange and blue birds.

First, we discuss the sound localization problem. In the real world, there are
many kinds of sound sources. Therefore, the sounds sent to remote users through
avatar robots are mixed up with other sounds within the environment. From
the perspective of communication, general sound—aside from the customer’s
voice—is primarily noise, which should be reduced. By targeting the talking
partner by way of acoustic zooming, remote users can easily concentrate on
talking. Furthermore, acoustic zooming can create a pseudo-cocktail party effect
in terms of selective listening. Since the cocktail party effect is a unique effect
under the context of face-to-face communication, this effect can enhance feelings
of face-to-face communication, thus improving social telepresence.

Second, we discuss the inviolable area problem. In the real world, there are
many immobile objects (e.g., posters on the wall and large, heavy monuments).
Owing to mobile avatar robots, remote operators can move closer to and ob-
served immobile information. However, the real world is not always suitable for
mobile avatar robots. Thus, the area in which robots can move around is limited.
For example, using Double [11], a small item in its route can be an obstacle for
proper movement. Furthermore, conventional mobile avatar robots aim to en-
able users to engage in face-to-face-like talk with remote individuals. Thus, the
main camera, which primarily streams the partner’s face to the remote user, is
typically placed level with a human face with a narrow field of view. Therefore,
if there is a low-height obstacle, it eludes the avatar’s eyesight, which causes
the avatar to bump into the obstacle, thereby prohibiting forward movement.
Cluttered routes are therefore unsuitable routes for mobile avatar robots. How-
ever, there might be intriguing information in the inviolable areas. Under these
conditions, users can observe interesting information without any movement us-
ing acoustic zooming. This is a natural condition in face-to-face interactions.
For example, when users are spoken to from a distance and there are obstacles
between the conversational partners, users naturally react to their partner in
face-to-face situations. However, with a mobile avatar, it is difficult to converse
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from a distance. By using acoustic zooming to target a conversational partner,
users can converse from a distance.

5 Exploratory Experiments

In this section, we conducted fundamental experiments on the communication-
promoting effects of our ideas.

5.1 Social Telepresence

First, we again list factors for the enhancement of social telepresence.

– physically operable interface
– unconscious movement synchronization

We implemented an interface that can have these features for robot opera-
tion on a tablet computer. There are two reasons for using a tablet computer.
First, tablet computers have sufficiently large monitors to enable experience of
authentic audio-visual sensations. Second, tablet computers provide several easy
physical operations, such as pinch and rotate operations. These gestures pro-
vide more intuitive manipulation and interaction than simple buttons. Holding
a tablet computer and wearing headphones, users can explore various objects in
the virtual space. The system enables them to experience virtual space as if they
were looking through the display.

As a physically operable interface, we introduced the operator’s direction into
the avatar manipulation interface as shown in Fig. 4. Operators could move the
robot by tilting the tablet back and forth, and turn the robot by turning the
tablet right and left. The concept of this interface was designed to reflect users’
spatial movements into robot movements. In addition to this manipulation
method, we implemented a mechanism for reflecting unconscious movements
of users. We extracted hand jiggles, which constituted high-frequency data mea-
sured by an accelerometer with a high-pass filter. Back-and-forth jiggles were
measured for back-and-forth movement, and right and left jiggles were mea-
sured for clockwise and counterclockwise turns, respectively. Drastic movements
occurred when jiggles induced feelings of strangeness, and thus, we utilized lim-
ited threshold gap values.

Using this system, we conducted interface evaluation experiments. Partic-
ipants were asked to conduct short presentations through the avatar robot.
Then, we administered a brief questionnaire on the presenter and listener to un-
derstand participants’ impressions. Among presenters, feelings of self-projection
were enhanced by physically movable operation. This indicates that the feelings
of presence in the remote place were also enhanced. Among listeners, presence
of presenter was enhanced by the reflection of the presenter’s unconscious move-
ments. This fact indicates that listeners paid more attention to presenters when
there was unconscious movement projection. Thus, it appears that, under these
conditions, social telepresence was enhanced bidirectionally.
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Subtle rotation 
   and translation 
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Back or Go Device tilt 
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Remote place Operator 

Fig. 4. Design of the physically operable interface. Users can move the avatar robot
by tilting the tablet and turn the robot by user rotation. The system senses subtle
movements—hand jiggles—and reflects these in the robot as unconscious, nonverbal
movements of the operator.

5.2 Acoustic Zooming

Regarding acoustic zooming, we already have conducted a plain experiment [15].
We have also implemented an acoustic zooming system on a tablet computer.
With the system, we conducted an experiment to evaluate the efficiency of acous-
tic zooming. To compare the effect of acoustic zooming with conventional in-
terfaces, we implemented three volume calculation modes, namely, “normal,”
“direction,” and “zooming.” Fifteen sound sources—voices of different words—
were recorded in advance. These were located within the virtual space, and
participants were asked to find specific words.

The zooming mode produced significantly higher performance than the di-
rection mode and significantly more accurate responses than the normal mode.
According to the participants’ comments, switching functions of the calculation
modes and resizable acoustic volumes are important implementations for more
effective browsing in various situations.

For these reasons, acoustic zooming is effective as a type of information inter-
action. Therefore, it is implied that avatar interaction with acoustic zooming can
diminish stress related to information seeking in the remote environment. From
the perspective of mobile avatar manipulation, it is important that the opera-
tion interface provides operation of robot movements and targeting of acoustic
zooming, simultaneously. Notwithstanding substantive robots, it is unrealistic
to produce fast-moving robots due to safety concerns. If the target is constantly
moving, chasing it manually is difficult for these robots. Therefore, when imple-
menting a zooming system into the avatar operation interface, the system should
lock and chase the target automatically. This saves the user from unnecessary
concentration.
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6 Discussion

In this section, we discuss our next steps, namely, integration of the physical
UI and acoustic zooming. These two methods are both effective in building an
avatar operation interface. Thus, if we can effectively integrate these methods,
our avatar operation interface can have enhanced long-distance communication
abilities.

The most significant issue in need of consideration is a mapping method be-
tween user action and robot motion. This time, we mapped user’s body motion to
robot movement, and the pinch motion on a tablet surface for acoustic zooming.
However, motions that are most suitable for specific robot motions should be re-
searched. In particular, operation preferences might differ across generations. For
example, younger generations, who are proficient with smartphone usage, might
be accustomed to using a touch display interface. However, older generations are
less likely to be accustomed to this. In this case, the young have a mental model
for using touch-panel devices, but the elderly do not. The interface should be easy
to make using image for the user who have no proper mental model.

The most appropriate interface will change dynamically change across scenes.
The purpose of the present study, however, was to evaluate our ideas. Thus, we did
not focus on particular work scenes. Hereafter, we will aim to use mobile avatar
robots in a daily life context in order to clarify patterns of work using the spatial
mosaic method, and design an interface for robot operation in specific scenes.

7 Conclusion

In order to make full use of the strengths of the senior workforce, such as its rich
knowledge, experience, and skill, the spatial mosaic formation system and its
fundamental technologies were discussed. We discussed the mosaic and spatial
mosaic systems as well as conventional avatar robot communication problems.
We proposed two interaction concepts to resolve the stated problems: “physically
movable operation interface” and “acoustic zooming interface.” We conducted
an exploratory experiment for each interface. Results verified the efficacy of these
interfaces. The physically movable operation interface enhanced social telepres-
ence as experienced by the presenter and felt by the listener. This indicates that
body movement is an important factor, as we predicted in Section . The acoustic
zooming interface is useful for sound information browsing. We plan to conduct
a similar experiment in real-world scenarios. Future studies will integrate these
two concepts into one interface for avatar robot operation. Then, using this inter-
face, our research target will be the difference in feelings and proficiency between
the young and the aged.
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Abstract. A prototype of an assistive robot for older people was tested in three 
different countries in life-like lab settings. A sample of potential older users 
with different grades and types of age-related impairments completed a 
sequence of tasks with the robot. Subsequently, usability issues, user 
acceptance, and their willingness to pay for such a robot (affordability) were 
assessed to find out if the robot caters to the needs of the impairment groups. 
Main results of the data analyses were: ease of use was deemed satisfactory by 
the majority of participants. Task speed was considered to be rather slow. 
Additionally, it could be shown that participants were sceptical of buying a 
robot for their own use, but would be willing to rent one. A significant 
difference in classifying the robot prototype as helpful for the home was found 
in participants with mobility impairments compared to participants without 
mobility impairments. 

Keywords: social robotics, human-robot interaction, assistive technology, user 
requirements, older users, prototype trials.  

1 Introduction 

In view of the demographic development in Europe [1] with its rising number of older 
people, Assistive Technology becomes an essential element to improve senior 
citizens’ quality of life. Robotics could contribute to helping senior citizens stay 
longer at their own homes and feel safe. Solutions in robotic technology, however, not 
only need to be reliable in terms of task performance, but also have to meet users’ 
acceptance and fulfil their needs. Acceptance is described as “the demonstrable 
willingness within a user group to employ technology for the task it is designed to 
support” [2]. 

Several European projects in the field have attempted to tackle this issue. The most 
recent examples (among others) are KSERA [3], DOMEO [4], Companionable [5], 
SRS [6], or Accompany [7].  

The HOBBIT-project aims at developing a highly acceptable and affordable 
socially assistive robot supporting older adults in staying independently at home. To 
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become a real benefit for senior persons, such a robotic solution needs to cater to the 
target-groups needs. As people age, they become more fragile and may become more 
dependent on other people to accomplish everyday life activities [8]. Especially falls 
and their consequences are often considered a contributing reason for admission to a 
nursing home [9, 10]. People decide to move into a care facility, because they do not 
feel safe in their own home after a fall, or they are in need of more intense care due to 
the health consequences of a fall. Assistive technology thus should help preventing 
falls and improve emergency handling.  

As Hegel et al. (2007) found [11] the more an application is used in a private 
context, the higher the intensity of interaction. Accordingly, an everyday benefit 
needs to assure frequent usage of a robotic assistant. As a consequence, HOBBIT 
should fulfil tasks at home which reduce risk of falling (i.e. keeping floors clutter-
free, searching and bringing objects), and offer further functionalities that focus on 
user needs. Using HOBBIT on a daily basis will also facilitate its implementation in 
the household. It has been found that users’ expectations are often hard to meet in real 
interaction [12]. In order to identify such benefits, the analysis of user requirements 
plays an important role.  

The following section briefly describes the findings about user requirements 
leading to the functionalities of the prototype, section 3 described the prototype used 
for the trials, and section 4 then described the trial procedure and the most important 
results. Finally, conclusions are drawn from the trial results (section 5) and the study 
is discussed with an outlook to future work (section 6).   

2 Assessment of User Requirements 

In order to guarantee high usability and user acceptance, the conception of HOBBIT 
followed a user-centred approach. Several iterative pre-studies led to the identification 
of needs and requirements of older persons that formed the basis of functionalities in 
the prototype trials. Based on the idea of focus groups [13] four creative workshops 
were conducted in Austria and Sweden with older participants and  people who had a 
direct connection to the topic of “age and assistance at home” (medics, therapists or 
relatives of older people) [14]. These led to first explorative results concerning user 
expectations and requirements of a robotic helper at home. Requirements mentioned 
by the workshop participants mainly concerned household tasks (which is in line with 
findings from literature [15]), emergency detection, and providing/supporting social 
contacts. Some functions mentioned were beyond technical feasibility, for instance 
complex or physically demanding household tasks, and thus were not taken further 
into consideration within the HOBBIT project. 

As a next step, a questionnaire, based on this preliminary collection of ideas, was 
handed out to senior citizens in Austria, Greece and Sweden. Questionnaire items 
covered feasible, helpful functions identified in the workshops, and design issues to 
assess acceptance of HOBBIT. 113 potential primary users (PUs) aged 70 or older 
completed the questionnaire. Results of this survey led to a clearer picture of 
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4 Trials 

The aims of these trials were:  

• Assessing if user requirements were met by functionalities of the HOBBIT.  
• Gaining an insight into the usability, acceptance and affordability notions of 

potential older users, and to collect data for improvements to be implemented in a 
second prototype.  

• Analysing if the type of participants’ impairments had an influence on their 
perception of the robot.  

4.1 Sample and Setting 

Sample. Representative PUs were recruited in Austria, Sweden and Greece. All 
participants were 70 years or older and had at least moderate, typical age-related 
impairments. The most common age-related impairments occurring at that age were 
identified from literature [17, 18, 19, 20]. These are: vision, hearing or mobility 
impairments. Cognitive impairments were an exclusion criterion for participation in 
the trials. 

In order to assess grade of impairment (from “none” to “severe”), all participants 
were asked to complete a screening questionnaire before taking part in the trials. The 
screening questionnaire consisted of 18 items formulated as statements to be 
answered on a 4-point Likert scale, in order to find out about PUs’ difficulties 
regarding vision, hearing and mobility. Additionally, all participants were asked how 
often they used a computer and if they had ever fallen at home. It was expected that 
multi-morbidity would occur in the sample group, i.e. that there would be PUs with 
several limitations. PUs who had no form of impairment in the screening 
questionnaire were excluded. 

Apart from the impairment grading, PUs had to fulfil the following inclusion 
criteria for PT1 trials: 

─ Men and women aged 70+ 
─ Single-living at home (due to considerations that acceptance of an assistive robot 

among senior couples might be lower than for single-living persons) 
─ Possibly also receiving (moderate) home care; help in the household 
─ Sufficient mental capacity to understand the project and ability to give consent 
─ No pacemaker 

The final sample consisted of 49 PUs (between the age of 70 to 88 years; 35 female 
and 14 male) and 35 accompanying relatives or close contact persons (so-called 
secondary users; SUs; 24 female and 11 male). In Austria 12 PUs and 9 SUs took part 
in the study; in Sweden 21 PUs and 11 SUs and in Greece 16 PUs and 15 SUs.  

78% in the PU sample had at least one impairment graded as “moderate”. 44 PUs 
(89.8%) had some form of multiple impairment. Six participants had a severe vision 
impairment (12.2%), four had a severe hearing impairment (8.1%) and three had a 
severe mobility impairment (6.1%). 
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Measures and Procedure. After an introduction of the project, signing of informed 
consents and a short introduction of the robot and how to use it, PUs were seated in a 
chair in the living room area and given written instructions for each task. After each 
task, there was a short break for usability questions (based on the NASA Task Load 
Index [21], plus a few individual items). After the series of tasks, a debriefing 
questionnaire for PUs (including the System Usability Scale [22]) and SUs, time for 
questions from the participants and a snack ended the trial. Questions of the 
debriefing questionnaire, apart from a few open-ended items, had to be answered on a 
4-point Likert scale. To obtain a further external assessment of the participant’s 
behaviour and attitude towards the robot during interaction, a structured observation 
protocol was used by an observer who was present, as well as the SUs. 

One trial lasted on average 2.5hours (including introduction and debriefing 
questionnaire). If wanted, participants could take breaks in between.  

Based on the user requirements, the following sequence of tasks was chosen for the 
trials:  

─ Call the robot (via a call button from the other room) 
─ Clear floor (PU commanded the robot to autonomously pick up an unknown object 

from the floor and put it on its tray) 
─ Teach an object to the robot (PU taught robot a new pre-defined object by putting 

it on a turntable that the robot grasped)  
─ Search and bring (PU commanded robot to search and bring a learned object from 

the adjacent room)  
─ Emergency call (a project member simulated a fall which triggered HOBBIT’s 

emergency dialogue. PUs completed a verbal dialogue with HOBBIT finally 
establishing a demo-emergency call.) 

4.2 Analysis 

Quantitative data were analysed using SPSS 18. The data from questionnaires were 
subject to frequency analyses, correlations and non-parametric tests on significance 
(i.e. Mann-Whitney-U-Test). Additionally, qualitative data from observation forms 
were analysed descriptively and added interesting information. 

4.3 Results 

Usability. On the Nasa Task Load Index, the majority of PUs rated the tasks as being 
“rather” or “very easy”. Task-speed of the robot was mostly perceived as being rather 
slow. Only 18.4% of the PUs found the robot complex, and despite a whole lot of new 
information in the briefing phase and the new situation of interacting with a robot, 
only 32.6% felt that they needed to learn a lot beforehand. 91.9% thought HOBBIT 
was easy to use in general. PUs were also asked to rank which mode of operation they 
preferred in the debriefing questionnaire. The result showed the following order: 
voice commands came first (49%), then touch screen (42.9%) and gestures (6.1%). 

SUs (n= 35) also chose voice most often as their preferred option (49%), touch 
screen was in second place (16.3%) and then gestures (2%). This, however, also has 
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to be connected to the fact that only two gestures (yes and no) had been integrated at 
that point which explains the higher interest in voice and touch screen. 

Qualitative data from the observation protocols provided important information: 
On the whole, the observers noted that most participants were sceptical or insecure in 
the beginning, but then became more and more confident in the interaction with the 
robot. Icons and font size were liked by PUs, but a few participants stated that they 
had problems with recognising them and that the text should be larger. It was 
furthermore often observed that participants began with speech in a task as the 
preferred interaction mode and then switched to the touch screen. Speech commands, 
even though very much appreciated in the user needs assessments before the trials, 
posed problems for many PUs: participants did not feel at ease or could not remember 
the speech commands for HOBBIT. Most participants often talked in the natural way 
one would use when talking to a human being, which often led to speech commands 
not being understood by HOBBIT. 

PUs using a computer more frequently also stated that they would like to use the 
robot more frequently (r=.44/p=.01). At the same time, a significant negative 
correlation was observed between the amount of computer use and finding the robot 
“awkward to use” (r=-.39/p=.02). 

Bearing age-related impairments in mind, the question remained, whether 
HOBBIT catered to requirements of older users. Mann-Whitney-U-Tests showed that 
hearing impairments had a notable effect on the emergency task: PUs with hearing 
impairments found accomplishing this task more difficult (p=.048) than the other 
PUs. Accordingly, PUs with hearing impairments liked using the touch screen 
significantly more than other PUs (p=.030). No other significant differences between 
types of impairments were found. 

Functions Supporting User Acceptance. The debriefing questionnaire mainly 
focussed on functionalities that were classified as high priority functions from user 
requirement assessments and which were also in keeping with the HOBBIT approach 
of fall prevention. These were tasks that could be subsumed under ‘household’ and 
‘care’. Other data that was collected in the questionnaire covered design issues. In the 
following, the main results are presented. 

a) Household. PUs ranked fetching objects from the floor as the most important 
picking up-function (49% of the sample), followed by fetching objects from a high 
shelf (32.7%). The same result was found for SUs. 52.2% chose ‘picking up objects 
from floor’ as the most important function.  77.6% of the PUs and 53.1% of the SUs 
furthermore found a transporting functionality important.   

The grade of mobility impairment and agreement to this question were 
significantly correlated (r=.314/p=030), which means that a high grade of mobility 
impairment was linked to PUs finding it important that the robot could transport 
objects. What is more, finding it important that the robot transports objects correlated 
significantly with finding it important to use the robot as a walking stick 
(r=.285/p=.050), as an aid to stand up from the floor (r=.395/p=.006) and as an aid to 
stand up from a chair (r=.448/p=.001). 
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b) Care. Using the robot as a walking aid and as a stand up support, either from the 
floor or from a sitting position, were identified as possible fall prevention 
functionalities in the user requirement assessments. PT1 did not feature such  
functionalities, but the participants were asked how important they would be to them. 
PUs chose the aid to stand up from the floor most often as the preferred one (55.3%), 
standing up from a chair was in second place (18.4%), and the walking aid in third 
place (15.8%). In the same ranking, SUs chose standing up from the floor as the most 
preferred option (36.7%), walking aid second (16.3%) and then standing up from a 
chair (14.3%). Asked about the importance of such functionalities in general, 65.8% 
of the PUs stated, that help in standing up after a fall was “very important” to them. 
Importance of mobility aids was less distinct among SUs. 

Asked about the emergency dialogue in the trials, feedback from PUs was very 
positive: length of the emergency dialogue was rated as “just right” by 91.8% of the 
PUs, the speed by 87.8%, and spatial distance between robot and user in the 
emergency scenario was rated “just right” by 81.6%. When asked whether they found 
the emergency dialogue calming, 32.7% of the PUs chose “rather” and 53.1% “very 
much”. 

57.2% were in general favour of having a robot at home for a longer period, and 
even more (65.3%) could imagine that HOBBIT takes care of them. 49% found the 
robot as they experienced it “rather” or “very helpful” at home. SUs were also asked 
to state how helpful they thought HOBBIT was for their relatives/acquaintance’s 
home. They were slightly more positive than the respective PUs: 42.9% chose 
“rather” and 10.2% “very much” as answers, which in total makes 53.1% agreeing 
that such a robot could be helpful. 

Again, HOBBIT’s functionalities seemed to especially cater to PUs with mobility 
impairments. There was a significant correlation between mobility impairment and 
the opinion that the robot could be helpful in one’s own home (r=.372/p=.009).  

Results of U-tests confirmed an expectable difference between persons with a 
mobility impairment and PUs without. Mobility impaired PUs found it more 
important to use the robot as a walking aid (p=.007) and could also imagine having a 
robot taking care of them significantly more (p=.038). At the same time, they judged 
the robot to be less useful without an arm (p=.005), hinting at the importance of 
picking up objects for this group once more, and generally found PT1 more helpful 
for their home than PUs without mobility impairments (p=.001). No significant 
differences were found for other impairment groups.  

c) Design. Even though PT1 still possessed a very rudimentary design and thus could 
not give the impression of a finished product, a few questions regarding design were 
included in the debriefing questionnaire. PT1’s basic design already had been 
developed with the goal of approaching user requirements assessed beforehand. Those 
were: anthropomorphic design with head/face and body, an arm, and a moderate 
height that would not intimidate sitting participants.  

PUs were asked how they liked the face and the voice of the robot after they had 
interacted with PT1 in the trials. 69.4% enjoyed the face design (34.7% each rating it 
with either “liked it very much” or “rather liked it”) and even more (87.8%) enjoyed 
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the voice. On the whole, the female voice was slightly preferred over the male voice: 
55.1% of the PUs chose the female voice for interaction in the trials.  

SUs were less enthused by the face. Only 16.3% liked it “very much”. The voice 
was generally liked (over 60% giving it positive ratings), but some SUs said they 
would like a less ‘mechanical’ and more ‘natural’ voice. 

Another question addressed the robot’s size. 51% of the PUs found it the “right 
size” for being helpful at home, yet 40.8% stated it should be “smaller”. From the 
SUs, 40.8% found the size “right” and 26.5% said it should be “smaller”. 

Among the SUs, liking the design was significantly correlated with imagining to 
buy the robot for one’s relative (r=.405/p=.020) and renting it (r=.361/p=039), thus 
emphasising the influence that design can have on acceptance. No similar correlations 
were found among the PUs. 

Affordability. Asking persons about willingness to buy something they hardly have 
any experience with and which only exists as a first prototype at the moment of the 
survey can lead to vague results at best. Nonetheless, we let PUs and SUs reflect on 
whether they could imagine buying and/or renting a HOBBIT. 

The realistic price of the prototype amounted to € 14.000. This was clearly far too 
costly for the participants. Only 4.1% of the PUs could “rather” imagine purchasing 
HOBBIT for that price. Nobody agreed “very much” to do so. Buying a HOBBIT in 
general (without giving a specific price), however, met with slightly more approval. 
4.1% could “very much” imagine doing so, and 30.6% could “rather” imagine buying 
it in general. 49% could “very much” imagine renting a HOBBIT. 

The SUs also found the realistic price not acceptable. Still, 2% could “very much” 
imagine spending € 14,000 and 4.1% opted for “rather”. 18.4% could imagine buying 
a robot for their PU in general. This is still not a very high number, but indicates that 
SUs are to be seen rather as the marketing target group instead of PUs. Renting the 
robot was a “very” attractive thought for 22.4% and “rather” conceivable for 26.5%.   

Nonparametric correlations showed obvious, yet nonetheless interesting linkages: 
Those PUs who stated that they would like to use the robot frequently were also more 
prone to buy a robot in general (r=.458/p=.001). Additionally, the more they thought 
the robot could be helpful in their home (r=.390/p=.007) and the more they could 
imagine having a robot at home for a longer period (r=.326/.025), the more they also 
could imagine buying the robot in general. Hence, only when perceiving the robot as 
reliable and helpful, buying it can become a realistic option for PUs. Interestingly SUs 
of PUs with a vision impairment could imagine buying such a robot for their relative 
significantly more than SUs of participants without a vision impairment (p=.034). 
There were, however, no significant differences among PUs with different types of 
impairments observable. 

5 Conclusions 

The trial results presented here generally indicate that user requirements are met by 
HOBBIT. PUs mostly enjoyed the trial situation, found the tasks easy to accomplish 
and the operation of HOBBIT clear. As with all prototypes, some definite areas that 
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are in need of improvement, in order to fulfil the target users’ needs, could be 
identified: dialogues and instructions from the robot have to be legible for users and 
must not contain “loops” which can lead to frustration, if people are asked the same 
questions repeatedly. In the learning task it was often unclear and complicated for 
older participants to know what to do with the robot. Speed of the robot might also be 
something to be improved. The design of the touch screen menu seems usable for 
PUs. Minor changes are necessary, though, regarding a clearer arrangement of menu 
icons, and an adaptable font size to better accommodate PUs with vision impairments.  

In terms of acceptance, picking up objects from the floor has been singled out as 
the function within HOBBIT’s range that is most important for older users, especially 
in case of age-related mobility issues. This is followed by picking up objects from a 
high shelf and a transport function of the robot. A stand-up and a walking aid are 
highly interesting for the participants in the trial sample.  

The design clearly was not a finished one at this stage, which was also clear to the 
participants. Some helpful conclusions can nonetheless be drawn from participants’ 
replies regarding design issues: robotic voices should try to approach ‘natural’ human 
modulation and style. For an improved version of HOBBIT, also several voice 
options for each gender could be implemented. The size of a social robot for older 
persons should not be intimidating; 1.20m might already be too much in some cases. 
At the same time, it needs to be considered that PUs in a home setting will not always 
be in a sitting position when interacting with HOBBIT.  

Finally, results on affordability showed that the prototype price was too expensive 
for the majority of participants, but feedback often included that a final working 
model of HOBBIT could be worth the money. From the sample, SUs seemed more 
likely to be a market target group, purchasing or renting a robot for their older 
relatives. Apart from financial resources, this also reflects scepticism among older 
people to use robots as assistants in the near future. A renting model is preferred and 
might reduce scepticism from PUs.  

Differences between impairment groups could be analysed, which show that the 
functionalities are catered to meet requirements especially of mobility impaired users. 
Rating of functions indicates HOBBIT’s intended helpfulness in terms of fall 
prevention. The multimodal operation of HOBBIT (screen, voice and gestures) could 
make up for difficulties certain impairment groups might face in some tasks.    

6 Discussion 

The findings presented here also must be viewed from a critical point of view as well. 
PUs generally gave positive feedback on the prototype. This is not unproblematic. 
Older participants tend to give favourable comments to developers rather than voicing 
their opinion, thereby being very positive about prototypes they are presented and 
tending to blame themselves rather than the interaction modalities if not being able to 
cope with the system [23]. Self-reporting can also be influenced by age-related 
factors. [24] showed, for example, that there are age differences in the ways in which 
people respond in self-reports. Hence, findings from the PT1 trials have to be judged 
as tendencies which have to be confirmed or further looked into in future research. 
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Another limitation of this kind of trials is the rather small sample size and the 
difficulty to arrive at a balanced number of women and men. One also has to consider 
that participants were in a controlled environment and trials followed a clearly 
structured sequence of tasks. To gain more reliable and in-depth feedback from 
elderly users’ experiences, and to gain insight to specific situations in which the robot 
is perceived as either helpful or impractical, long-term trials in a natural home 
environment would be necessary, which leaves room for future scientific work. 

The main focus of this paper was on the question if user requirements based on 
age-related difficulties were met by our prototype. Despite the fact that findings partly 
did differentiate between impairment groups and it could be shown that mobility 
impaired participants rated the robot significantly as more helpful than the other 
groups, screening impairments by means of a self-report questionnaire has certain 
weaknesses. It was, for instance, observed that some participants rated themselves 
fitter than they actually appeared when being observed in their movements during the 
trials. Using a more ‘objective’ screening method, such as easy medical tests, for 
instance, might have led to an even more reliable group of potential users. Yet, such 
methods would have required the assessment of medical experts. Such an approach, 
however, must be judged from an ethical point of view as well. Subject older 
participants, who are a ‘vulnerable’ target group, to medical assessments would turn 
the participants into the objects of testing and research instead of the robot prototype. 
This clearly cannot be the aim of a usability study.  

To gain more insight into affordability and attitudes of users, it will be necessary to 
ask them about their own cost ideas and maybe use a different methodology. As PUs 
and SUs in this project are expected to have little to no experience with robots, open 
answers about willingness to buy a product that has only been experienced in a 
controlled environment and in prototype status are to be treated carefully. Again, 
assessing price details is more plausible in a setting with an already more finished 
version of HOBBIT (in terms of design, behaviour and functionalities).  

It follows that future work will have to concentrate on long-term trials in homes of 
potential uses with respective age-related impairments. For results on acceptance in 
real life, it needs to be made sure that assistive robots give (older) users a feeling of 
helpfulness and safety on a long-term basis. 
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Abstract. Connectionist and bio-inspired approaches to the study of emotional 
learning and decision making often emphasize, or imply, an executive role for 
the brain whilst paying only lip service to the role of the non-neural body.  In 
this short paper I will discuss approaches to modelling emotions that have at-
tempted to take into account, in one form or another, the role of the body in 
emotional learning and decision making. More specifically, I will argue that the 
‘how’ of behavioural responding and not just the ‘what’ must be factored into 
any learning algorithm that purports to be emotional. Furthermore, I will refer 
to research that has utilized abstract artificial environments designed to explore 
the relevance of how behaviours are carried out with a view to scaling perfor-
mance to more complex, including human-based, environments. 

Keywords: Emotions, Neural Networks, Homeostatic grounding, Abstract  
environments. 

1 Introduction 

Connectionist and bio-inspired approaches to the study of emotional learning and 
decision making often emphasize, or imply, an executive role for the brain whilst 
paying only lip service to the role of the non-neural body.  In this short paper I will 
discuss approaches to modelling emotions and emotion-like mechanisms that both in 
the absence or presence of accounting for bodily variables illuminate the need to con-
sider emotional learning and decision making as inextricably linking the behavioural 
components of the ‘what’ (which behaviour is selected) and the ‘how’ (what degree of 
energization and also the temporal realization of behaviour). Work that has attempted 
to take into account, in one form or another, the role of the body, specifically, the 
internal body, in emotional learning and decision making, is focused on in this article. 
More specifically, I will argue that the ‘how’ of behavioural responding and not just 
the ‘what’ must be factored into any learning algorithm that purports to be emotional. 
I refer to research that has utilized abstract artificial environments designed to explore 
the relevance of how behaviours are carried out with a view to scaling performance to 
more complex, including human-based, environments. 
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2 Connectionism and Emotional Learning  

The connectionist approaches to emotional learning and decision making we briefly 
review can be summarized as follows: 

• Neural-computational: Typically modelled at a systems (neural-anatomic) level or 
informational (e.g. reinforcement learning) level of abstraction. 

• Robotic ‘embodied’ neural models or bio-inspired architectures: Where neural 
models and bio-inspired architectures are utilized within robots either to assess the 
effects that physical activity has on neural/controller activity, or to evaluate the 
transferability of the neural model to a physically embodied system. 

At a systems, or neural-anatomic, level neural computational learning mechanisms 
have been studied to account for the oft-cited but somewhat opposing emotional 
learning perspectives of LeDoux (1996) and Rolls (2001, 2005). Armony (2005) 
tested the dual-route hypothesis, and its neuroanatomical basis, using a computational 
model with self-organized winner-take all modular dynamics that they proposed cap-
tured the fundamental neural-computational features of the purported rat brain fear 
circuitry. The general finding was that the simulated thalamic-amygdala route was 
sufficient to produce Pavlovian conditioning to a tone stimulus. Lowe et al. (2009) 
produced an analysis of the Armony et al. model and made a number of criticisms of 
the modeling approach. The main limitation of the model was found to be its inability 
to fail to condition to the conditioned stimulus in spite of lesioning modules of the 
model – a trivially simple network provided similar results to the dual-route model 
concerning behavioural output.  

The neural-computational model of Balkenius et al. (2001) (and Moren 2002), on 
the other hand, implements a Rolls-like contextual reinforcement algorithm. Similar 
to the Armony et al. model, Amygdala and Cortical modules exist. However, the Or-
bitofrontal Cortex (OFC) module of Balkenius et al. (2001) has a specific function – it 
affords context – specific inhibition of the learned amygdala output. Balkenius and 
Moren used a Rescorla-Wagner (1972) based algorithm for learning neutral stimulus 
– reinforcer stimulus associations. Amygdala units did not unlearn whereas OFC units 
produced fast learning context-specific activation (omission of reinforcer at stimulus 
presentation) enabling quick acquisition and reacquisition. Such learning might be 
likened to maintaining a fear representation of a snake stimulus that is behaviourally 
suppressed according to the context of its being in a glass cage. The context specific 
triggering of learned responses (inhibited or activated) comprise a particular form of 
affective computation.  

The Balkenius and Moren model captures more data relevant to emotional learning 
than the Armony model and identifies the significance of key mechanisms for learn-
ing processes. Furthermore, it has been adapted and embedded within a physical robot 
platform (Balkenius et al. 2009) – a humanoid robot head – where cortical inputs are 
filtered through saliency maps based on the work of Itti and Koch (2001), see also 
Balkenius et al. (2008). This work increases the sense of physical embodiment in the 
emotional learning by demonstrating the transferability of the connectionist model 
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and permits simple decision making by considering abstract motivational states that 
have an attentional gating effect (in relation to robot salience perception). For a fur-
ther review of emotional learning neural networks see Roesch et al. (2010). 

3 The Role of the Body in the ‘What’ of Action 

The models of Armony et al. and Balkenius et al. are both lacking, from the embodi-
ment point of view, in terms of instrumental control, i.e. which affects how behaviour 
regulates emotional (or value-based) learning. In particular, the aspect of timing in 
relation to when a particular event or behaviour can yield a rewarding or punishing 
outcome is of critical importance to embodied systems. Models exist that have made 
use of temporal difference (TD) like reinforcement learning algorithms for learning 
the interval of time between a predictive stimulus and a reinforcing outcome. In the 
case of work by Alexander and Sporns (2002) a TD-like algorithm was tested in three 
stages i) a disembodied neural network stage – to compare network performance 
against animal neurobiological learning profiles (cf. Schultz et al. 1997), ii) a physical 
transfer stage where the network was embedded into a khepera robot and demonstrat-
ed to perform comparably to stage i) in a non-action selection task, iii) an autonomous 
navigation task where the instrumental behaviour of the robot directly modulated the 
profile of emotional learning and resulted in emergent nesting behaviour in relation to 
movable objects within the robot’s environment. While the robots evaluated in these 
cases had a simple pre-programmed behavioural/decision making repertoire concern-
ing avoiding or approaching and then gripping coloured objects – the ‘what’ of action 
– the temporal nature of emotional learning which affected how behaviour was car-
ried out led to a macro, or emergent behavioural response – at a different timescale - 
this was interpreted as a type of nesting/clustering behaviour of the movable objects. 

4 The Role of the Body in the ‘How’ of Action 

Another aspect of emotional learning and behaviour that is often ignored is the vigour 
of behavioural responding. This may be considered a central component of ‘how’ an 
action is carried out. While this has been of interest in a computational framework to 
neural-computational modellers in recent years (e.g. Niv 2009, Boureau and Dayan 
2010) it has been less incorporated in connectionist-based emotional learning models 
embedded within robots. Vigour, when behaviourally manifested, might be inter-
preted in terms of speed or effort involved in movement. It provides an energizing of 
behavioural response. An example of an approach that has looked into the effects of 
energized action includes the bottom-up evolutionary robotics approach of Lowe et al. 
(2010). In this work a simulated e-puck robot was employed to navigate to one of two 
objects that represented water or food. The robot’s basic motivation to approach either 
object depended on its artificial metabolic needs, provisioned by a model of a micro-
bial fuel cell stack (cf. Montebelli et al. 2013).  The energetic constraints that the 
artificial metabolism provided, following evolved configuration of a neural network 
interface, determined the speed, or vigour of movement. Critically, the robot approach 
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Fig. 3. The work and fuel performance of the iCub robot (in fig. 2).  As work performance 
reduces, arousal (constrained by ‘energization’, i.e. battery level) increases. This increase 
enables the robot to improve work performance, i.e. increase ball-tracking speed, and maintain 
behavioural stability (cf. McFarland and Spier 1997) – see bottom right sub-figure. From Ki-
ryazov et al. (2013a). 

Kiryazov et al. (2013b) also implicated ‘safety’ as a purported third ‘resource’ af-
fecting decision making and behaviour. Essentially, for any robot to interact in natural 
environments – e.g. with typical/atypical adults or children – it must factor into the 
‘how’ of its behaviour not just the speed/effort of movement required to complete a 
task but also how that speed/effort might potentially endanger the human interactant. 

5 Grounding the ‘What’ and the ‘How’ of Emotional Learning 
and Decision Making in Abstract Environments 

In the examples of the behaviour cycling robots, given in the previous section, using 
connectionist and bio-inspired models of emotion-motivation, artificial environments 
have been used to assess the importance of bodily variables to decision making ac-
cording to an ethological/biological imperative of behaviour cycling. It is suggested 
that simple environments such as these provide a fundamental tool for apprehending 
the utility of emotional mechanisms in robots. This provides an important first step in 
modeling and understanding the relation between learning and decision making on the 
one hand, and behaviour on the other when scaled to more complex environments that 
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may require interaction with typical or atypical adults or children. Such methodolo-
gies are critical if we consider robotic behaviour, if correctly mimicking human and 
other animal behaviour, is a complex function of neural, non-neural bodily and mor-
phological factors.  
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Abstract. This paper describes the multimodal user interface (UI) of an afford-
able assistive robot for older persons developed within the FP7 HOBBIT  
project. Similar approaches are briefly outlined and discussed to identify simi-
larities and differences with regard to the UI domain. The paper describes how 
the developed UI enhances user interaction based on the use of available infor-
mation and simple principles for a broad range of use. Some results from the 
user trials with first prototype in 3 countries and 49 users are outlined. Several 
UI related improvements are currently under development. The UI approach so 
far seems promising and the consortium is working towards improvements for 
the upcoming final HOBBIT prototype and the trials in users’ homes. 

Keywords: HRI, HCI, AAL, Assistive Robots. 

1 Introduction 

The rapidly growing area of Ambient Assisted Living (AAL) aims at developing new 
services and systems for older persons in order to support their independent life as 
long as possible [1]. One of the most innovative topics within AAL is the emerging 
research field of assistive robots for older persons. 

The Human-Robot Interaction (HRI) for (socially) assistive robotics applications 
has developed to an evolving research area on its own driven by the prospects of a 
growing-old population [2-6]. HRI is still based on well-established HCI principles 
but also adds new challenges [7]. The physical embodiment and the autonomous ac-
tivity in a shared space with the user open up new dimensions of complexity. On the 
communication side, with the often anthropomorphic appearance, natural multi-modal 
interaction via speech, gestures and touch but also emotions and physical cues are 
called for. The expectations towards an autonomous robot include (social) situated-
ness, adaptive behavior, natural language understanding and reasoning which usually 
demand rich sources of information to be collected.  

In the FP7 HOBBIT project a prototype of such an assistive service robot for older 
persons has been designed and developed. Considering the existing barriers the con-
sortium decided to put the focus on user acceptance, usefulness but also affordability. 

The HOBBIT robot provides autonomous navigation, a manipulator with a gripper 
and a multi-modal user interface (UI) allowing interaction via speech, gesture and 
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touch screen and wireless call buttons [8-9]. The communication between HOBBIT 
modules is based on ROS [10]. The UI e.g. provides easy and unified access to infor-
mation in the web, videophone service, serious games, control of robot functions (e.g. 
the manipulator), emergency call features and control of the AAL environment in an 
accessible and consistent way [11]. It is also the channel to communicate the status of 
the robot and ask feedback from the user. Additionally, a small display on top of the 
robot presents emotions by expression of eyes and mouth.  

In this paper the features of the UI developed and the information it makes use of 
are described. It starts with an overview about the basic features of the HOBBIT robot 
and the discussion of some similar UI solutions. The underlying Mutual Care para-
digm [12] is introduced and its influence on the UI is described and the shared context 
with the AAL environment is addressed. 

The main part of the paper describes the different UI features. First results from 
user trials are reported and their taking-up in the second prototype of the UI are  
presented. 

2 The HOBBIT Robot 

The HOBBIT project aims at an affordable final prototype with limited resources 
excluding deep research into single aspects, development or use of costly components 
and substantial adaptations to the environment. Gesture recognition and localiza-
tion/navigation are done with cheap Kinect-type sensors, speech recognition (ASR) 
and text to speech (TTS) for the user languages (Greek, Swedish, and German) are 
based on a commercial product and for the AAL environment a very basic set of de-
vices is optionally foreseen. 

 
Fig. 1. HOBBIT research prototype 1 as used in first user trials 
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The HOBBIT robot (Fig .1) can detect with some probability whether a user is 
present and where by using information provided by its camera and by the distributed 
AAL sensors but the information is not always available with high probability be-
cause of mentioned constraints. Also the ASR and gesture recognition are not always 
working perfectly over the widely varying interaction distance [13], [14]. 

3 Similar Attempts 

Many socially assistive robots for the support of old persons in the home environment 
have been developed as research platforms so far (e.g. NurseBot Pearl [15], DOMEO 
[16], KSERA [6], [17], Cogniron [18], Companionable [19], SRS [20], Care-O-Bot 
[21], Accompany [22], HERB [23], and many others). Nevertheless, hardly any robot 
really entered private households besides autonomous vacuum cleaners and lawn 
mowers. Robots for “real world environments” still are a challenging endeavor 
tackled mostly in the form of prototype research. There is even little evidence of long 
term trials at the users’ home so far.  

However the concrete robot platform has been designed, it needs a user interface 
(UI) sub system. Below some UI aspects of selected projects are briefly described and 
discussed. 

3.1 Some Robot UI Examples 

In the paper [24] an overview of the UI in different assistive robot projects was given 
including some basic information about project objectives as these also can influence 
the design of the UI.  

─ ALIAS Project: The project ALIAS (“Adaptable Ambient Living Assistant”) de-
veloped a robotic platform able to support “communication and social interaction 
between the user and his/her social network as well as between the user and the ro-
bot platform” [25], [26]. 

─ DOMEO Project: The DOMEO project (“Domestic Robots for Elderly Assis-
tance”) aimed to develop a new companion robotic system that allowed cognitive 
assistance to elderly persons in their home [16].  

─ KSERA Project: The KSERA project (“Knowledgeable SErvice Robots for Ag-
ing”) developed a prototype of a socially assistive robot that supports older per-
sons, especially those with Chronic Obstructive Pulmonary Disease (COPD). The 
aim was to provide support for daily activities and care needs and to offer means 
for effective self-management of their disease. In this way the independent and 
self-determined way of life and the overall quality of life can be enhanced [6] [17]. 

─ CompanionAble Project: The project CompanionAble (“Integrated Cognitive  
Assistive & Domotic Companion Robotic Systems for Ability & Security”)  
developed the robot “Hector” which supports older persons living at home with a 
specific focus on provision of cognitive support [27]. 
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3.2 UI Similarities and Differences 

The “big line” in the architecture of the UI is similar in all of the mentioned projects, 
e.g. a central module often called “Dialogue Manager” is available in all approaches 
to control the UI output based on user input and system state and coordinating the 
different input and output modalities.  

Some differences can be attributed to the diverse robotic platforms, e.g. size and 
appearance of DOMEO’s Kompai robot and CompanionAble’s Hector robots are 
quite different to KSERA’s small humanoid NAO robot (Fig. 2).  

 

     

Fig. 2. Robots NAO (from KSERA) [17] and Kompai (from DOMEO) [16] 

The mobility aspects of assistive robots foster the use of “hands-free” modalities, 
as e.g. speech recognition – despite its limited performance in noisy environments – 
which is useful in cases where the distance between user and robot position does not 
allow using the touch screen device [26], [28]. 

A common element in all designs is the use of some form of head, with either 
movable eyes (ALIAS), eye-like displays (CompanionAble’s Hector, HOBBIT) or at 
least a fixed face (DOMEO). Touchscreens are either mounted in an approximately 
45° angle or tiltable to foster the use from sitting or standing position. KSERA makes 
use of a beamer instead of a touchscreen [29]. 

When analyzing the implementations of the graphic user interface (GUI) some dif-
ferences in the GUIs can be noted: while ALIAS provides text and icons (graphics) in 
a rather balanced way using a large text size, focus on HOBBIT’s GUI is on graphics 
(providing only short corresponding text). In contrast, DOMEO’s main menu puts its 
focus on a graphic only presentation. CompanionAble uses both, only icon buttons 
and big buttons with only text. More details in [24]. 

3.3 ASR Challenge 

Although many projects and above UIs implement ASR, hardly any results of actual 
trials can be found in literature. In case of HOBBIT we found that while state of the 
art ASR technology works well for different applications this is only the case in the 
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near field, i.e. short distance between user’s mouth and microphone (as e.g. in case of 
wearable wireless microphone or a headset). As soon as the microphone is moved 
farther away from the user the ASR performance drops significantly. The latter case is 
called distant or far-field ASR and shows a significant drop in performance, which is 
mainly due to three different types of distortion [30]: (a) background noise, (b) echo 
and reverberation and (c) other types of distortions, e.g. room modes or the orienta-
tion of the speaker’s head [31]. 

The typically needed distance for controlling the robot via voice varies from ap-
prox. 0.5 to several meters, up to situations where robot and user are in different 
rooms. Due to user acceptance and resource limitations we can neither expect the 
older persons to wear a microphone all the time nor to install several large distributed 
microphone arrays in the user’s private home [32]. Thus experiments were carried out 
to explore what is possible within the current limitations of state-of-the-art ASR tech-
nology and to identify suitable (array) microphones with beam forming capabilities. 
We found that no off-the-shelf solution exists but acceptable error rates can be 
achieved for distances up to 3m by careful tuning of the audio components and the 
ASR engine [13].  

4 Mutual Care Paradigm and Adaptability of Behavior 

In HOBBIT one of the research goals is the application of a Mutual Care paradigm 
(robot and user helping each other) including different robot personalities from ‘de-
vice’ to ‘butler’ and ‘companion’-like behavior and an evolving social role of the 
robot over time of use [12], [33]. As one element of the concept the user can reward 
the robot and the robot can offer support. 

On top of the base functionality additional behavior based on the Mutual Care de-
rived social role of the robot has been implemented. Distances and approach direction 
and the form of user interaction are modeled according to the intended behavior. 
HOBBIT is also adjusting other functions like periodically patrolling to remove ob-
stacles from the floor and to look for the user according its social role status. The 
advanced behavior is derived from the social role by adaptation of certain parameters 
of the base functionality. In the dialogues with the user the wording and frequency of 
interaction are automatically adapted to the robot’s role. In general, for all texts sever-
al versions for each role exist and are applied at random. 

The default settings of HOBBIT are a good starting point for most users. To allow 
for individual adaptation a so-called Initialization Script, which is run upon first in-
troduction of the robot to the user and later on user request, guides the user through a 
set of questions. The user is asked for preferences on volume and speed as well as 
gender of the speech output voice; the user is invited to try out speech, gesture, and 
screen input and can give the robot an individual name it will answer to. The final 
prototype will also allow configuring the individual behavior settings, such as differ-
ent robot personalities (more companion-like or more machine-like) and proxemics 
parameters. The selected values are directly demonstrated during the process to give 
the user immediate feedback. 
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5 AAL Environment  

The autonomous robot as the mobile element of HOBBIT shares information with the 
(AAL) environment in which it is operating in order to establish enriched context 
awareness. Also, the robot can make use of actuators in the environment to extend its 
capabilities [34], [11]. 

To facilitate easy calling of the robot to a specific place when user and robot are 
not in the same room (and therefore the ASR will not work), self-powered (energy 
harvesting) wireless call buttons are used as part of the AAL environment. Such sta-
tionary buttons can be placed e.g. near the bedside, in the kitchen or in the living 
room wherever the user frequently will be. When the user presses the call button, the 
robot will directly navigate to the known place of the button so that it brings itself into 
a closer interaction distance and pose relative to the user which is suitable for touch-
screen, speech and gesture operation. 

A small set of wireless movement (PIR) and contact sensors can be added to pro-
vide location based activity information to the robot in form of accumulated activity 
status indicators. Actuators can be installed to e.g. control lights during nighttime to 
reduce the risk of falling. 

For the AAL environment tests in an AAL lab [11] with different zones modeled 
similar to a realistic home environment were performed.  

The implemented HOBBIT AAL interface is basically based on a USB transceiver 
for the EnOcean standard and is prepared for integration of other already in place 
automation devices via generic interfaces e.g. OpenHAB [35]. 

6 HOBBIT’s User Interface (UI) 

In the project a concept for handling limited reliability and sparse information as base 
for a multi-modal UI without the full functionality yet in place had to be found.  
Despite its flexibility and the internal handling of some interaction aspects the UI 
nevertheless shall offer a highly predictable interface to the task execution modules 
responsible for the navigation and grasping. This requires some autonomy of the UI 
including independent fusion of modalities and own capabilities for performing sub-
dialogues with the user. 

As core of the UI the multi-modal dialogues are based on a graphical UI (GUI) 
with a menu structure of several levels containing buttons with the commands that can 
be given to the system. This menu structure is handled autonomously by the GUI and 
many functions (media, information) are handled internally by the GUI. Knowledge 
from previous successful user centered research projects with older persons has been 
integrated in the design of the menu structure [36], [37]. Commands related to robot 
functions are forwarded to the robot control engine via ROS and handled there mak-
ing use of a UI Dialogue Manager service for dynamic feedback. 

The dynamic prompts that are used for reporting status and asking feedback from 
the user follow a common design with the static GUI menu pages the user can navi-
gate through (Fig. 3). Usability aspects and as far as possible design for all principles 
have been an important consideration when designing the UI. 
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Fig. 3. GUI used for prototype 1 (PT1): static menu and dynamic prompt 

Users over time often become annoyed by robot-like i.e. lifeless and stereotypic 
behavior. The robot therefore shall be able to make use of emotions and variants of 
formulations when presenting output avoiding saying exactly the same phrase again 
every day [3, p.687] On the other hand the behavior must not become totally surpris-
ing to avoid uneasy feeling towards the dependability of the robot. Most users prefer a 
robot companion to be predictable, controllable, considerate and polite [3, p.688]. 

 

 

Fig. 4. UI Architecture overview 

The finally chosen UI architecture combines the strengths of a basic GUI in the 
core with dynamic prompts under the control of a dialogue manager for all the input 
and output modalities. The command options for the user and any output are shown 
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on the GUI and announced by TTS, user input can come from ASR, touchscreen or 
gesture as chosen by the user and is always followed by consistent multi-modal feed-
back clearly showing which selection was made and which options are available. For 
the HOBBIT system the UI appears as one single ROS node handling all user interac-
tion (Fig. 4). 

Although not strictly part of the UI, the expressiveness of the UI can optionally be 
combined and enhanced with a set of emotions shown via the robot’s eyes (tired, sur-
prised, concerned…) on the head displays and movements of the robot platform 
(nervous, happy…). Such behavior is controlled by emotion parameters in the dialog 
requests and automatically adapted to the current social role of the robot. 

Nowadays quite impressive server based ASR solutions exist and have been consi-
dered (e.g. Siri, Google), however, for reliability reasons the decision was made to 
avoid the dependence on an external data link and go for a fully local solution. Also 
existing local dictation engines (Dragon) have been considered but found to be li-
mited to few languages and depending too much on dictation context for good results. 
As a result, a local context free command grammar based ASR engine was chosen. 
The UI handles input by gestures and ASR based on their confidence levels and auto-
nomously asks the user to repeat a command (by any modality) or to confirm (Fig. 3). 

As the available ASR solutions are not fully satisfactory, the ASR module was de-
signed as a standalone solution which can easily be replaced in future. For the ASR 
microphone a small microphone array with beam-forming, noise suppression and 
echo cancellation post-processing was chosen as the best compromise. 

TTS output is provided by a set of SAPI-based male and female voices. Speaker 
independent ASR and text to speech (TTS) are currently offered in the user site lan-
guages (Greek, Swedish, German and English). The language dependent settings 
(ASR grammar, texts for GUI and TTS) are part of the configuration and allow for 
easy localization via editable text files. 

A set of hand gestures are detected by a specialized HOBBIT ROS module work-
ing with Kinect-type camera input [14]. These gestures are combined with other input 
in the Dialogue Manager and can transparently be used to call for help, point to ob-
jects, or answer prompts of the UI. 

As conclusion, the interaction with HOBBIT based on distance of the user to 
HOBBIT can be done either by: 

─ Wireless call button (far, from other rooms), 
─ Speech (ASR) and gesture (2-3m)  
─ Touchscreen (arm length). 

6.1 Lessons Learned from first User Trials 

First empirical user studies in a controlled laboratory setting with the HOBBIT  
prototype were carried out in Austria, Greece, and Sweden, with a total of 49 primary 
participants [38]. The studies were based on six representative tasks that should dem-
onstrate the key behaviors of HOBBIT to the participants and that should enable us to 
explore the following research questions: 
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─ How do older adults (with representative age impairments) perceive the multimod-
al interaction possibilities of HOBBIT in terms of usability? 

─ Do older adults accept HOBBIT as assistive household robot after interacting with 
it in the laboratory? 

─ How do older adults perceive the value of HOBBIT as support to enable indepen-
dent living at home with respect to affordability and willingness to pay for it? 

 

Fig. 5. Early UI prototype for upcoming PT2 considering findings from PT1 trials 

 

Fig. 6. User interaction test scene 

Regarding UI the most important findings were in the usability area: the multi-
modal user interface based on touch screen, gestures and voice input was found to be 
useful by the vast majority of users (96%). Voice commands and touch screen were 
liked best as operation mode by primary users. This and some other lessons learned 
from PT1 user trials guided the redesign for prototype 2 (PT2): 

─ The round corner icons of the GUI were not always identified as buttons and there-
fore were changed to the rectangular design of the other buttons. For the GUI of 
the PT2 a set of new icons have been designed including those for the new PT2 
functions (Fig. 5). 

─ The extendible UI mounted on a mechanical slider so that it could be pulled to-
wards the user for the most ergonomic position was rarely used although the users 
were reminded of it. As a consequence, the mounting of the touchscreen in PT2 
was changed to a fixed, protruding position. 

─ Many users did not wait to give voice commands only after the beep indicating that 
the ASR is listening for commands. In PT2 this restriction was released (Fig. 6). 

Another test series was performed to find out the robot‘s ability to draw user‘s  
attention by its behavior [39]. For this test a setup was chosen where a user was busy 
doing a complex search task. The robot several times approached and offered help 
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(which it could not actually provide) or showed some other behavior. The results 
indicate that necessary distracting behaviors (e.g. the robot has to remind the user of 
something) can be designed in a socially normative manner and that a robot not nec-
essarily bothers the user, but only distracts him/her from a primary task [39]. 

7 Conclusions and Outlook 

This paper described the development of an UI in the HOBBIT robot project, how the 
developed UI architecture enhances user interaction based on the use of available 
information and simple principles for a broad range of use. 

Despite the limitations due to the project’s vision of an affordable (low cost) assis-
tive robot the UI approach so far seems promising and the consortium is working 
towards improvements for the upcoming final HOBBIT prototype and the final trials 
in users’ homes. 
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Abstract. Mobility disabilities are prevalent in our ageing society and impede
activities important for the independent living of elderly people and their quality
of life. The goal of this work is to support human mobility and thus enforce fitness
and vitality by developing intelligent robotic platforms designed to provide user-
centred and natural support for ambulating in indoor environments. We envision
the design of cognitive mobile robotic systems that can monitor and understand
specific forms of human activity, in order to deduce what the human needs are,
in terms of mobility. The goal is to provide user and context adaptive active sup-
port and ambulation assistance to elderly users, and generally to individuals with
specific forms of moderate to mild walking impairment.

To achieve such targets, a reliable multimodal action recognition system needs
to be developed, that can monitor, analyse and predict the user actions with a high
level of accuracy and detail. Different modalities need to be combined into an in-
tegrated action recognition system. This paper reports current advances regarding
the development and implementation of the first walking assistance robot pro-
totype, which consists of a sensorized and actuated rollator platform. The main
thrust of our approach is based on the enhancement of computer vision techniques
with modalities that are broadly used in robotics, such as range images and hap-
tic data, as well as on the integration of machine learning and pattern recognition
approaches regarding specific verbal and non-verbal (gestural) commands in the
envisaged (physical and non-physical) human-robot interaction context.
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1 Introduction

1.1 Motivation

Mobility problems, particularly concerning the elderly population, constitute a major
issue in our society. According to recent reports, approximately 20% of people aged
70 years or older, and 50% of people aged 85 and over, report difficulties in basic
activities of daily living. Mobility disabilities are common and impede many activities
important to independent living, [1], [2]. A significant proportion of older people have
serious mobility problems. Furthermore, current demographics show that the elderly
population (aged over 65) in industrialized countries shows a constant increase, [3].

Mobility is a crucial activity especially in the elderly since it promotes physical
exercise, independence and self-esteem. Robotics seems to fit naturally to the role of
assistance since it can incorporate features such as posture support and stability, walk-
ing assistance, navigation in indoor and outdoor environments, health monitoring etc.
Our motivation in this approach stems from the fact that for an efficient and intelligent
robotic assistant, a variety of multimodal interaction and cognitive control functionali-
ties must be embedded, so that the robot can autonomously reason about how to provide
optimal support to the user whenever and wherever needed.

1.2 Related Work

Several intelligent robot mobility aids are known, which are divided into two large cat-
egories: robotic wheelchairs and robotic walkers, [4]. They are designed to accommo-
date a normal walking pattern with opposite arm and leg moving together. Most robotic
walkers are robotized variations of the typical Rollator frame, which is a standard walk-
ing frame attached to wheels, mainly used where balance -rather than weight bearing-
is the major problem.

Many robotic walkers have been developed, generally presenting some of the fol-
lowing functionalities: (i) physical support; (ii) sensorial assistance; (iii) cognitive as-
sistance; (iv) health monitoring and (v) advanced human - machine interface, [5]. These
platforms largely fall into two categories: passive and active devices, [6]. While passive
mobility aids either steer or brake, but cannot move forward without the human apply-
ing forces on them, [7]-[9], active devices are equipped with actuators and thus, their
motion and interaction behaviour can be actively controlled, [10]-[12].

The research work reported in this paper aims to further extend and enhance the
functionalities of such systems, by focusing on the development of robotic mobility
aids for indoor environments that provide intelligent and active walking/mobility as-
sistance (standing up, walking, and sitting down) to elderly people (with and without
enough strength to support and stabilize themselves), in particular by supporting safe
autonomous proactive control (for instance, by incorporating fall prevention features)
and adaptive user-robot interaction, through multimodal sensory processing and intu-
itive human-robot communication.
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1.3 Organization and Overview

This paper is organized as follows. In Section 2, the first prototype of the experimental
platform is described. The multimodal information processing and action recognition
system is discussed in Section 3. The appropriate analysis and identification of human
walking motions and classification of specific mobility weaknesses are discussed in
Section 4. The design of a context-aware control architecture for an active mobility aid
robot is briefly analysed in Section 5. Finally, conclusion and plans for future work are
given in Section 6.

2 Experimental Platform

The experimental platform consists of a sensorised passive rollator prototype, as de-
picted in Fig. 1, which has already been used for the purposes of data collection and
recording in a set of predefined typical use-cases and scenarios involving elderly peo-
ple. The system incorporates multimodal information from laser range finder sensors,
force/torque sensors, RGB and RGB-D cameras, encoders, and microphones.

First of all two laser sensors are used on the experimental platform. The first sensor
(Hokuyo UTM-30LX) is placed at the front of the platform facing towards the mo-
tion direction, to provide full scanning of the walking area. For the purpose of human
legs’ detection and tracking, a second laser range finder (Hokuyo UBG-04LX-F01 rapid
LRF) sensor is mounted at the back of the experimental platform facing the user legs,
scanning a horizontal plane at the lower limbs at a height of approximately 40cm from

Fig. 1. Experimental platform: first sensorized prototype used for data acquisition and recordings
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Fig. 2. A snapshot of the detected user’s legs along the legs’ centers

the ground, in order to take measurements from the users’ gaiting performance. An ex-
ample of the detected subject’s legs is depicted in Fig. 2. A rectangular area (a search
window) in front of the laser sensor is defined, inside of which we search for the po-
tential user legs. For the detection process, a simple background extraction is used, in
which we discard outliers that do not satisfy certain constraints defined for the potential
legs, such as the minimum distance between consecutive points in each scanning frame
and also the jump distance between neighboring laser groups. Subsquently, a K-means
clustering algorithm is implemented to detect the legs’ clusters.

Furthermore, two 6 DOF HR3 force/torque sensors (JR3 45E15) are placed at the
handles of the experimental rollator in order to measure the applied forces between the
patient and the rollator. In addition to the above sensors, an HD small, high performance
and versatile video camera (GoPro) is also mounted on the rollator. This device is able
to record the patient’s head, torso, arms and all his/her movements and it provides nec-
essary information for the subject’s condition.

Another set of sensors placed on the rollator consists of two Kinect-for-Windows
(KFW) sensors. This set of sensors allows the recording of the human body from a
short distance. The first KFW sensor is placed horizontally towards the patient, in order
to capture the area of the torso, waist, hips and the upper part of the limbs. The second
KFW sensor is facing downwards in complementary direction with the first one, so as to
achieve broad coverage and not to interfere with each other. This second sensor is able
to capture the lower limb motion information, and therefore to enhance the localisation
of limb positions and assist the analysis of gait abnormalities.

In addition to the above, an array of 8-microphone MEMS is also used as audio
capturing device, mounted on the horizontal bar of the experimental platform in a linear
configuration (with a 4cm uniform spacing) in front of the user (see Fig. 1). An example
of a specific audio-gestural command is depicted in Fig. 3 (the captured audio visual
data for the command “MOBOT: I want to stand up”). The visual data is obtained from
the RGB and depth stream of the Kinect visual sensor while the audio data from the
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Fig. 3. Multimodal data captured for a specific audio-gestural command (“MOBOT: I want to
stand up”, “MOBOT: Ich will aufstehen”). Top: RGB data from Kinect, Middle: Depth data from
Kinect, and Bottom: Multichannel waveform outputs from MEMS microphone array.

microphone array mounted on the rollator. A distinct waveform for each channel of the
MEMS microphone array is presented along with indicative frames of the visual stream.

3 Multimodal Sensory Processing for Human Action Recognition

Different sensory modalities need to be combined into an integrated human action
recognition system. The development of robust and effective computer vision tech-
niques are needed in order to achieve the visual processing goals based on multiple cues
such as spatio-temporal RGB appearance data as well as depth data from Kinect sen-
sors. The enhancement of computer vision techniques with modalities that are broadly
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used in robotics, such as range images and haptic data will be introduced. Another ma-
jor challenge is the integration of recognizing specific verbal and non-verbal (gestural)
commands in the considered human-robot interaction context. All the above technical
problems and research challenges embody all tasks related to visual, speech, haptic,
and physiological data processing for detecting, tracking and recognizing the human
actions. Specific objectives include the following:

– detection of human actions rapidly and robustly based on low and high level infor-
mation,

– classification of human actions by analyzing spatio-temporal video information,
– analysis of walking patterns and detection of abnormalities by tracking human body

pose,
– processing of multimodal data (visual, speech, haptic, physiology) originating from

different sensors,
– developing of isolated spoken and gestural command recognition capabilities for

human-robot communication, and
– ultimately performing human action recognition by multimodal sensory

integration.

The approach followed towards this end is divided into several tasks in the current
study. The first task focuses on visual processing for human localisation and action
classification, based on a set of enhanced visual features and object representations.
Another task is related to limb localisation and body pose estimation, combining visual
appearance, motion and range data, that is, also exploiting data provided by the Kinects’
depth sensors. Results of this task will also be integrated in a system performing isolated
gesture recognition, which is currently under development and testing. Preliminary re-
sults in this direction are very promising, showing that the combination of multiple
modalities enhances specific performance characteristics. Another task focuses on spo-
ken command processing for human-robot communication and is based on HMMs for
the recognition of specific spoken commands from distant microphones. Multimodal
fusion approaches are also being investigated to achieve human action recognition, in-
tegrating cues from various sensorial modalities, including vision (RGB appearance,
depth, tracking data) and speech modalities.

4 Human Action Analysis

One of the main goals of our work is to perform analysis and identification of hu-
man walking motions and classification of specific walking pathologies and associated
mobility weaknesses. The idea is to conceptually and systematically synthesize all the
modules performing multimodal recognition and inference regarding human behaviour
and user intent, onto generative context-aware mobility assistance models. Towards this
end, we investigate a completely non-invasive framework for analyzing a normal human
walking gait pattern, which is described in this section.
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Fig. 4. Internal states of normal gait cycle (Left Leg: blue dashed line, Right Leg: red solid line)

4.1 Normal Human Gait Cycle Description

A well-known fact is that the walking patterns are gaits, that is, cyclic patterns with
several consecutive phases. These cyclic motions can be modelled using a set of con-
secutive and repetitive gait phases. A basic requisite of the act of walking is the periodic
movement of each foot from one position of support to the next. This element is neces-
sary for any form of bipedal walking to occur, no matter how distorted the pattern may
be by an underlying pathology, [13]. This periodic leg movement is the essence of the
cyclic nature of human gait.

There are two main phases in the gait cycle, [14,15]: The stance phase, when the
foot is on the ground, and the swing phase when that same foot is no longer in contact
with the ground and is swinging through in preparation for the next foot strike. The
stance phase may be subdivided into three separate phases: 1. First double support,
when both feet are in contact with the ground, 2. Single limb stance, when only one
foot is in ground contact and the other foot is swinging forward, 3. Second double
support, when both feet are again in ground contact. The same terminology would be
applied for both the left and right side of the body. For a normal person, each side is half
a cycle behind (or ahead) of the other side. Thus, first double support for the right side is
second double support for the left side, and vice versa. In normal gait there is a natural
symmetry between the left and right sides, but in pathological gait an asymmetrical
pattern very often exists.

Traditionally the gait cycle has been divided into eight events or periods, five during
stance phase and three during swing.

The stance phase events are as follows (see Fig. 4):

1. Heel strike initiates the gait cycle and represents the point at which the body’s
centre of gravity is at its lowest position.
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2. Foot-flat is the time when the plantar surface of the foot touches the ground.
3. Midstance occurs when the swinging (contralateral) foot passes the stance foot and

the body’s centre of gravity is at its highest position.
4. Heel-off occurs as the heel loses contact with the ground and pushoff is initiated

via the triceps surae muscles, which plantar flex the ankle.
5. Toe-off terminates the stance phase as the foot leaves the ground, [16].

The swing phase events are as follows:

6. Acceleration begins as soon as the foot leaves the ground and the subject activates
the hip flexor muscles to accelerate the leg forward.

7. Midswing occurs when the foot passes directly beneath the body, coincidental with
midstance for the other foot.

8. Deceleration describes the action of the muscles as they slow the leg and stabilize
the foot in preparation for the next heel strike.

Thus, there are eight events, but these are sufficiently general to be applied to any type
of gait as shown in Table 4.1.

Table 1. Gait Cycle Events, [14]

Gait Phase % Duration

1. Initial contact - IC (0%)
2. Loading response - LR (0-10%)
3. Midstance - MS (10-30%)
4. Terminal stance - TS (30-50%)
5. Preswing - PW (50-60%)
6. Initial Swing - IW (60-70%)
7. Midswing - MW (70-85%)
8. Terminal swing - TW (85-100%)

4.2 Detection of Gait Cycle Based on Hidden Markov Model

Hidden Markov Models are well suited for gait analysis and recognition because of
their statistical properties and their ability to reflect the temporal state-transition nature
of gait. An HMM is defined as a doubly embedded stochastic process with an underly-
ing process that is not observable (i.e. it is hidden), but can only be observed through
another set of stochastic processes that produce the sequence of observations [17][18].
This means that the states underlying the data generation process are hidden and can
only be inferred through observations. HMMs are very common in several applications
such as speech recognition [18][19], biological sequence analysis [20], gesture recog-
nition [21], as well as human activity analysis [22].
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Fig. 5. The topology of the network used for gait analysis and recognition is based on a left-to-
right Hidden Markov Model

Based on the analysis of Subsection 4.1, the idea is to build a model that can dis-
tinguish between the different gait phases in order to analyze the normal gait cycle.
The number of phases used in this study are seven, since the Terminal Swing phase is
characterized by heel strike, which is an equivalent trigger as for Initial Contact phase,
meaning that these two phases (TW and IC) can be eventually treated as identical.
These seven gait phases, thus, correspond to the hidden states of the HMM. As observ-
ables, several quantities that represent the motion of the subjects’ legs are used. These
quantities are estimated using sequential signals from the laser range finder sensor that
collects appropriate data (such as relative position w.r.t. the laser, velocities, etc.), while
the rollator follows the subject’s motion.

Following the HMM notation, the transition probability matrix is defined as

A = {ai j}, where ai j = P[st+1 = j|st = i], for 1 ≤ i, j ≤ N,

where N is the number of states, and the (i, j) element of the matrix A represents the
transition probability from the ith state, at a given time step t, to the jth state at the
following time step (where t = 1,2, ...,T , and T denotes the total time). In the normal
gait cycle, the gait phases follow each other sequentially. Thus, this HMM is a left-to-
right model. This means that the only feasible transitions from a state i will be either to
remain in the same state or to jump to the following adjacent state, as depicted in Fig. 5.
The transition probability matrix, as well as the prior probability vector (i.e. the vector
of probabilities πi of the system being at state i at the initial time t0), are estimated using
the standard and well known Baum-Welch algorithm, [18].

Initial results obtained by applying this model in normal human gait data are very
promising [23], and demonstrate that this human data analysis scheme has the potential
to provide the necessary methodological (modeling, inference, and learning) framework
for a cognitive behavior-based robot control system. More specifically, the proposed
framework has the potential to be used for the recognition of abnormal gait patterns and
the subsequent classification of specific walking pathologies, which is needed for the
development of a context-aware robot mobility assistant.

5 Context-Aware Robot Control

All the subsystems and individual signal processing and control modules developed to
achieve some of the aforementioned functionalities need to be integrated seamlessly
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Fig. 6. Context-aware Mobility Assistant Architecture

into a full-scale robot control system. The current form of the overall functional robot
control architecture, encompassing all these submodules, is depicted in Fig. 6. One
of the most important characteristics of this system is that it must perform context-
aware operations, that is, it must reason and adapt its operational behaviour based on
the following information:

– environment state,
– user behaviour, physiological state, and action, plan, and intention recognition,
– user-robot interaction context (verbal or non-verbal, vocal or non-vocal, physical

or non-contact, etc.).

Two basic modules are currently being integrated and tested on the platform. Firstly,
all the methods and algorithms necessary to enable autonomous sensor-based naviga-
tion of the mobile robot assistant in an indoor domestic environment are being devel-
oped and integrated. These include: map creation and localisation on static or dynamic
maps, global path planning (using metric and/or topological map representations), ob-
stacle detection and on-line collision avoidance, and targeted (goal-oriented) motion
control supported by realtime path planning. Secondly, all methods and control algo-
rithms for physical user-robot interaction are being developed, Currently, an adaptive
admittance controller is being integrated on the platform, providing haptic collision-
avoidance assistance to the user. Indeed, the robot walking assistant is equipped with
two haptic interaction points (force/torque sensors on the two handles) and is able to
apply different assistance policies when physically supporting a user.

Non-physical user-robot interaction modules are also under development, meaning
that the mobility assistant does not necessarily have to be in continuous contact with
the user, but could accompany him/her while walking from one place to the other, only
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approaching the user to provide assistance when needed. Such user-accompanying as-
sistance behaviors are also being investigated, where the corresponding robot motion
controllers that will endow the mobility assistant with such user following functional-
ities are based on non-contact (mainly, laser rangefinder) sensor data. In more general
terms, several models of user assistance can be applied, and special emphasis is needed
on schemes that allow independently setting the cognitive and physical dominance lev-
els for the mobility assistant and thus, to take over different roles for workload sharing
and decision making.

6 Conclusions and Future Work

This paper reports current advances related to the development of a multimodal frame-
work for intelligent robotic mobility aids. The system aims to provide context-adaptive
and active walking/mobility assistance (standing up, walking, and sitting down) to el-
derly people (with and without enough strength to support and stabilize themselves).
In particular, the system will support autonomous and proactive control modes (for
instance, by incorporating user monitoring and fall prevention features), through multi-
modal sensory processing empowering intuitive human-robot interaction.

For further research, a reliable multimodal action recognition system needs to be en-
hanced, that will monitor and analyse human actions and predict user intentions with
a high level of accuracy and detail. Different modalities will be combined into an in-
tegrated action recognition system. The main thrust of our approach is based on the
enhancement of computer vision techniques with modalities that are broadly used in
robotics, such as range images and haptic data, as well as the integration of pattern
recognition modules focusing on specific verbal and non-verbal (gestural) commands
in the considered human-robot interaction context. A context-aware robot control archi-
tecture will be further developed to synthesize all these multimodal sensory processing
and pattern recognition modules into human-adaptive assistance models, aiming to pro-
vide optimal physical and/or cognitive support to the user.
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Abstract. This paper presents a low-cost social robot, called Philos,
and human-robot interaction (HRI) design. The system is accompanied
with a user interface that allows customization of interactive functions
and real-time monitoring. The robot features eight degrees of freedom
that can generate various gestures and facial expressions. HRI is real-
ized by two elements, internal characteristics of the robot and external
vision/touch inputs provided by the users. Internal characteristics de-
termine the predefined personality of Philos among the five: Friendly,
Hyperactive, Shy, Cold, or Sensitive, and set the behavioral control pa-
rameters accordingly. Vision-based interaction includes face tracking,
face recognition, and motion tracking. Embedded touch sensors detect
physical touch-based interaction. Behavioral parameters are updated in
real time based on the user inputs, and therefore Philos can engage
each user in personalized interaction via uniquely defined behavioral re-
sponses. The cost of Philos is estimated to be relatively low compared to
other commercially available robots promising a broad range of potential
applications for domestic and professional use.

Keywords: Human-Robot Interaction, Social Robot, Face Tracking,
Face Recognition, Behavioral Control.

1 Introduction

Social robots are designed to entertain, assist, or provide service to humans
though vision, touch, and sound-based interaction. Therefore, human-robot in-
teraction (HRI) often resembles the way humans interact with each other. Re-
cently, social robots have been receiving growing interest for their great potential
as a long-term health care solution. For example, a social robot can serve as a
companion for older people by helping them maintain independent living [1].
In addition, recent studies have demonstrated potential uses of social robots in
behavioral training for children with developmental disabilities [2], [3], [4].

Over the past several decades, a number of socially interactive robots have
been developed, covering a range of design and functionality objectives. The
Huggable, a robot with the outer appearance of a teddy bear, focuses on imple-
menting a sophisticated touch–sensitive skin, allowing for therapeutic interaction

C. Stephanidis and M. Antona (Eds.): UAHCI/HCII 2014, Part III, LNCS 8515, pp. 704–713, 2014.
c© Springer International Publishing Switzerland 2014
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through physical touch inputs and responses [5]. Sparky and Feelix are mobile
robots with actuated faces, each with 4 degrees of freedom [6], [7]. Kismet is
an anthromorphic head with 21 degrees of freedom that can produce complex
facial expressions in response to user inputs [8]. Sage is also a social robot that
serves as a robotic tour guide while adjusting behavioral parameters over time
based on external interaction [9]. Olivia, is another robotic tour guide that can
inform and entertain visitors [10]. Targeting one of the public health epidemics,
AutomTM demonstrates its use as a weight loss coach [11].

NAO is a commercial robotic platform that is often employed for various re-
search and education applications. For example, some recent studies employed
NAO in social training for children with autism spectrum disorders. NAO has a
combination of lights, vocal cues, and motions to interact with children. While
simple behaviors are autonomously generated, more complex motions were con-
trolled by researchers monitoring the process. In addition, NAO has the capa-
bility to record video and detect touches on its head. By utilizing an intuitive
graphical user interface (GUI), NAO allows clinicians to interact wirelessly with
the users and has shown success in clinical studies involving children with autism
spectrum disorders [12]. Paro and NeCoRo are designed to provide compan-
ionship to older people [13], [14], [15]. iCat is another commercially available
platform that can recognize objects and faces, recognize speech and sound, and
generate various facial expressions [16]. Similar to Paro, iCat was also tested for
its potential benefits to the elderly population. The results showed that older
people are more comfortable and more expressive with a more sociable robot
than with a less social one. In the design of iCat, all emotion expressions are
enabled through facial movement and voice generation. However, one existing
problem is that while interacting with iCat, there will be no direct body con-
tact between iCat and the human user, which may limit the range and type
of interaction. While many existing social robots have proven their effective-
ness in entertaining, assisting, and providing service to human users, the cost
and maintenance of such robots may discourage many from considering the pur-
chase. The commercial price of Paro is about $6,000 and Nao costs over $15,000.
Furthermore, personalized HRI is still a challenging problem to be addressed.

This paper presents Philos, a low-cost social robot for use in a broad range of
applications that involve personalized human-robot interaction. The estimated
commercial price of Philos is less than $3,000, where all associated software can
be available for free when used for research or educational purposes. Philos can
interact with users via touch, face detection/recognition, and motion detection.
Philos is actuated by eight servo motors that can generate various gestures and
simple facial expressions using moving eyebrows. The behavioral control of Philos
is based on two elements: 1) internal characteristics of the robot and 2) external
vision and touch inputs provided by the users. Internal characteristics deter-
mine the robot’s initial personality and set the behavioral control parameters
accordingly. Therefore, Philos can engage each user in personalized interaction
via uniquely defined behavioral responses tailored for each user.
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2 Hardware and Software Design

2.1 Hardware Design and Control Scheme

Philos is capable of performing a wide range of simple behavioral motions, in-
cluding nodding or shaking its head, waving, flapping its arms, and moving the
eyebrows through actuation of eight servo motors: two for each arm, two servos
enabling the head to pan and tilt, and two for eyebrows [17]. Moving eyebrows
allow Philos to generate simple facial expressions, representing three emotional
statuses: positive, neutral, and negative as shown in Fig 1. The servos are con-
trolled by an mbed ARM R© core microcontroller through serial communication.
Philos utilizes 14 force-sensitive resistors (FSR) that cover its chest, head, hands,
and feet. These FSRs allow Philos to detect where the robot is touched as well
as determine whether it is an aggressive or gentle touch. Philos also has a small
speaker installed in its body chassis. This speaker is controlled via the mbed
device to playback prerecorded sound clips including human voices, music, or
penguin sound. The robot also has two cameras on its head for face detection,
face recognition, and motion detection. The exterior covering of Philos is de-
signed to resemble a penguin. Inside the plush outer surface, there is a thin
plastic shell to protect the inner components of the robot and to attach the
FSRs so that they read more accurately.

Philos utilizes two microcontrollers working in tandem. Philos uses an mbed
ARM R© core microcontroller for behavioral control and voice generation. A Rasp-
berry Pi is used to read the raw image data and to apply the face and motion
detection algorithms. These microcontrollers were chosen due to their respective
strengths in terms of processing speed and cost. The Raspberry Pi has fairly high
processor speed for an embedded controller and uses a Linux based operating sys-
tem enabling the use of OpenCV. FSRs are low-cost and widely available sensors
can effectively detect touch and its magnitude up to 100N. Each sensor has a sur-
face area of 1.5 × 1.5 inch2. The mbed controller receives and processes analog
data from the FSR clusters and the noise from the circuit is accounted for by im-
plementing a sampling rate to the FSRs. The servos are controlled via pulse-width
modulation (PWM) in order to move the eyebrows of Philos to express emotions.
The movement of the arms and head of Philos is controlled by six AX-12 servomo-
tors via half-duplex serial communication. This communication protocol allows

Fig. 1. Internal view of Philos and three emotional statuses (positive, neutral, and
negative) represented by the eyebrow angles and hand gestures
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the servo motors to be connected in series and for multiple servos to be controlled
with a single command. This particular servo greatly reduces the cost of using
multiple servos as only two of the GPIO pins must be dedicated to AX-12 control.

Fig. 2. Philos workstation for programming behavior parameters and real-time moni-
toring of HRI

2.2 Software Interface

The Graphical User Interface (GUI) allows the user to personalize the robot and
monitor real-time interaction data (Fig. 2). The GUI is designed to enable non-
technical users to easily reprogram the robot when desired. Real-time monitoring
data is also realized in the GUI by displaying current interaction data. In addition
to numerical data, a graphical representation of the force applied on different
parts of the body is overlaid on a picture of the robot in the main section
of the GUI. The data collected during interaction can also be exported to a
text document with time stamps if further analysis is desired. Reprogramming,
manual control, and data collection are enabled by wireless Zigbee technology
using a USB dongle connecting an XBee with the computer.

3 Human-Robot Interaction Design

There are two elements that influence the behavioral characteristics of Philos: 1)
the internally defined personality and 2) external inputs provided by human users
to Philos. An operator can initially specify a personality type for Philos which
will generate a unique set of behavior parameters. Philos behavioral responses are
also affected by external user inputs provided through touch-based and vision-
based interactions enabled by onboard sensors.
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3.1 Generation of Internal Characteristics

Methods: Based on the big five dimensions of human personality as defined by
several psychologists [18], we consider five predefined personality types that are
adapted for a sociable robot application: Friendly, Hyperactive, Sensitive, Shy,
and Cold, as described below:

– Friendly: The robot tends to seek out interaction. It is prone to positive
increases in behavior, but resistant to negative changes.

– Hyperactive: The robot aggressively seeks out interaction. It is not excep-
tionally prone to changes in behavior.

– Shy: The robot avoids interaction and is not prone to behavior changes.
– Cold: The robot avoids interaction. It tends to respond negatively to exter-

nal inputs and is resistant to behavior changes.
– Sensitive: The robot neither avoids nor aggressively seeks interaction. It

is very prone to behavior changes and is easily affected by user inputs.

Each personality type is classified by a predefined set of values assigned to
each of the following personality dimensions: Extraversion (EXT), Agreeableness
(AGR), Self-Control (SC), Emotional Stability (ES), and Independence (IND).
The values range from 1 to 5 where a value of 1 means the personality dimen-
sion is weakly displayed and 5 means the dimension is strongly displayed. These
internal characteristics generate the following behavioral parameters of Philos:

– Room scan frequency (fscan): The frequency at which the robot will scan
the room for faces when it has not recently detected one.

– Face track probability (ptrack): The likelihood that the robot will follow
a subjects face after the face has been detected.

– Frequency of idle state activity (fidle): The frequency at which the robot
considers itself idle during a period of no human interaction, and will exhibit
some action to draw attention to itself.

– Range of idle state activity (didle): The number of behaviors the robot
may exhibit when it has been idle for a period of time, which is defined by
the idle behavior frequency.

– Level of positive behavioral response (rp): A higher value indicates a
higher probability that the robot will respond positively to external inputs
provided by a user and will be more inclined to seek out interaction.

– Behavioral change factors (cinc, cdec): The factors that determine the
magnitude that the above parameters will either increase due to positive
external inputs or decrease due to negative ones.

Preliminary Testing of the Algorithm: To evaluate the effects of internal
parameters on Philos’ behavior and user interaction on Philos’ behavior, a simple
laboratory test was conducted. Behavioral dimension values, (EXT, AGR, SC,
ES, IND), for each personality are defined as: Friendly (4, 5, 4, 3, 3), Hyperactive
(5, 4, 2, 2, 5), Shy (1, 2, 3, 4, 1), Cold (2, 1, 5, 5, 2), and Sensitive (3, 3, 1, 1, 4).
Holding rp constant, 200 “gentle” and 200 “harsh” touch inputs were provided
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Fig. 3. Percentage of positive and negative responses as affected by user input and
programmed personality

based on the predefined threshold for the force sensors. The number of positive
responses enacted by Philos was recorded. In order to determine the probability
that a positive response would occur after a series of either positive or negative
user inputs, we conducted the following test. For each predefined personality, ten
touch inputs were provided while rp was allowed to change. All ten were either
“gentle” or “harsh.” After the first ten, an additional 200 inputs were given, the
first 100 “gentle” and the next 100 “harsh”, while rp was held constant. The
results of the tests where the first 10 inputs were positive and the tests where
the first 10 inputs were negative are also both plotted in Fig. 3.

The data presented in Fig. 3 shows how Philos’ behavior is affected by either
positive or negative user input. Personalities with a high value for AGR (i.e.
Friendly, Hyperactive) are more significantly affected by positive inputs than
negative. The opposite is true for personalities with a low AGR value (i.e. Shy,
Cold). Furthermore, the lower the value of ES, the more drastically the behavior
will change. This explains why the effects of positive input cause Philos’ behavior
to change a similar amount for both the Sensitive and Friendly personalities, even
though AGR is higher for the Friendly personality type.

3.2 User-Based Interaction

Touch-Based Interaction: Touch based interaction is realized through clus-
ters of FSRs that cover the hard shell of Philos. These clusters are located on the
body, the hands, the feet, and the top of the head of Philos. The FSR clusters are
created by connecting multiple FSRs in parallel. Touches are first categorized as
either being harsh or gentle. The threshold values for gentle and harsh touches
can be prespecified or determined by initial parameter training.

Real-Time Face Tracking: Initial face detection uses the AdaBoost Classifier,
Haar classifiers, and skin color based algorithm [19], [20], [21]. However, these
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Algorithm 1. Face Tracking

1: loop Command from controller
2: % Use frame difference to find edges of moving object
3: Fi−1 ← Capture Frame at ti−1; Fi ← Capture Frame at ti
4: Mi = Fi − Fi−1 where moving objects in the M frame are white on black
5: if Average(Center(Mi)) != [0, 0] then
6: Move toward the Center(Mi)
7: end if
8: Preprocessing: RGB to GRAY, Equalization
9: Optimize the potential searching area (Algorithm 2)

10: Face Detection using Haar cascades and Skin color filter
11: end loop

Algorithm 2. Optimize Potential Searching Area

1: loop Camera moved to follow the object
2: Vi = (Pi − Pi−1)/Δt
3: Pi+1 = Pi + Vi ×Δt
4: if Face is not found then
5: Increase Searching Area by 10% until the face is found
6: else
7: Pan Camera Searching
8: end if
9: end loop

methods are often not suitable for embedded, real-time tracking. To reduce the
detection time, two strategies are applied: 1) reducing the searching area within
the image and 2) optimizing the potential area by projecting the face location
in the future frame. First, the original image in the RGB space is transformed
into a gray scale and then smoothened by the equalization process. Secondly, the
potential face area that projects the future face location is estimated assuming
that the user’s face will move without erratically changing direction and speed
using the results from face detection in current and previous frames. Typically,
a potential face area indicating possible face locations in the next time frame
is slightly larger than the detected face window. Depending on the speed of
face movement, the size of the potential face area is dynamically determined
as described in Algorithm 2. For example, if the face moves quickly within the
image in two consecutive frames, the potential area for searching is increased
accordingly. Otherwise, if the face moves slowly, the potential area is reduced.
Increasing the potential area by 20% of the actual face size and decreasing the
searching area by 10% ensures that if the face either moves closer or farther from
the camera it will not be outside the potential area, and accounts for the face
moving left or right in relation to the camera. In this way, we can significantly
lower the searching time. Table 1 compares computational times depending on
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Table 1. Detection time with various sizes of the searching area applied. PA: Potential
Area, SA: Searching Area

Searching area Original 120% PA & 80% SA 120% PA & 90% SA
50∗50 985ms 433ms 376ms
80∗80 1303ms 553ms 462ms
160∗160 2997ms 739ms 507ms
400∗400 7814ms 1190ms 696ms

the size of the searching area. Algorithm 1 and 2 shows our overall face tracking
strategies.

Face Recognition: Face recognition is enabled by the Principal Component
Analysis (PCA) and adaptive learning algorithm for gradually improved perfor-
mance presented in [21]. To first obtain a standardized image of a person, the
image is rescaled to 320× 240 pixels and an ellipse shade is applied to eliminate
the hair. Ten images for each person are taken and an average image is calcu-
lated. By comparing the difference between a user and these average images it
is possible to determine if the person is in the database and if they are not in
the database, he or she can be added to it.

Fig. 4. The processed image and motion detection result

Motion Detection: Motion detection aims at face detection of moving ob-
jects/persons at a relatively low resolution. For example, if someone moves to-
ward Philos from a distance, the robot may not be able to obtain images that are
suitable for face detection. However, the motions can be detected and tracked.
In order to accomplish this, two consecutive frames of the image are compared
to calculate the differences between the two frames [22]. The images are first
converted into a gray scale to further reduce the processing time and THEN
compared for each pixel. If two pixels in two images show the same value, it is
marked as 0. If not, it is marked as 1. Then the center of the areas marked with
1’s is calculated. Fig. 4 shows this process.



712 C.G. Puehn et al.

4 Conclusion

In this paper, we presented Philos, a social robot for personalized social inter-
action. Personalization is realized by predefined internal characteristics of the
robot and HRI based on external user inputs. Data collection and processing
is performed on board. Philos can provide users a low-cost platform for various
education and research applications with its estimated mass-production cost of
about $3,000. Building on the current prototype, we are developing the next
generation of Philos with improved hardware and user interface design. Further-
more, speech recognition is one of the important areas of exploration while it is
omitted in the current version of Philos.
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Abstract. This paper presents the design and implementation of mAbES, a mo-
bile, audio-based environment simulator to assist the development of orienta-
tion and mobility skills in people who are blind. The modeling scenario of 
mAbES was a science and technology museum in Porto Alegre, Brazil. The ap-
plication was designed for use by people who are blind without the supervision 
of a facilitator or aid. The mAbES software allows for testing the creation of 
mental maps when people who are blind navigate through the museum. 

Keywords: People who are blind, Mental map, Orientation and mobility, Navi-
gation, Mobile application. 

1 Introduction 

Lacking vision is not synonymous with having low levels of spatial perception or 
comprehension. In general, people with visual impairment, when adequately trained, 
are capable of orienting themselves, and develop a pretty precise mental representa-
tion of the environment. This indicates that visual experience is not strictly necessary 
in order to create mental representations of space, as other senses also provide valua-
ble spatial information [10]. In his research, Millar proposes that vision does influ-
ence coding and spatial representation, but that it is not a sole determinant of such 
abilities [10]. 

A person with visual impairment must be competent with orientation and mobility 
(O&M) in order to achieve a solid level of navigation, including moving about safely, 
efficiently and with agility, as well as independently in both familiar and unfamiliar 
environments [4]. The learning of O&M skills includes a set of defined techniques 
that children who are blind, young people and adults (or those with visual impair-
ment) must practice stage by stage. However, learning such skills also involves other 
aspects such as training and refining systems of perception, and both conceptual and 
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motor skills development [4]. Such skills are essential precedents for learning formal 
O&M techniques [4]. The primary objective of O&M is to achieve independence and 
to improve the quality of life for people who are blind or who have visual impair-
ments. Instruction in such skills occurs in stages, in which the level of difficulty of the 
training involved varies according the learner’s particular characteristics [4]. 

For example, mobility when navigating a route does not just require moving from 
point A to point B, but doing this efficiently and knowing where one is, where one is 
going, and how to get there [1]. 

It is important to point out that movement refers to the act and practice of moving, 
but also to the act of evaluating known facts and places in the environment in order to 
facilitate effective movement and to exercise one’s own capacity for autonomous 
navigation [11]. This means that when people with visual impairment relate to their 
environment, they encounter certain “spatial problems”. For this reason, they must 
constantly make “spatial decisions” regarding how to successfully navigate an  
environment.  

From a geographical perspective [3], quality of life for both sighted and people 
who are blind depends on the individual’s ability to infer information and make  
spatial decisions.  

In O&M, the capacity for orientation ideally progresses from a concrete under-
standing of the principals of mobility, to a more functional plane for applying such 
principals, and finally arriving at an abstract level through which the learner can func-
tion effectively in an unfamiliar environment [4]. In this transition, it can be inferred 
that psycho-motor, senso-perceptive, conceptual and practical training in the use of 
O&M techniques and materials, are important tools for being able to generate a repre-
sentation of space. This is because these tools allow for a learner to practice and test 
out different methods of movement in context, use memory, and to pick up on and 
interpret his surroundings.  

The cognitive map, as a process of spatial reasoning, provides spatial information 
that is useful for mobility [12]. For some authors, the function of cognitive maps for 
an individual is to coordinate adaptive spatial behaviors, or in other words to generate 
action plans prior to or during the navigation of an environment, and to execute those 
plans effectively while moving through the environment [1]. 

Spatial knowledge, made up of simple concepts, complex ideas, locations and rela-
tions, is retained in the mind through cognitive images of the surrounding environ-
ment, which make up cognitive maps. The basic structure of the images consists of 
simplified extracts of reality, built by using perceptual and conceptual information 
[1]. This means that people with visual impairment also form images, which can be 
quite elaborate, but constructed differently than sighted people. For example, these 
images could be built based on sensations and movement, memories, textures, sounds, 
etc.  

The study of spatial representation can provide relevant information regarding how 
people move, what information they need for mobility, and how this information is 
distributed in a given environment [5]. 
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Support on a perceptual and conceptual level is important for the development of 
orientation skills and the construction of cognitive maps [7]. The notion of a map 
speaks of an internalized representation of space, a mixture of objective knowledge 
and subjective perception. As most of the information needed to form a mental map is 
collected through the visual channel [7], some authors claim that people who are blind 
use other sensory channels to compensate this and use alternative methods for explo-
ration in order to construct mental maps [12]. 

If real-life surroundings are represented through virtual environments, it is possible 
to create several training applications that allow a user who is blind to interact with 
the elements in the simulated environment during navigation [13][14].  

Videogames, when integrated with virtual training environments, represent an im-
portant tool for the development of various abilities, and O&M skills in particular 
[16][17]. For example, the software AbES [13][14] allows for the creation of video-
games, focusing on the mental construction of real and/or fictitious environments by 
users who are blind navigating through virtual environments, using a computer key-
board in order to execute actions and receive audio feedback, with the aim of support-
ing the development of O&M.  

AbES expands on the concept of using fictitious corridors used in its predecessor 
AudioDoom [9], in order to generate an audio-based virtual representation of real 
environments, thus serving as a videogame that allows for O&M training [14]. In 
addition, the use of audio allows increases the potential for various forms of interac-
tion between the user and the computer. 

Another study presented an audio-based virtual reality system that allows the user 
to explore a virtual environment by using only his sense of hearing [2]. Other authors 
performed empirical evaluations of various approaches through which spatial infor-
mation on the environment is transmitted through the use of audio cues [6]. 

Various virtual environments have been designed in order to train people who are 
blind, and to assist them with the development of O&M skills [7][9][14]. To navigate 
through an environment, it is necessary to have access to the information that can be 
recovered from the environment, in order to then filter useful information in a way 
that is coherent and comprehensible for whoever needs it.  

It is for this reason that in the case of people who are blind, the use of virtual envi-
ronments and appropriate interfaces allows them to improve their O&M skills [15]. 
Such interfaces can be, for example, haptic or audio based. Such resources can also be 
used for recreational purposes. Other studies have researched the use of mobile appli-
cations to assist in user navigation of the city [13][14][15].  

The purpose of this work is to present the design and implementation of mAbES, a 
mobile audio based environment simulator to assist the development of orientation 
and mobility skills in people who are blind. We introduce a model scenario using 
mAbES together with an application for navigating through a science and technology 
museum in Porto Alegre, Brazil. The software mAbES was designed based on a pre-
vious model of AbES.  
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2 AbES, Audio-Based Environments Simulator 

AbES represents a real, familiar or unfamiliar environment to be navigated by a per-
son who is blind. The virtual environment is made up of different elements and ob-
jects (walls, stairways, doors, toilets or elevators) through which the user can discover 
and become familiar with his location. It is possible to interact with doors, which can 
be opened and closed. Regarding the rest of the objects, it is possible for the user to 
identify them and their location in the environment. The idea is for the user to be able 
to move about independently and to mentally map the entire environment. 

The simulator is capable of representing any real environment by using a system of 
cells through which the user moves [17]. The user receives audio feedback from the 
left, center and right side channels, and all actions are carried out through the use of a 
traditional keyboard, where a set of keys have different associated actions. All of the 
actions in the virtual environment have a particular sound associated to them. In addi-
tion to this audio feedback, there are also spoken audio cues that provide information 
regarding the various objects and the user’s orientation in the environment. Orienta-
tion is provided by identifying the room in which the user is located and the direction 
in which he is facing, according to the cardinal compass points (east, west, north and 
south). 

Stereo sound is used to achieve the user’s immersion by providing information on 
the location of different objects, walls and doors in the virtual environment. In this 
way, the user is able create a mental model of the spatial dimensions of the environ-
ment. While navigating, the user can interact with each of the previously mentioned 
elements, and each of these elements provides different kinds of feedback that help 
the user become oriented in the environment. AbES includes three modes of interac-
tion: Free Navigation, Path Navigation and Game Mode. 

The free navigation mode provides the user who is blind with the possibility of ex-
ploring a building freely in order to become familiar with it. The facilitator can 
choose whether the user begins in a particular starting room, or let the AbES software 
randomly choose the starting point. Path navigation provides the user who is blind 
with the task of finding a particular room by first choosing an initial and destination 
room, and selecting the number of routes to be taken. 

The game mode provides blind users with the task of searching for “jewels” placed 
in the building. The purpose of the game is to explore the rooms and find all the je-
wels, bringing them outside one at a time and then going back into the building to 
continue exploring. Enemies are randomly placed in the building, and try to steal the 
user’s jewels and hide them elsewhere.  

Different versions of AbES have been developed in order to simulate various real 
life, closed spaces. One of these versions corresponds to the St. Paul’s building at the 
Carroll Center for the Blind in Newton, MA, USA. Later, other versions were devel-
oped to simulate the Santa Lucia School and Hellen Keller School, both located in 
Santiago, Chile. In the version for the St. Paul’s building the entire environment could 
be navigated freely (see Fig. 1). The design and development of AbES was carried out 
by considering the ways in which blind users interact, and how audio can help them to 
increment certain spatial navigation skills and facilitate their cognitive development.  
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Fig. 1. A screenshot of AbES 

3 Museum of Science and Technology 

The application introduced here, mAbES, represents the actual physical environment 
of the Museum of Science and Technology, of the Pontifical Catholic University of 
Rio Grande do Sul, Porto Alegre, Brazil (MCT-PUCRS). This museum is one of the 
largest interactive natural science museums in Latin America. Its mission is to gener-
ate, preserve and disseminate knowledge through its collections and exhibitions. 

It has an area of over ten thousand square meters dedicated to public exhibitions, 
and about 700 interactive apparatuses that can be used by visitors. The interactive 
nature of the many experimental sites provides for playful experiences that facilitate 
the understanding of scientific concepts and theories for all ages in a creative envi-
ronment. 

Among the scientific exhibitions, the most impressive are related to the areas of 
Zoology, Botany, Paleontology and Archaeology, which are utilized by researchers 
and some graduate and post-graduate student of PUCRS, as well as other national and 
foreign institutions.  

Despite the fact that the MCT is designed as a space of learning and information, 
there are still limitations regarding the active and autonomous participation of people 
with certain disabilities. There are structural accessibility and information related 
problems for people who use wheelchairs, people who are deaf, people who are blind, 
or people with cognitive disabilities. In order to facilitate the construction of a more 
inclusive society that recognizes the diversity of people with disabilities and the im-
portance of their individual autonomy and independence, the MCT has formed part-
nerships for the development of activities that promote accessibility to the physical 
environment, education and information for people with disabilities.  

In this context, the need emerged for the development of a software application to 
support the navigation (orientation and mobility) of people who are blind that visit the 
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MCT-PUCRS. This software was named mAbES (mobile Audio-based Environment 
Simulator), because it was based on the AbES software.   

4 Methodology 

For the development of mAbES, an XP (eXtreme Programming) methodology was 
utilized, including weekly technical meetings with a specialized team from the mu-
seum, rapid feedback loops, and the provision of weekly programming codes.  

Members of the museum team participated in meetings in order to define the scope 
and to prioritize the functionalities of the software. Following the definition of the 
areas of the MCT-PUCRS that would be included in mAbES, a museum architect and 
a professor of physics, who are also part of the Educational Coordination team of the 
MCT, joined the software development team. In order to develop the application, the 
team went on constant guided tours of the museum.  

The mAbES development model was also based on a model that proposes an itera-
tive development process for mobile videogame-based software in order to improve 
the orientation and mobility skills of blind users [16][17]. This process includes the 
following phases: 1. Definition of the cognitive skills needed for navigation; 2. The 
software engineering process for the design and development of the applications; and 
3. A validation process for the tools that are developed.  

The mAbES software application was developed by using Unity, a platform for  
videogame development. In addition, the following were also utilized:  

• Google Translate: used to convert texts of up to 101 characters into MP3 audio. 
The mAbES was used to generate the audio cues for the users. For example, if the 
user crashes into a wall, mAbES informs him: “This is a wall”. This audio was 
produced based on: http://translate.google.com/translate_tts?tl=pt&q=this is a wall. 

• Soar MP3: Utilized to turn text conversations with over 101 characters into audio. 
Was used to generate an audio description of the selected MCT-PUCRS experi-
ments.  

• AutoCAD: Used to manipulate the floor plans of MCT/PUCRS in order to export 
them for use with Unity. 

• Google Sketchup: Utilized to create 3D objects based on MCT-PUCRS, which 
were then exported for use with Unity. 

• AutoDesk 3DS Max Design: Used to convert the museum’s floor plan files, which 
had been generated using AutoCAD, to a file format compatible with Unity.  

• JavaScript: Optimal programming language for the Unity environment.  

5 Results 

The mAbES software was designed in stages, based on the decisions made regarding 
the specific experiments to be mapped. These choices were made according to the 
museum’s demands. The first phase involved the experiments in the energy section. 
This choice was based mainly on the following issues: the experiments were among 
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an escalator, mAbES provides an audio-description about its physical appearance, 
functioning and how the user who is blind should use the escalator in the real context 
of the Museum. 

 
 
 
 

 

Fig. 4. Transitions between floors of the MCT-PUCRS 

Information on the museum or the experiments is available to the user in audio 
format. The options for hearing the audio cues are: 1 – Play, 2 – Pause, 3 – Increase 
speed, 4 – Go back, 5 – Go forward, 6 – Help. 

When the user arrives at the third floor, which is the purpose of phase 1, mAbES 
presents the experiments that are mapped so that the user can choose which one he 
wants to interact with: 1 – Nuclear Power Station, 2 – Energy Train, 3 – Cool House, 
4 – Explore the space freely, 5 – More information, 6 – Exit, according to the Braille 
matrix.  

When the user crashes into any object (wall, pillar, or escalator, for example) or 
comes upon any experiment (Nuclear Power Station, Energy Train, Cool House), 
mAbES informs the user by naming the object or experiment, and the options that are 
available to the user. In addition, the device’s vibration functionality is utilized for 
each collision.  

5.2 Experiments 

In the following section, one of the experiments is described in order to illustrate the 
application of mAbES in a general area of the MCT-PUCRS, regarding the specific 
issue of Energy. 

In the MCT-PUCRS, the Nuclear Power Station experiment simulates the produc-
tion of nuclear energy, based on a mechanical interaction between the user and the 
technological devices involved in a nuclear power station. When a user comes upon 
this experiment, mAbES presents 5 different options for interaction: Challenges  
(options 1, 2 and 3), audio-description of the experiment (option 4), and information 
for exiting the Nuclear Power Station experiment (option 6). Figure 5a illustrates the 
nuclear power station interaction screen, while Figure 5b shows the options for inte-
raction that are available to the user.  
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Fig. 5. (a) Nuclear Power Station, (b) Interaction options 

The options 1, 2 and 3 present questions related to a nuclear power station as well 
as response options. Option 1 presents the challenge: “In the first stage of energy 
production, what happens to the water? Click 1 if you think that the water turns into 
fuel. Click 2 if you think that the water turns to steam. Click 3 if you think the water 
goes into the holding tank in liquid form”. The options are presented using the Braille 
matrix. If the user chooses option 2, mAbES informs the user that the answer is  
correct. Otherwise, the software states that the answer is wrong. 

For Option 2, the user must answer the challenge, “What is the function of the 
electric generator in a nuclear power station? Click 1 if you think that it is to trans-
form the energy trapped in the movement of the water vapor into electrical energy. 
Click 2 if you think that it is to turn water into steam. Click 3 if you think that it is to 
reduce the maximum number of fission reactions”. If the user chooses option 1, 
mAbES informs the user that the answer is correct. Otherwise, it states that the  
answer is wrong. 

Option 3 involves the following challenge: “What happens to the steam after it 
makes the turbine move? Click 1 if when the steam exits the turbine, it ends up pro-
ducing energy. Click 2 if the steam comes into direct contact with the seawater in 
order to restart the cycle. Click 3 if the steam is cooled by the seawater, turning it into 
a net-liquid state so that the process of energy production can be resumed”. If the user 
chooses option 3, mAbES informs the user that the answer is correct. Otherwise, it 
states that the answer is wrong. 

Starting at the Nuclear Power Station experiment, in following the virtual hallway 
represented on mAbES forward, the user will come upon the Energy Train and Cool 
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House experiments. The Energy Train is made up of cartoon characters of energy 
scientists. The mAbES application provides information on each one of them, and the 
user must choose the correct name of the corresponding scientist. The cartoon charac-
ters are presented as the user moves along the train.  

The Cool House is one of the MCT-PUCRS experiments that require a guided ex-
perience, as it includes activities that involve the manipulation of household ap-
pliances such as a hair dryer, iron, stove, bathtub and shower, among others. All of 
the objects in the Cool House that can be manipulated have energy performance me-
ters. Based on this information, questions are presented regarding electrical energy 
consumption. As the user navigates the house, mAbES presents movement options 
and audio descriptions regarding the location of the various appliances that can be 
manipulated. When exiting the Cool House, the software presents questions related to 
the experiments that the user now has the information needed to respond.   

In addition, mAbES presents some questions that the user must respond to when 
visiting the MCT-PUCRS, such as those related to the use of fuel in the production of 
nuclear energy, how electrical generation turbines work in a nuclear power station, 
regarding the physical appearance of the scientists presented at the Energy Train, and 
related to electrical energy consumption when using certain kinds of household  
appliances.  

6 Discussion and Conclusions 

This study presents the design and implementation of mAbES, a mobile audio based 
environment simulator to assist in the development of orientation and mobility skills 
for people who are blind. We also introduce a model scenario for using mAbES to-
gether with an application for navigating through a science and technology museum 
in Porto Alegre, Brazil. This application was focused on a specific topic area, pertain-
ing to the concept of energy and other related topics. 

We present and describe the main interfaces of mAbES including both audio and 
graphic design, and explain the different modes of user interaction. The mAbES soft-
ware was designed for use by people with visual impairment, but without excluding 
the possibility that sighted people can also use the application, in order to promote 
social inclusion. 

The mAbES software supports navigation through the museum by a group with 
both visually impaired and sighted visitors. In this way, a blind visitor and a sighted 
visitor can share the use of a smartphone and earphones, and create collaborative 
experiences as a result of using and interacting with mAbES. This may help to avoid 
people with visual impairment being isolated while visiting the museum. The issue of 
user isolation when using a mobile museum guide is mentioned in some studies as a 
disadvantage [8]. 

Finally, future work will involve the implementation of a full usability evaluation 
of mAbES, with both visually impaired and sighted users. Such work would also imp-
ly the design and implementation of an impact evaluation study focusing on orienta-
tion and mobility skills. In this sense, measuring the impact of the use of mAbES on 
the development and practice of navigation skills is the priority for future work. 
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Abstract. A feasibility study was conducted to determine if real-time
emergency vehicle sirens can be detected when presented to a driver us-
ing a tactile display device. Public usability methods were employed to
evaluate the tactile-perceptibility of siren sounds when a driver’s hear-
ing ability is impaired, due to temporary deafness that is induced when
listening to loud music, road noise, or by active noise cancelling systems
installed in automobiles. The study evaluates siren detection rates and
response times of drivers who are artificially deafened by loud music us-
ing tactile-only stimuli as an alert system. Results of the study suggest
that the use of an ambient tactile display can provide persistent access
to siren sounds for drivers who are deafened in both low and high stress
conditions. Details of the experiments are presented, along with a discus-
sion on next steps, which includes recommendations for integrating the
tactile displays into driving simulators as an alternative form to haptic
displays that can improve driver awareness of and response to emergency
vehicle signals.

Keywords: Tactile acoustic devices, primary and secondary attention,
cognitive processing, hearing loss, driving simulation, emergency vehicle
response, automotive safety.

1 Introduction

Sensory overload is a rapidly growing problem for drivers aiming to keep their
eyes and ears focused on the road despite the rampant digital information that
is being increasingly made available from our mobile phones, onboard computer
systems, and information systems. Demand on visual and auditory attention
for vehicle operators is increasingly expanding the cognitive load drivers must
manage, while maintaining attention and safety on the road. In addition, drivers
often experience a form of temporary hearing loss caused by many factors includ-
ing loud music, road and engine noise, active noise cancellation, or phone and
passenger conversations, which can drastically reduce the ability to recognize
and respond to emergency vehicle signals (EVS).
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Tactile devices are an effective way to increase driver awareness of their sur-
roundings even when hearing is obstructed. To assess siren sounds from the
environment as a source of tactile stimuli, a feasibility study was conducted
using a tactile-acoustic device that was developed to assist deaf and hard of
hearing people in accessing sound from movies and music. The study explores
low and high stress scenarios, where participants are artificially deafened using
loud music, and asked to respond when they detect tactile siren signals. In the
low stress condition, participants focus on trying to detect the vibrations while
relaxing and listening to music. For the high stress condition, participants are
placed in a driving simulator and asked to race a car while signaling when they
can feel the sirens. Using the public usability methodology, the study focuses on
gaining a preliminary understanding of the perceptibility of siren signals when
directly presented to the body as tactile vibrations. Details of the study are
presented, along with recommendations for implementing tactile-audio devices
into automobiles as an ambient sensory augmentation technology for increasing
awareness and safety for vehicle operators.

1.1 Background

Eyes are the primary sensory organ used for driving, but hearing provides early
warning signals that can improve awareness, reduce accidents and increase safety
[8]. Because hearing is critical for detecting emergency vehicles in advance of
their approach, ensuring drivers have access to the early warning signals from
oncoming ambulance or fire trucks can lead to increased safety and awareness of
surroundings. All drivers, even those who are not deaf or hard of hearing, can
experience some form of hearing loss while driving, often due to masking from
engine sounds, road noise, loud music, or conversations. Additional mechanisms
that also cause temporary hearing loss include temporary threshold shift (TTS),
and noise-induced hearing loss (NIHL), often prevalent in commercial motor
vehicle operators [8].

1.2 Temporary Hearing Loss

TTS can occur when noise levels drivers experience tend to fluctuate between
high and low frequencies, which can cause perceptual distortion of sounds, or
lead to low signal reception levels [8]. Aging is another factor that can lead to a
decrease in hearing ability, and older adults often lose some or all hearing ability
in the high frequency range. Further, some hearing aids may produce a whistling
sound or completely cancel out the high frequency signals that are so common
in sirens, further reducing access to emergency vehicle signals. Hearing aids may
also lead to deafening of a driver to the sounds of sirens as they may whistle when
detecting high frequencies, and lead to noise cancellation of the high frequency
signals like sirens. Missing early warning signals and sounds from sirens, railway
crossings, and other cars can be disruptive and dangerous for drivers when audio
signals cannot be detected, potentially compromising safety and awareness.
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1.3 Tactile Alert Systems in Automobiles

Haptic display technologies represent one method used to increase safety and
awareness in drivers. However, haptic systems are typically used to provide spa-
tial information that can help alert drivers to lane departures, objects coming
in close proximity to the vehicle, or to provide tactile messages about road con-
ditions [3]. Motors, piezoelectric devices, or transducers used in haptic devices
represent an excellent method of ensuring a driver is effectively alerted to the in-
dicators that a haptic device delivers [2]. Signals and messages are predominantly
presented by the spatial location or coded pattern presented to the vibrators as
physical icons or ’tactons’ [1]. Current haptic systems that are being included
in 2014 automotive models may adopt a simple set of signals designed to inform
drivers of lane departures or approaching objects by leveraging the spatial loca-
tion of vibrators to the left or right side of the drivers seat. But as the number of
signals and notifications increase, haptic systems may also contribute to sensory
overload in drivers, who must learn and properly identify haptic messages while
maintaining primary attention on the critical task of driving.

1.4 Ambient Tactile Displays

An alternative system that can alleviate some of the learning requirements and
potential information overload related to haptics involves the use of a persistent
audio signal to deliver tactile signals to the driver, and is referred to as a tactile-
acoustic device (TAD) [6]. TADs offer a different form of tactile information to
the body, one that is based on the delivery of real time sounds to the body
in a tactile format. Providing drivers with persistent access to ambient sounds
from the environment could improve EVS detection by vehicle operators when
hearing is reduced.

2 Tactile-Acoustic Devices (TADs)

TADs are systems that deliver a form of sensory augmentation of sound to
the skin, which can increase the entertainment value of movies and music for
people who are deaf or hard of hearing. Emotion and intentionality expressed
through sound such as musical timbre, and voice qualities can be easily identified
and associated to the source audio even by people who may never have heard
sound before [9,5]. For critical applications, where increased access to sounds can
improve safety and awareness of one’s surroundings, automotive seats represent a
natural application for augmenting sound with vibrations. Sensory augmentation
of sound through vibrations may provide drivers with an ability to detect sirens
and other warning signals even when their hearing is impaired. The sense of touch
has strong implications as an information channel for drivers to use in addition
to hearing and sight. Most of the research on tactile devices focuses on haptic
systems, and the structured patterns and directional information that vibrations
can communicate to the body. Tactons, which represent a type of tactile signal
often associated with haptics, use vibration patterns to convey messages to the
skin, analagous to icons meant to be seen, and earcons meant to be heard [1].
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2.1 Ambient Tactile Awareness

Using the TAD system, which was originally developed to augment hearing in
the Emoti-Chair [6], drivers may experience improved and persistent access to
emergency vehicle signals, resulting in increased awareness towards reducing
accidents. Tactile-acoustic signals can be sampled directly from the environment
and used as ambient information presented to the body through a tactile device.
Although siren signals are much higher than what is recommend for optimal
tactile stimulation, ranging from approximately 700 - 1500 Hz, the TAD system
works by including the entire sound spectrum in the display, distributing along
the body to maximize the information that can potentially be interpreted by
the user. Although the vibrations tend to be subtle, tactile-acoustic signals can
communicate complex information from sound to the body, including emotional
content, intentionality, and prosody.

2.2 Exploring Sound as Vibrations

One of the challenges of using sounds as tactile stimuli relates to the frequency
range of sirens, which tend to be higher than the optimal tactile detection range
of skin, which lies roughly between 250 and 500Hz. Audio signals that are used in
haptic systems must be manipulated, transformed, modified, or otherwise inter-
preted into sensations or vibrations within the optimal tactile detection range.
This type of signal is limited to conveying tactons or other pattern-based vi-
brational messages. Sound however, contains complex frequency patterns that
cannot be easily captured by a motor or single vibration level and presents chal-
lenges that are beyond what haptic system can communicate. Tactile acoustics
provides additional sound information to enhance what we should be hearing,
with vibrations created by sounds, to provide a more complex and rich signal to
a user, serving as an alternative sensory modality to hearing.

3 Feasibility Study

This research considers the feasibility of using emergency vehicle signals as real
time input to a tactile acoustic device designed to convey sounds to people with
limited or no access to sounds. A public usability study was conducted in a cafe,
[4], where patrons of the cafe were asked to take part in a short evaluation of a
new technology designed to provide tactile access to emergency vehicle signals
(EVS). This is an agile method for collecting user feedback on a system when
considering new application domains, or other aspects of usability in the tactile
or haptic domain and will be proposed as a contribution to the development of
a framework for standardizing haptic and tactile device evaluations [10].

3.1 Approach

The TAD considered in this work is designed to deliver sound to the body in
a format that can be recognized and processes by the user with little or no
advanced training.
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This study considers three fundamental principles of computing as the frame-
work for this evaluation: input, processing, and output. Each of these factors can
be changed, while maintaining the same experimental protocol. For example, in
this study, we examine EVS (input), standard TAD frequency split (process-
ing) and the 4-channel TAD (output). With this perspective, different signals,
different processing algorithms, and different tactile devices can be assessed for
the same application. In this way, subsequent data collected from experiments
conducted using this method can be compared with other experiments using a
common set of measurements. Variables explored include detectability of EVS
vibrations, their just noticeable difference (JND) and efficacy as an alert for
distracted drivers, listed in table 1.

Table 1. Summary of variables, files, and conditions used in this study. 0dB = source
signal level at 60-65dB

Factor File Samples Condition

Detectibility Recog.wav 4 EVS x 5 repetitions Cafe

Efficacy Race.wav 4 EVS x 2 repetitions Racing

JND JND.wav -20dB, -15dB, -10dB, -05dB, 0dB Cafe /Racing

Detectability and JND are considered in the cafe study, which is presented as
the first phase of the feasibility study. The driving simulation test is conducted
as a case study and evaluates JND and efficacy. The variables in table 1 are
evaluated based on the context of the system and the interaction it provides. To
generalize an approach to the different components that can be assessed using
this method, the system is evaluated for the different types of audio signals that
can be used for vibrations. The manipulations the system can perform on the
signals is the processor, and the type of display used to provide the vibrations
is the output. This provides a framework that supports extended studies on
multiple components over time that can be compared with current results or to
evaluate other systems. A summary is provided in table 2.

Table 2. Summary of approach applied to this series of studies

Component Current Configuration Manipulations

Input EVS Tactons, music, speech

Processing Signal split and pass through Pitch shift, wave modification, filters

Output 4 channel pairs 8 channel pairs, 16 channels

The TAD system provides a variety of settings that can be configured to
modify the audio signal in many ways.



734 M. Karam

Frequency bands, intensity levels, filtering, q-factor, and individual channel
control are possible for each of the transucers. The default setting of the system
is used in this study, which processes signals between 100Hz and 1500Hz and
distributes them to the 8 channels. The portable device used in the cafe study
includes signals from 500Hz to 1500Hz split onto 4 channels to encompass the
range of the EVS samples. The driving simulator includes the full range spread
across 8 channels, to include the engine sounds in the vibrations.

Signals. EVS were chosen to represent the local emergency sounds, which were
based on Toronto fire, police and ambulance sirens. EVS samples were sourced
from the website of a siren manufacturing company who supplies the sirens used
by local emergency vehicles [7]. Four signal samples were used in each stage of
the study: wail, yelp, horn, and manual wail. Signals were presented in audio
files that arranged the four samples together to make up the different versions
of the trials presented to users.

3.2 Experimental Setup

A TAD 4-channel system built into a leather seat cushion was used for this study.
The pad was placed on a bench at the CoffeeLab. Intensity levels for vibrations
are set at a default level, roughly approximating 65dB. Each participant sits on
the pad, and wears a pair of BOSE Quiet Comfort noise cancelling headphones
and listens to music at a level that is loud enough to block out most sounds from
the environment. EVS signals are presented on the TAD, and the participants
are asked to indicate when they detect siren vibrations by saying siren or tap-
ping on the table. Eight samples are presented in the JND test, and 20 in the
recognition test. Responses are recorded, noting time of detection, false positives
and false negatives detection. Default levels were set for the signal output, which
was approximately 60-65dB based on a standard noise meter reading, which is
significantly lower than the roughly 90dB level that sirens output, but serves to
create the in-the-distance effect of advance warnings.

10 Participants were recruited from the cafe, and each participant received a
coffee or tea for their time. Amplitude levels for the music and the EVS were
independently controlled, maintaining the 65Hz level for the vibrations, and al-
lowing the participant to adjust the volume of the music to a level that was
comfortable, but loud enough to block most of the sounds from the sirens that
could be heard through the TAD. Interviews were conducted with each partici-
pant to gather additional information about their experience and opinion of the
system and the experiment. Because of the public usability design, the study
is designed to be quick and fun for participants, and intended to reveal differ-
ent characteristics of the interaction that may not otherwise be noticed in more
controlled settings.
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3.3 Results

The cafe study uses a hybrid ethnography-empirical approach to gathering a
broad range of feedback and data from users. The first four participants rec-
ognized all 20 samples presented to them in the Recog.wav file, while wearing
headphones and being seated on the portable TAD. Sample durations and par-
ticipants timed response are shown in figure 1.

Fig. 1. EVS Samples and durations presented in the study

Timed results from four of the participants who completed the 20-file test
were recorded, and are shown in figure 2. These four participants recognized all
20 of the samples, and were timed, showing a standard deviation of 0 - 1 for
most of the samples, with trials 14 (sd=2.9) and 16 (sd=2.3) having the greatest
deviation. The results of participant response times for each sample are displayed
in figure 2.

Fig. 2. Cafe response times were very close. Durations along the y-axis.
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Five participants took part in the JND test, also suggesting that tactile EVS
can certainly be detected as vibrations in a low stress environment like the cafe,
when users are relaxing and paying attention to the signals. The table of results
for the JND are presented in figure 3.

Fig. 3. Results of the JND test show that -15dB below the source signal could be
detected as vibrations for the yelp and horn signals. Wail and manual wail were slightly
less prominent but still could be felt.

3.4 Discussion

Seven participants completed the 20 sample evaluation, one had to leave early,
and two were distracted by activities in the cafe and did not complete both tests.
Participants reported being able to clearly detect the siren vibrations, but even
with the headphones on and the music, some of the signals could be heard from
the vibrations.

Variance in the music may have contributed to the moments of silence that
corresponded with some of the signals, but the preliminary results suggest that
there are some tactile elements coming through the vibrations that can obviously
be detected by users. One participant who did not complete the study expressed
concern that the signals would not be strong enough to be detected in a real
driving scenario, because of the vibrations and motions that can be felt while
driving.

Overall, participants felt that there would be the potential to use this in a car,
and most agreed that the system could serve to provide feedback while driving.
But while the signals could be detected by each of the participants, the next
phase of the study moved into the Lounge Lab where we could look more closely
at EVS in a driving simulator scenario in a case study.

4 Driving Simulation: 2 Case Studies

Two participants (one from the cafe study, and one first time participant) took
part in the driving simulation test to evaluate a more stressful driving scenario
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to test the EVS signals for their efficacy at attracting driver attention while
engaged in the cognitively demanding task of racing. The driving simulation
system includes a TAD 8-channel system, a 42 inch Samsung LCD screen, and
the Sony Playstation 3 running Gran Turismo 6, and the Thrustmaster Ferrari
GT Cockpit 430 Scuderia Racing Controller. The study took place at the Lounge
Lab, which is in a private home next to the Cafe, where a gaming and theatre
environment is maintained for other public usability studies.

4.1 Evaluations

Two participants agreed to be case studies for this project. Each participant was
already familiar with the driving simulator, and with the TAD system. This was
the first time the siren experiment was conducted in this environment, which
is typically used to evaluate games and movies for tactile content in the TAD
seat. Each driver raced an intense race, and was asked to say ’siren’ when they
could feel the vibrations. The conditions explored EVS in the tactile system,
with and without including the sounds of the car on the speakers, as vibrations,
or both. Music was played over the speakers in the room, and the EVS were
presented either as vibrations, audio signals, or both. Drivers raced the Chevy
Camaro using the advanced races in the game. The same samples were used in
this study for the JND test, with an audio file with eight samples of EVS: 2 x 4
EVS samples at five seconds each, over a three minute period.

4.2 Results

This part of the feasibility study revealed several interesting factors about the
tactile stimuli, showing the conditions, and the response times for each partici-
pant in figure 4. The high stress involved racing, which led to a few false positive

Fig. 4. Racing simulation results for the two case studies
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and false negative response, which did not happen in the low stress condition at
the care. Interesting results show EVS responses were comparable to the audio
EVS, even while game sounds were included in the TAD, suggesting that users
can distinguish different signals through the combined vibrations. Drivers could
also hear some of the signals during the trials, but overall, most of the EVS
tactile signals were accessible during stressful conditions.

5 Discussion and Future Work

Results of this feasibility study suggest that real time audio signals from EVS
could serve as input to a tactile display without any modifications to the signal
as they appear to provide enough energy to convey information to the user
while driving. Based on the first study, where participants were only listening to
music, the signals appear to be highly tactile. Two of the participants expressed
concern that the signal may not be strong enough to get their attention in a
driving situation where they were focusing on the road.

5.1 EVS as Tactile Acoustic Vibrations

Although participants from the case study found the EVS vibrations to be de-
tectible, even when mixed in with the engine vibrations, there are some mod-
ifications that can be performed on the signal, which could help to enhance
the vibrations. For example, applying a pitch shift to the EVS would drop the
frequency range of the signals closer to the optimal tactile range, making the
vibrations stronger. Another modification to the signal could be to distribute
the frequency ranges of the system to better highlight the signal. In the yelp
signal, there is a significant fluctuation in the frequencies, which is effectively
reflected in the movement across the transducers of the TAD. The wail, which
is more of a steady sound offers little in the way of motion of signal across the
transducers, is not as effective at stimulating multiple points of the display, but
a pitch shift may be sufficient to enhance the sound enough to be detected as vi-
brations. Results from the case study suggest that the mix of engine noise, EVS,
and road noise presented in the TAD could be distinguished, even though they
are combined into the same display. This is an interesting result, as it suggests
that there is more complexity in the skins ability to process signals than would
be expected. However, this may suggest that the same cognitive processing that
allows us to distinguish sirens from engine noises we hear may also be at work
in processing sounds we feel. This is an area of research that will be explored in
future work.

5.2 Tactile Acoustics in Vehicles

Motivation for considering tactile acoustics for automotive applications is based
on the inherent success of haptic devices, which have now been adopted by at
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least one major automotive manufacturer [3]. Tactile acoustics represents a nat-
ural form of stimuli that can be used as a complimentary system to the haptic
devices to provide ambient tactile signals to drivers. While haptic systems are
very effective at providing drivers with vibrational feedback for lane departures
and collision warnings, they are not intended to provide constant information to
the user about the environment, and they rely on visual input, which can easily
map onto the spatial configuration of the vibrators. Haptics are being considered
as a way to warn drivers about numerous dangers on the road, including bad
weather, road conditions, phone messages, or GPS directions for example. How-
ever, with an increase in the number of haptic messages users have to memorize
and recognize, comes an increase in the cognitive load placed on the driver, which
defeats the original intention of using haptics in automotive applications. Tac-
tile acoustics can provide additional access to the environment as tactile signals
without requiring the driver to first learn to identify the signals, provided that
they are constrained to sirens and other EMS. However, in order to better un-
derstand the system, an in-situ experiment is underway, using the TAD portable
device in a real car, where we will be able to test the system in more realistic
scenarios, simulating siren sounds and creating a noisy environment with music
playing.

6 Conclusions

Results from this feasibility provides some evidence to suggest that EVS aware-
ness could be increased by including tactile acoustic signals to assist drivers
whose hearing is obstructed permanently, or temporarily. Although EVS signals
tend to be in the high frequency ranges, they can create perceptible tactile vi-
brations without being modified. But lowering the pitch or increasing variation
in the signal through system or device manipulations could improve tactile-
perception of real time EVS. While the signals were detected by participants,
there are additional factors that must be considered for actual use in a car: road
noise, engine noise, fluctuations in the signal, and gaining access to real time
sounds from the environment influence how the system could be implemented.
The results of combining tactile signals from both the engine, and the sirens
showed promise in providing drivers with a sense of an approaching EVS, even
when the acoustiv vibrations are occluded by noise introduced into the vibration
signal. Integration into existing haptic systems can be potentially advantageous
to drivers want to maintain ambient awareness of their surroundings without
using their eyes or ears. Further studies will install TADs into a prototype vehi-
cle for validation in an actual driving scenario, towards improving driver safety,
awareness, and access to information while driving.

Acknowledgements. With great appreciation to all the participants who took
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Abstract. In this paper, we present a wearable tactile device called TAG  
(TActile Glasses) to help visually impaired individuals navigate through com-
plex environments. The TAG device provides vibrotactile feedback whenever 
an obstacle is detected in front of the user. The prototype is composed of – in 
addition to the eyeglasses – an infrared proximity sensor, an ATMEGA128 mi-
croprocessor, a rechargeable battery, and a vibrotactile actuator attached to the 
right temple tip of the glasses. The TAG system is designed to be highly porta-
ble, fashionable yet cost effective, and intuitive to use. Experimental study 
showed that the TAG system can help visually impaired individuals to navigate 
unfamiliar lab environment using vibrotactile feedback, and without any pre-
vious training. Participants reported that the system is intuitive to use, quick to 
learn, and helpful. 

Keywords: Haptic user interface, Interaction Design, Tangible user interfaces, 
user support systems. 

1 Introduction 

The World Health Organization (WHO) estimated in October 2013 that about 285 
million people are visually impaired worldwide, with 90% living in developing coun-
tries (around 15% blind and 85% with low vision) [1]. Although 80% can be cured 
through clinical treatment, the remaining 20% rely on modern technology and innova-
tion to enhance awareness of their surroundings. 

Traditional mobility assistance techniques such as walking stick or trained dogs 
suffer from several limitations [2]. For instance, walking sticks are not efficient and 
result in undesirable heavy cognitive load whereas trained dogs are too expensive and 
require extensive training. Advanced technologies for mobility assistance seem a 
promising approach to complement (or maybe replace) traditional approaches using 
other modalities such as touch and audio.   

There are two categories of multimedia aides for the visually impaired: audio feed-
back and haptic feedback [3]. Auditory feedback has few limitations such as cognitive 
obtrusiveness since it hinders the user’s ability to hear background auditory cues 
(speech, traffic, etc.). Moreover, auditory cues require significant training to interpret 
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the sound-scape in order to de-multiplex the temporal data into spatial cues. On the 
other hand, although individuals who loose vision have difficulty maintaining their 
independence and mobility, they become more acquainted with tactile interaction than 
people with normal vision [4]. Consequently, several haptic interfaces have been de-
veloped to convert visual cues to tactile stimuli on different parts of the body such as 
on the head, chest, arms, and fingertip [5].    

One fundamental need for the visually impaired individual is safe navigation 
through collision avoidance. Geometry-to-tactile translation systems have been uti-
lized in the literature where ultrasonic transceiver behaves like a ‘cane’ and translates 
geometry information (such as the size and the depth of an obstacle) into a tactile cue 
that is displayed using tactile interface [3][6]. However, current tactile display ap-
proaches for spatial information are challenged by relatively low space resolution, 
poor recognition rate, and cognitive obtrusiveness [7].   

The motivation behind this work is to seize the hardships faced by visually im-
paired individuals in dealing with their daily navigation activities. The proposed sys-
tem, embedded in fashionable eyeglasses with circuitry in the grip, detects obstacles 
in front of the user and alerts her/him via vibration. The vibration intensity increases 
nonlinearly as the user approaches a physical barrier. Despite its simplicity, the inte-
grated hardware solution improves safe mobility.     

The remainder of the paper is organized as follows. Section 2 introduces state-of-
the-art related work and highlights existing limitations and potential challenges. Sec-
tion 3 introduces the hardware and software design of the TAG device. In section 4 
the experimental setup and procedure, along with the obtained results, are presented. 
Finally, section 5 summarizes the merits of the paper and provides perspectives for 
future work. 

2 Related Work  

Existing research on tactile-visual sensory substitution for the blind or the visually 
impaired adopts two major approaches. One consists of imitating the concept of the 
cane for the blind and converting the sensed distance-to-obstacle to vibrotactile cue 
on the hand [8-9]. The distance is measured using ultrasound, infrared, or laser range-
finders. The other approach uses imaging devices, such as a camera, to drive a two-
dimensional haptic display placed on the user’s skin [10-11]. Both approaches have 
experienced limitations related to intuitive cognition [12].      

An early study has confirmed the feasibility of using a haptic display for naviga-
tion guidance [13]. A wearable navigation system based on tactile display embedded 
in the back of a vest, with infrared sensors and a predefined map to locate the user, 
provided route planning [13]. Another example is the Intelligent Glasses System 
(IGS) – a travel aid system that grants visually impaired users a simplified representa-
tion of the 3D environment [14]. A 2D map is displayed using an Air Mass Flow 
(AMF) actuator that stimulates tactile sensations. 
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A remote robot provided visual-to-tactile substitution for visually impaired in the 
field of obstacle detection and avoidance [15]. The authors presented a visual-to-
tactile mapping strategy and experimental results with visually impaired subjects. 
Subjects have shown increased navigational abilities when provided with spatial in-
formation through the tactile modality. A similar system used a smart phone with 
Catadioptric stereo imaging to acquire spatial data and display vibrotactile sensations 
using an interface comprised of an 8x8 matrix of coin vibration motors [16]. 

A multimodal interaction device, named Tyflos [18], provided reading and navigat-
ing assistance for visually impaired users [19]. The device integrated two cameras to 
capture the surroundings and a 2D vibration vest to display 2D depth image. A similar 
prototype provided a sense of position and motion by inducing rotational skin stretch 
on the skin at the elbow [17]. Experimental results showed that rotational skin stretch 
is effective for proprioceptive feedback myoelectric prostheses.  

Experimental results in previous works show that the users need to learn a large 
number of tactile patterns and map them to spatial properties, which results in an un-
desirable heavy cognitive load and excessive training. This paper presents the work 
towards an easy to use and learn tactile interface that provides visually impaired users 
with obstacle avoidance assistance. The TAG prototype implements a mapping algo-
rithm to translate range of obstacles into intensity of vibration. 

3 TAG System Design and Implementation 

We are designing the TAG system to allow users perceive range distance to an ob-
stacle using vibrotactile stimuli, much like a ‘haptic radar’. An infrared sensor is ca-
pable of sensing obstacles, measuring the distance to the obstacle, and displaying this 
information as a vibrotactile cue using the vibrotactile motor attached to the tip of the 
right temple of the glasses. A snapshot of the TAG prototype is shown in Figure 1. 

 

Fig. 1. TAG prototype as a wearable device 
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3.1 Hardware Design 

The TAG system is composed of the Sharp GP2Y0A02 infrared range sensor, the 
Atmel microprocessor (ATMEGA128), a chargeable battery, and the Pico-Vibe Preci-
sion Microdrives vibrotactile motor (Figure 1). The microprocessor and the chargea-
ble battery are packed in a small box that can be placed in the user’s pocket. The  
microprocessor receives signal from the Sharp GP2Y0A02 sensor, determines the 
distance to the obstacle, and generate Pulse Width Modulation (PWM) signal to con-
trol the vibrotactile motor. The infrared sensor and vibration motor are selected based 
on distinguished features, namely low cost, high availability, and efficient power  
consumption. 

The infrared range sensor (Sharp GP2Y0A02) is characterized by a spatial aware-
ness range of 20cm to 150cm. The Pico-Vibe Precision Microdrives vibration motor 
is an off-weight coin motor that rotates at 13500 RPM. Since the vibration motor’s 
speed and frequency of vibration are proportional to the voltage applied to the motor, 
we apply PWM signal to control precisely the intensity and frequency of vibrotactile 
stimulation.  

3.2 Software Architecture for the TAG System 

The software architecture for the TAG system is shown in Figure 2. The Obstacle 
Detection component processes the infrared signal and determines whether an ob-
stacle is in front of the user. Once an obstacle is detected, the infrared sensor data is 
transmitted to the Geometry Estimation component to compute the distance to the 
obstacle. The distance to the obstacle is transmitted to the Geometry-to-Tactile Trans-
lation component to generate the corresponding tactile stimulus (intensity and  
duration of vibration). The Actuator Driver component generates a PWM signal and 
supports sufficient current to drive the vibrotactile motor to vibrate at the desired  
frequency and intensity.        

 

Fig. 2. Software architecture for the TAG system 

3.3 Geometry-to-Tactile Translation 

Vibrotactile cues were designed to convey range and size of the obstacle. The intensi-
ty of vibration is inversely proportional to the distance to the obstacle. Note that the 
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sensor is not capable of distinguishing multiple obstacles and thus we assume one 
obstacle scenario. Equation 1 shows the intensity to distance mapping where  is the 
maximum displayable intensity and  is the vibration adaptation coefficient. Ob-
stacles that are closer to the subject produce higher intensity of vibration. The fre-
quency of vibration is proportional to the size of the obstacle. Equation 2 describes 
the mapping between size and frequency of vibration where  is the maximum dis-
playable frequency and  is the frequency adaptation coefficient).  

     (1) 

   /   (2) 

Note that the constants  and  can be used to fine-tune the vibrotactile stimu-
lation cues to meet specific application requirements or personal user’s preferences. A 
usability study can be conducted to find the optimal values for these parameters. In 
the current prototype, the range-to-intensity of vibration mapping (equation 1) is been 
utilized whereas the size-to-frequency mapping (equation 2) will be implemented in 
future work.    

4 Experimental Study 

A pilot experimental study was conducted to investigate the effectiveness of the TAG 
device to help visually impaired individuals perceive the range of obstacles and ac-
tively avoid them. The objective of the experiment was to evaluate the experience of 
subjects performing a real world navigation task, designed particularly for this  
experiment.  

4.1 Experiment Test-Bed 

A total of fourteen participants took part in this experiment, aged between 22 and 44 
(three of them were female). All the participants were well-experienced computer 
users and half of them were using eyeglasses. All of the participants reported normal 
visual and haptic abilities. The experiment took about 15 minutes on average per sub-
ject. The performance metric was defined in terms of the following parameters: the 
Task Completion Time (TCT) and the Obstacle Avoidance Rate (OAR).  

4.2 Method 

After a brief practice session of less than 5 minutes, twelve blindfolded participants 
were asked to use the TAG device to navigate a route designed particularly for the 
experiment in the engineering lab of New York University Abu Dhabi (Figure 3). Ten 
obstacles were used in the simulated route. All subjects performed the same activity. 
As the subject traversed the course, a test moderator was counting the number of  
obstacles actively avoided and the number of obstacles hit by the subject; he also 
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Figure 4 and Figure 5 clearly show that the overall performance of both subjects 
has significantly improved (both, in terms of obstacle avoidance rate and task comple-
tion time) with less than 10 trials. Note that Figure 4 and Figure 5 are based on the 
average data for the two subjects.  

 

 

Fig. 4. Obstacle Avoidance Rate (OAR) over iterations 

 

Fig. 5. Task Completion Time (TCT) over iterations  

5 Conclusion 

In this paper, we presented the TAG device to assist individuals with visual impair-
ments to actively avoid obstacles in unknown environments using vibrotactile feed-
back. The experimental study demonstrated how intuitive it was to use the system for 
the first time (70% of the obstacles were actively avoided using the TAG device). 
However, few subjects expressed interest in receiving hints regarding the direction to 
take to reach a particular target while avoiding the obstacle.  

In future work, we plan to investigate a way to capture more information about the 
geometry of the obstacle so the TAG device would provide guidance on how to get 
around obstacles and reach safely a particular target. Another important functionality 
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that we plan to explore is the ability to detect small obstacles such as small steps and 
stairs to help the user navigate safely along a path. We will consider means to in-
crease the coverage range and precision to detect smaller obstacles.   
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Abstract. On the one hand, mobility of elderly people is critical for their quali-
ty of lives and welfare. On the other hand, older drivers have higher crash rates 
per vehicle-mile of travel. In order to achieve the two conflicting goals, driving 
safety and mobility of the elderly, the present paper aims to discuss the possibil-
ity that intelligent artifacts can play a role of reducing crash risk of elderly driv-
ers. A research design for obtaining empirical evidence on the effectiveness of 
robot presence in vehicles is also discussed. 

Keywords: Driving, Crash risk, Passenger presence, and Conversation robot. 

1 Introduction 

Mobility of elderly people is critical for their quality of lives and welfare. According 
to summaries by Stutts and Wilkins [1] and the authors, loss of mobility among the 
elderly may lead to loss of identity and increased dependency; physical and mental 
problems such as increased depression, heart disease, fractures, and stroke; and  
decreased social integration, as measured by the number and frequency of social  
contacts. Therefore, it is important for elderly people to continue driving as long as 
possible. 

A problem arises here, because older drivers have higher crash rates per vehicle-
mile of travel [2] due to factors such as the decline in their driving abilities. There-
fore, significant motivation exists to explore measures that would compensate for 
these deficiencies [3]. 

This motivation is gradually becoming stronger because the number of patients 
with dementia is expected to increase rapidly over the next few decades in many 
countries, including Japan. In Japan, according to [4], there were 1.49 million patients 
with dementia in 2002, and this number is estimated to increase to 3.85 million in 
2040. Although dementia can impair driving and increase crash risk, the reality is that 
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around one-third of drivers with dementia continue to drive [5]. Therefore, measures 
for reducing the risks of these drivers are strongly required. 

It is often discussed that encouraging passengers to accompany elderly drivers in 
vehicles appears to be one of the most promising measures to compensate for the 
decline in their driving ability. As described in greater depth in the following section, 
earlier studies have consistently found that passenger presence has a protective effect 
for older drivers.  

However, it seems too optimistic to believe that promoting elderly drivers to ac-
company their family members will be a dominant approach for crash risk reduction, 
because the family members do not necessarily have time to be with their elderly 
family members. Thus, it is meaningful to consider the possibility that intelligent 
artifacts can play the role of human passengers and reduce crash risks of elderly driv-
ers, in place of human passengers.  

Thus, on the bases of the earlier empirical findings of the authors, the present paper 
aims to discuss this possibility. The structure of the present paper is as follows. In 
section 2, findings of earlier studies of the authors are presented regarding the psycho-
logical influences of passenger presence on drivers. In section 3, ethnographic and 
experimental findings of the authors are presented regarding the attachment and other 
feelings of human toward intelligent artifact. Taking into account the contents of these 
two sections, section 4 discusses how robots are likely to play the supportive roles in 
vehicles as passengers. Section 5 considers research designs required to investigate 
whether and under what conditions the supportive roles of robots emerge. 

2 Influences of Human Passengers on Drivers 

Earlier studies have consistently found that passenger presence has a protective effect 
for older drivers. For example, Hing, Stamatiadis, and Aultman-Hall [6] found that 
the presence of two or more passengers negatively affected the probability of drivers 
aged 75 years or older being at fault in crashes. Lee and Abdel-Aty [7] found that 
drivers aged 60 years or older generally displayed safe driving behavior when accom-
panied by passengers and having more passengers reduced their crash risk. Engström, 
Gregersen, Granström, and Nyberg [8] also found that crash risk was higher for those 
who drove alone, regardless of their age, and that the protective effect increased with 
every extra passenger (up to eight). Rueda-Domingo et al. [9] found that the protec-
tive effect of passengers was higher for drivers aged more than 45 years and lower for 
drivers aged 23 years or less. 

It is also known that passenger presence can be a risk factor for drivers in specific 
circumstances, especially when young (teenage) drivers are accompanied by passen-
gers of the same generation [10].  

Although the above mentioned influence of passenger presence on drivers is im-
portant, the psychological mechanisms underlying these effects on drivers are yet to 
be sufficiently understood. Many researchers have speculated on how these effects 
emerge, in order to account for the observed increase or decrease in crash risk  
with regards to the presence of passengers in specific circumstances. For example, 
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Rueda-Domingo et al.[9] considered the possibility that decreased crash risk in the 
presence of passengers younger than 15 years is the result of a more defensive driving 
behavior by parents. They also considered that the protective effect of female passen-
gers on male drivers is attributable to the active role of women in trying to modify 
male drivers’ style towards safer practices. Hing, Stamatiadis, and Aultman-Hall [6] 
suggested that passengers pose a distraction to older drivers and enhance crash rates if 
the level of the distraction exceeds a certain point. Simons-Morton, Lerner, and Sing-
er [11] considered that teen passengers cause distractions to the driver by various 
actions, such as talking, fiddling with the radio or CD player, moving about, or touch-
ing the driver. They also considered that teenage drivers are inclined to drive in a 
more reckless manner (e.g., drive faster, catch up with, and pass another vehicle) 
when accompanied by teenage passengers because the drivers perceive that the latter 
view such driving behavior as desirable or expected. Vollrath, Meilinger, and Krüger 
[12] considered the following possibilities: passengers help drivers in detecting criti-
cal situations; the presence of passengers leads to a more responsible driving  
behavior; and conversations with passengers draw drivers’ attention away from  
driving-related tasks. Lam, Norton, Woodward, Conner, and Ameratunga [13] consi-
dered that passenger presence may be a distraction to drivers, because of the greater 
verbal interaction, music playing or even physical interactions with drivers. They also 
considered that passenger presence distracts drivers and impairs their ability to detect 
changes in the surrounding environment. 

Not only after comprehensively identifying dimensions in reference to these earlier 
studies but also after adding new ones after brainstorming by the authors, the present 
paper considered the following as a tentative list of dimensions: (1) calmness, (2) 
distraction, (3) flattery, (4) overdependence, (5) pique, (6) direct pressure, (7) indirect 
pressure, (8) relaxation, (9) relief, (10) responsibility, (11) slackness, (12) shrinkage, 
and (13) vanity. Possible feelings of drivers are shown below that are associated with 
each dimension either positively or negatively. 

1. Calmness  

─ With him/her as a passenger, I am less frustrated in traffic congestion. 
─ With him/her as a passenger, I can make decisions calmly. 
─ I appreciate him/her as a passenger because he also gets angry when I encounter 

dangerous drivers or when I am bothered by very slow drivers. 

2. Distraction 

─ I want him/her to keep quiet while I drive. 
─ His/her wrong sense of direction makes me frustrated. 
─ With him/her as a passenger, I get frustrated because we do not have the same taste 

in music (or radio programs) 

3. Flattery 

─ When signals change from blue to yellow, I accelerate over the cross sections in 
order to comply with his/her intent. 
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─ I exceed the speed limit in order to comply with his/her intent. 
─ I reduce the following distance in order to comply with his/her intent. 

4. Overdependence 

─ While entering main roads from restaurants or shop parking lots, I assume that 
he/she should be looking out for cars in the direction I am not looking. 

─ While turning right1 at cross sections, I assume that he/she should be looking out 
for pedestrians and bicycles crossing the road that I am going to enter. 

─ While changing lanes, I assume that he/she should be looking out for cars ap-
proaching from behind in the new lane. 

5. Pique 

─ When he/she gives me driving suggestions, I feel that my driving skills are unde-
restimated. 

─ With him/her as a passenger, his/her suggestion hurts my self-esteem. 

6. Direct pressure 

─ He/she pressures me by urging me to exceed the speed limit. 
─ He/she pressures me by urging me to reduce the following distance. 

7. Indirect pressure 

─ I would like to follow his/her request to reduce the following distance. 
─ I would like to follow his/her request to drive faster. 

8. Relaxation 

─ With him/her as a passenger, I cannot feel relaxed while driving. 
─ With him/her as a passenger, I can enjoy driving. 
─ With him/her as a passenger, I get less bored in traffic congestion. 

9. Relief 

─ While entering main roads from restaurants or shop parking lots, I appreciate 
his/her advice on when to start the car. 

─ While entering main roads from restaurants or shop parking lots, I appreciate that 
he/she looks out for cars in the direction I am not looking. 

─ While turning right at cross sections, I appreciate that he/she looks out for pede-
strians and bicycles crossing the road that I am going to enter. 

10. Responsibility 

─ With him/her as a passenger, I feel that I do not want him/her to be injured by 
crashing while I am driving. 

                                                           
1 Right-hand side traffic is adopted in Japan. 
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─ With him/her as a passenger, I feel that I have his/her life in my hands while I am 
driving. 

─ With him/her as a passenger, I keep a longer distance between the car ahead in 
order to ensure safety. 

11. Slackness 

─ With him/her as a passenger, I become big-hearted. 
─ With him/her as a passenger, I do not strongly feel that I have to follow the speed 

limit. 
─ With him/her as a passenger, I do not strongly feel that I have to fasten my seat 

belt. 

12. Shrinkage 

─ With him/her as a passenger, I am afraid he/she will scold me if I make a mistake 
while driving. 

─ With him/her as a passenger, I am afraid he/she will scold me if I have difficulty in 
timely starting the car when turning right at intersections with heavy traffic or 
when turning left onto main roads. 

13. Vanity 

─ With him/her as a passenger, I do not want to appear to be unskilled at driving. 
─ With him/her as a passenger, I want to show him/her that I am skilled at overtak-

ing. 
─ With him/her as a passenger, I feel ashamed if I cannot smoothly park in parking 

lots. 

These thirteen dimensions can obviously be classified into two groups according to 
whether they help drivers to concentrate on driving (dimensions 1, 8, 9, and 10) or 
they prevent drivers to do so (dimensions 2, 3, 4, 5, 6, 7, 11, 12 and 13). Although 
there is no empirical evidence in the literature, it is likely that dimensions in the  
former group are associated with reduced crash risks of drivers. 

3 Psychological Effects of Robots on Human 

Nowadays, we can see various forms of communication between human and intelli-
gent artificial things such as toys with autonomy, communication robots, and nursing 
robots. Whether these robots can really play a role of human passengers and reduce 
crash risk is our greatest concern.  

The authors have conducted two preliminary studies for identifying psychological 
effects of robots on human. This section reviews of the findings of these studies. 
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3.1 Study 1: Robot in Ubiquitous Home [14] 

Within robotic engineering, there are several experimental efforts underway to bring 
the robot into people's daily life. Kanda et al. put a robot in the elementary school 
over 18 days with the purpose of examining the interaction between children and 
robots. The children became tired of interacting with the robots by the beginning of 
the second week, while they actively interacted during the first week [15]. Another 
experiment showed that users maintained long-term interaction with robots in their 
daily lives. Matsumoto et al. investigated the cognitive activities of residents who 
lived in the Ubiquitous Home with task-oriented robots. Interviews with the residents 
showed that the residents gradually came to consider the robot to be an artifact and 
they also see it as a cohabitant at the same time, although they had no affection for the 
robot in the early stage [16].  

The objective of this study was to examine an unprecedented phenomenon in 
communication between human and intelligent artifacts within the home environment 
over the course of a 16 day-long experiment. 

Experimental Design. The robot in the Ubiquitous Home is called “Phyno1.” Phyno 
is being designed as a visible-type robot for the Ubiquitous Home. It provides the 
owner with multiple services such as TV program recommendations (at living room), 
providing recipes (at living room and kitchen), and a reminder service (entrance 
room). In addition, the robot is able to turn on/off the light, TV, an alarm clock, and 
air conditioner. In the Ubiquitous Home, there are five robots in total at each room 
(entrance, living room, kitchen, bedroom, and study room). All robots have voice 
recognition and synthesis systems based on Julius2. The voice recognition result is 
preserved in the text data. 

The subjects who resided in the Ubiquitous Home are a couple composed of a 64-
year-old male and a 60- year-old female. Both have no contact with robots in daily 
life. Subjects resided in the home for 16 days from 14 to 29 January 2006. Subjects 
were asked to live an ordinary life at the Ubiquitous Home. The instruction was as 
follows: 1) The purpose of this experiment is a data collection of an ordinary life at 
the home of the future. 2) Please have as natural a life as possible, and talk to the 
robot freely. 3) Please turn on/off the light, TV, and air conditioner through the robot. 
Subjects read an easy manual for instructions on how to request tasks of the robot 
before the experiment. 

Method of Analysis. The recorded voices of the subjects were transcribed and were 
classified into four categories: task request (e.g., “Turn on the light”), conversation 
with the robot (“Thank you”), evaluation of the robot (e.g., “Brilliant”), and descrip-
tion (e.g., “Phyno said something”) and direct action (e.g., touching, patting, hitting). 
Then it was analyzed how the frequency of voices in each category changed through-
out the 16 days. This analysis was conducted by dividing the 16 days into three phas-
es and comparing the frequencies in these phases. 
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Results and Discussions. From results of time-series analysis that utterance frequen-
cies in the first term occupies about half (44.6%) (Table 1), it is interpreted that utter-
ance frequencies decreases because users get accustomed to the intelligent artifacts, 
while they have strong interests in it in the early stage. In the utterance contents, the 
category “task request” does not have a significant difference within three phases 
(Figure 1). Users follow the instruction and use the robot consistently to request any 
tasks. The category “conversation”, “description”, and “direct action” were signifi-
cantly different in each phase. The category “description” and “direct action” has a 
significant difference in plus in the first phase, gradually decreased in the middle 
phase, and again increased in the last phase. This may also indicate that users have 
contact to the intelligent artifacts with strong interests at first, and then gradually they 
get familiar with the robots. On the other hand, in the category “conversation” the 
ratio increased in the second phase (Figure 1). It is reported that people frequently talk 
to the object (cf. pet, toy, pet robot) which they have attachment emotions. In our 
research, the ratio of conclude that users' attachment for the intelligent artifacts had 
gradually grown. 

Table 1. Utterance frequencies in three phases 

 

Fig. 1. Cognitive differences in time-series change 

The results indicate that (a) users get accustomed over time to the intelligent arti-
fact and attachment emotions are elicited gradually with the passage of time. 

3.2 Study 2: Cooking Support Robot [17] 

The next study aimed to examine the influences of the conversational robot in the 
cooking support system. Though many systems to support cooking activities have 
been developed [18,19], cooks have to cook solely in most of them. Solitary cooking 
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makes cooks bored and tired. In addition, inexperienced cooks cannot sometimes 
carry on cooking because they have little motivation. A cooking support system 
should maintain their motivation for cooking by provision of not only pleasure but 
also motivator. Therefore, we developed a cooking support system with a conversa-
tional robot in our previous research [20]. This is because we hypothesized the robot 
in the cooking support system can cover the shortcomings of existing systems. 

Experimental Design. The cooking support system instructs a cook by images, 
speeches and the robot. In our previous research, we used images and speeches origi-
nally used in PTC. After running PTC on the game machine, we captured images on 
the screen and speeches from the speaker. In the previous research participants com-
plained of robot’s speeches of the cooking instructions. Therefore we decided to 
change the original speeches into human voices. This could solve their complaints and 
provide them with a comfortable cooking environment. To create high-quality and 
profluent speech data, an announcer in our university’s broadcasting station who has 
clear voice help us. We created high-quality speech data by recording and editing his 
speeches that he read aloud lines. In addition, an agent character appeared in PTC 
images was erased from the captured so as not to have effects on the result of the 
experiment. The captured image is shown on the cooking table by the projector in-
stalled in the ceiling. The speech is outputted from the speaker on the cooking table. 
The position and size of the image and the position and volume of the speaker were 
calibrated in advance so as not to interrupt the cook’s activities.  

The experiment is conducted by Wizard of Oz (WOZ) method. A microphone and 
camera are put to enable the experimenter to see what the participants are doing. The 
experimenter was in the bedroom, and controlled the timing of changing a cooking 
step and the robot’s actions by monitoring the kitchen through the camera and micro-
phone. We chose “Dashi rolled egg omelet” as a recipe for the experiment. This is 
because the participants can cook Dashi rolled egg omelet in a short time. In addition, 
Dashi rolled egg omelet is moderately difficult for cooking novices but they can de-
velop their cooking skill by repeated practices. Two tasks are used in the experiment. 
One is a task using only the cooking support system (abbr. non-robot task), and the 
other is a task using the cooking support system with the conversational robot (abbr. 
robot task). In non-robot task, the participants cook according to an image projected 
on the cooking table and a speech from the speaker. On the other hand, in robot task, 
they cook according to a gesture of the robot in addition to the image and the speech.  

We measured a cook’s pleasure and motivation for cooking because we hypothe-
sized that the effects includes improvements of the pleasure and motivation. The  
pleasure has two types; that caused by enjoyment and immersion. A decrease of the 
motivation arises cook’s tired and annoyed feeling. Therefore, the questionnaire 
includes four questions: “Did you enjoy the cooking?” and “Did you immerse your-
self in the cooking?” for measuring pleasure, and “Did not you get tired of the cook-
ing?” and “Did not you get annoyed with the cooking?” for measuring motivation.   

The participants were twenty one males and five females. To minimize variability 
of the level of cooking, we had a questionnaire about the experience of cooking be-
fore starting the experiment. The result showed that eight participants have lots of 
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experience and eighteen participants lack experience. Therefore, we assigned four 
experienced people and nine non-experienced people to non-robot task and robot task 
respectively. 

The participants conducted one task either non-robot task or robot task. Ingredients 
and tools are prepared by the experimenter and put on the cooking table in advance. 
The experimenter provided the participants with prior explanation before starting the 
experiment. The prior explanation included how to use the cooking support system 
and ingredients. After finishing a task, the participants answered a questionnaire about 
the system. Here, if there are remaining tasks, they conducted the cooking and ans-
wered the questionnaire again. When the participants performed the task three times, 
the experiment was finished. 

Results and Discussions. The results (enjoyed, immersed, not tired and not annoyed) 
are illustrated in Figure 2. It shows the mean value and standard deviation of each 
trial. The higher the value is, the higher evaluation is. As a result of t-test between the 
non-robot task and robot task, no significant differences were found, in spite of our 
expectation that robots would enhance the evaluation. 

Then we evolved this system more sophisticated. The voice of the robot was 
changed into recorded voice of man from the synthesized speech. Speech of the robot 
was improved to vary de pending on the situation properly between courtesy and 
brevity. As a result of them, it was found that fine-grained control of the speech of the 
robot had a significant effect. It was also revealed that the effect acquired by adding a 
dialog robot to a cooking supporting system serves as the maximum to cooking  
beginners. 

 

Fig. 2. Results of an experiment 
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4 Expected Effects of Robots as Passengers on Drivers 

Section 3 revealed that human passenger presence can have influence on drivers. Tak-
en together with the findings in Section 4, it is not too optimistic to believe that robots 
can have protective effects on drivers in place of human passengers. Furthermore, 
taking into account the fact that human passenger presence does not always influence 
drivers positively, it may be possible to design passenger robots so that they can have 
higher net protective effects on drivers than human passengers do. In this section, it is 
discussed what kind of empirical evidence will be necessary to come up with such a 
design.  

4.1 Generating Positive Effects of Robot Passengers on Drivers 

Among the thirteen dimensions on the psychological effects of human passenger 
presence on drivers, there were four dimensions that obviously have protective effects 
on drivers:  (1) calmness, (8) relaxation, (9) relief, and (10) responsibility. Among 
these four, it seems that dimension (10), responsibility, can be generated by robots. In 
fact, if drivers feel attachment toward robot passengers, it is likely that drivers feel as 
if they are living creatures and have a sense of responsibility. Likewise, drivers can 
feel (1) calmness with such robot passengers.  

The effects of (8) relief might also be generated by robots, but the mechanism of 
the emergence of this dimension should be different from that of dimension (10) re-
sponsibility. Drivers feel relief with human passengers if and only if they trust the 
passengers’ ability to give useful information to them. This would be possible if ro-
bots provide vocal assistance through a safe-driving navigation system. Taking into 
account the findings of study 1 in Section 3, fine-grained control of the speech of such 
a system is critical for generating the sense of (8).  

To summarize, emergence of some dimensions of positive effects depends on the 
presence of robots and the extent to which drivers feel attachment toward them, and 
emergence of other dimensions depends on how and what the robots speak.  

4.2 Minimizing Negative Effects of Robot Passengers on Drivers 

In order to enhance the net protective effects of robot passengers, it is also important 
to minimize negative effects of robot presence. In study 1 of section 3, semi-
structured interview was also conducted after the experiment. The subjects had some 
complains on the function of the home robot such as “my voice is not easily recog-
nized” and “I want the robot not to answer by mistake. In vehicles, drivers may well 
have similar feelings, and feel the sense of (2) distraction. It is an essential require-
ment to find how to minimize this effect is  
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5 Future Tasks for Designing Driving Assistance Robots 

According to Vollrath, Meilinger, and Krüger [12] and other authors, the emergence 
of the protective effect of human passengers might depend on (i) characteristics of the 
situations under which driving is performed (e.g., location, weather, road surface, 
time of day, visual conditions, type of road, traffic density, and day of week), (ii) 
driver characteristics (e.g., gender, age, and familiarity with the region), and (iii) pas-
senger characteristics (e.g., gender and age). Also, the authors previously suggested 
that whether the protective effect emerges for elderly drivers depends on the cognitive 
levels of the drivers.  

Similarly, in order to design driving assistance robots, it is an essential requirement 
to identify conditions under which protective effects dominate negative ones. One 
promising measure of identifying these conditions is to conduct experiments using 
driving simulators, especially when we would like to identify personal characteristics 
(rather than situational factors such as weather) that moderate the association between 
robot presence and driving performance. 

By doing so, we can efficiently collect data on the driving performance of treat-
ment group (i.e., drivers accompanied by robots) and control group (i.e., drivers driv-
ing alone). All we have to do is to find conditions of personal characteristics under 
which driving performance of these two groups differs more. The candidates of such 
personal characteristics include demographic characteristics such as gender and age, 
personality characteristics measured by various psychological instruments, results of 
brain diagnosis using brain imaging, scores of cognitive tests, driving skills, and  
so on. 
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Abstract. Touchscreens allow interaction with icons and buttons for executing 
applications or selecting information. This can be used for non-verbal commu-
nication, enabling the deaf to communicate without the need for sign language 
translation and with a richer context than just using text. This paper explores the 
development process of iconographic driven applications for nonverbal com-
munication following a user centered design approach. MyCarMobile, a mobile 
application intended to facilitate the communication of the deaf with roadside 
assistance services, is introduced as a case study. The application follows the 
iconographic driven interaction model allowing users to describe an occurrence, 
through the interaction with icons and buttons in a touchscreen device. Based 
on the implementation of the case study application and previous work a set of 
guidelines for implementing iconographic driven applications is proposed.  

Keywords: deaf, mobile application, roadside assistance, iconographic inter-
face, nonverbal communication. 

1 Introduction 

Information and communication technologies (ICT) can be perceived from the pers-
pective of filling human needs [1]. Nowadays, ICT are ubiquitous in daily life, pro-
viding access to basic services and ensuring the satisfaction of basic human needs. 
However, ICT are not available to everyone. The access to ICT and their services are 
often exclusive to standard users. Therefore, the usage of technologies and access to 
services by people with special needs is usually restricted or closed off.  

One of the obstacles is associated with the communication, namely, the communi-
cation channels used to access the services. Some of the services are available through 
a phone call, making them inaccessible to deaf and hearing impaired people. The 
aging of the population and the increase of hearing problems as they age heighten this 
problem. A possible solution for the problem is to provide an alternative nonverbal 
channel of communication for these people, as a short messaging service (SMS) line. 
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If on the one hand this would be a solution for elderly, on the other hand semantic 
communication problems arise when it is applied to deaf and hearing impaired people. 
In order to address this problem and provide a universal access solution for emergen-
cy services, the usage of iconographic interfaces was previously proposed [2]. The 
experiments revealed many benefits of this approach, and encouraged the develop-
ment of a generic model for its usage.  

The purpose of this paper is to explore the possibility of applying the iconographic 
interfaces to other situations and discuss their impact. Such an approach intents to be 
a starting point for the construction of a generic solution to enable access to a set of 
services for a population that was until now restricted from doing so. This work relies 
on a user centered design methodology in order to select and specify a case study 
application that can fill a gap in deaf’ autonomy. Interviews with experts and a survey 
were conducted. A functional prototype of a mobile application for roadside assis-
tance was developed: MyCarMobile. A discussion of the development process and a 
set of guidelines for developing iconographic driven applications for nonverbal com-
munication are proposed and constitute the major contribution of this work.  

The paper is structured as follows: to present the motivation for the research be-
hind this study, we start by describing the current technological environment for deaf 
communication, providing a state of the art. This is followed by a discussion of the 
research methods applied, including the description of the survey presented to mem-
bers of a deaf association. The empirical findings and the design space of MyCarMo-
bile application are presented in the following sections. A discussion of our findings 
ensues. 

2 Research Settings 

Communication barriers often restrict access to basic services to the deaf.  
Reports1[11] state that the deaf have difficulties to access daily life services as health-
care, education or even security. The difficulties are related to the provision of most 
services through verbalized channels, which have to be adapted regarding its usage by 
the deaf and people with hearing limitations. Consequently sign language, lip reading 
and text is common used by deaf to communicate with other people. There are several 
technological solutions trying to help break that face-to-face communication barrier. 
One such tool is HelpTalk2 a mobile application that allows verbalizing particular 
situations, using iconographic representations. Another example is the Vox4All3, a 
solution for alternative and augmentative communication. Other solutions, more tradi-
tional, rely on services of communication mediation, normally with sign language 
interpreters. 

                                                           
1  http://www.population-health.manchester.ac.uk/primarycare/ 
npcrdc-archive/Publications/GP%20D.access.pdf  

2 http://www.helptalk.mobi/en/  
3  http://www.imagina.pt/produtos/educacao-especial/ 
auxiliares-de-comunicacao/vox4all/  
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The barrier becomes more obvious when the services are offered remotely, usually 
through a dedicated telephone line. Examples of such services are emergency, medi-
cal appointments, roadside assistance and information services. Some of these servic-
es refer to basic needs of citizens. Therefore, specific telecommunications channels 
are made available for the deaf, filling the audio restrictions through video calls with 
sign language [6, 7, 8, 9, 10] and text messages [3, 4, 5]. However, these two ap-
proaches have some flaws. Video calls commonly rely on mediation of communica-
tion for the translation into sign language, which depends on the availability of  
service and represents an additional cost, as sign language is a skill possessed by a 
few people other than deaf. Moreover, telecommunicating requires a data connection 
for video transmission, which is an expensive resource and often unavailable while 
travelling. Text messages are slow and intermittent, requiring several interactions that 
can interfere with conversation. The message delivery is not guaranteed and imposes 
technological restrictions due to the asynchronous nature of the service. In other cas-
es, in order to overcome the voice communication limitation, services are available in 
multichannel platforms, allowing access via the web or mobile applications such as, 
for example, the case of banking services. 

An approach to overcome the communication ineffectiveness of text and video in 
mobile devices is the use of interactive icons and buttons in smartphones with touch-
screen. MyAXA app4 is an application from an insurance company that allows users 
to report an incident. However the application falls back on the voice channel when 
extra information is needed and establishes a voice call with the company call center. 
In Spain, Telesor5 is using a mobile application for generic accessible communication. 
The application enables real time communication through a mediation service for deaf 
and hard of hearing people. The service aims to ensure customer support for people 
with special needs in public institutions and businesses. Another sample application is 
Red Panic Button application6 that ensures to its users a mechanism for sending 
emergency alerts using SMS, email or social networks. Within this scope the ubilert 
project7, exploits mobile technologies to allow a simple and effective way of asking 
for help in an emergency situation (health, civil, criminal).  

Previously, our research team has developed SOSPhone [2], a prototype of a mo-
bile application that enables users to make emergency calls using an iconographic 
interface running in a touchscreen mobile device. The prototype implements the 
client-side of the application and was demonstrated and evaluated by a large number 
of users, including people without any disability, emergency services professionals 
and deaf people. Based on the experience gained in the development of this applica-
tion, and the results obtained in the tests with users, it became clear the need of expe-
rimentation in other areas and the generalization of the concept. 

                                                           
4 http://www.axa.pt/axa-mobile.aspx  
5 http://www.telesor.es/  
6 http://www.redpanicbutton.com/  
7 http://ubilert.pt.to/  
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3 Research Methods 

Software development requires a more user-centered approach, but this does not pre-
vent the products from having an excessive amount of features. It is essential that the 
users who indeed need the features and who want to, can actually use the software in 
an effective manner [12]. Among the various existing methodologies in human com-
puter interaction, participatory design and user centered design following stand out as 
being based on a user-centered philosophy that seeks the users' engagement through-
out the development process. Therefore, the development team is able to get a better 
understanding of the needs and goals of users, building a more appropriate solution 
[13]. Given the foregoing and the previous experience in developing universal design 
solutions using user centered design [14], this methodology was chosen for the devel-
opment of this project. This decision also took into account the number of potential 
users who could actively participate in the development process and provide input. 

The main purpose of this study lies in the generalization of the development 
process of iconographic driven applications for nonverbal communication. The first 
research stage of the study requires the selection of a case study, different from pre-
vious work. The process assessed the potential needs of users. The strategy underwent 
interviews with expert addressing the daily difficulties of the deaf. These interviews 
were held with two deaf users. During these interviews there was no need for interpre-
ter services since the interviewed had the ability to read lips and could verbalize, 
which facilitated direct communication. Of the interviews carried out, several hypo-
theses of services that are only available thought voice channels have been presented. 
Among those, the highlights services were: scheduling of medical appointments; 
pharmacy medication request; and roadside assistance provided by an insurance com-
pany. The analysis of each of these hypotheses was made with each of the intervie-
wees. The choice of roadside assistance service was consensual. The main reasons 
associated with such a choice are related with the context in which prospective users 
may require assistance. In such situations, users can stand alone, without the possibili-
ty of requesting help while on the other scenarios they are usually accompanied.  
Thereby, this application is an asset to the autonomy of the deaf, contrasted with the 
remaining options examined. 

Based on this output, and once the case study was selected, a survey with the ob-
jective of understanding and knowing which are the major obstacles that the deaf face 
when communicating with roadside assistance services. The survey, entitled “survey 
on the calling of roadside assistance services by deaf citizens”, consists of nine mul-
tiple selection questions. The questions and possible answers were carefully prepared 
in order to be concise, simple, using careful and noticeable language. This care and 
the option of multiple choice questions in detriment of open response is associated 
with the limitations of people with hearing problems and their undeveloped level of 
literacy. Besides this care, deaf experts who cooperated in interviews reviewed the 
survey. The survey follows a traditional structure: a first section for user characteriza-
tion and a second part with the survey questions. For their characterization users are 
not asked to provide personal information, ensuring their privacy and anonymity. 
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However, these data are important for the statistical treatment. The disclosure of the 
survey was performed through the Internet, for the Portuguese Deaf community. 

In the following section the data obtained in the surveys is presented and analyzed. 

4 Empirical Findings 

The survey was presented to 27 deaf and hearing impaired users from the Portuguese 
federation of deaf associations through Google Docs survey platform. The surveyed 
were selected in order to represent a sample from the potential users’ universe of the 
application. From the 27 surveyed, 25 have replied to the survey of which 14 male 
and 11 female. Respondents are in the range between 20 and 55 years old. As for 
schooling, this varies between secondary and higher education. About 56% of the 
respondents have a degree of profound deafness and 32% degree of severe deafness. 

The first question of the survey was related with the entitlement to drive of the res-
pondents: 80% said they had entitlement to drive and 20% indicated they did not. The 
results reveals in the second question that 36% of the users have already had problems 
with the vehicle, and 64% not. However, 44% declared that they had problems with 
the roadside assistance, and 56% not. According to the answers to question 4, the 
users have used several contact methods: 55% sent and SMS to a friend or relative; 
and 30% have asked another driver or passenger to make the call. Other options with 
residual choice were: contacted a sign language interpreter, sent SMS to the police, 
and contacted a deaf association through videoconference. The difficulty to commu-
nicate with the operator of the roadside assistance was evaluated in question 5 to 
which 56% replied that they had difficulties, 8% not, and 36% did not answer. From 
these, 20% had difficulties sending information to the operator and 40% receiving 
information from the service. Considering the difficulties, 40% of the respondents 
said that they did not have assistance due to communication problems and 48% were 
assisted. In order to solve the problems, 36% had asked a friend or relative for help 
and 40% did not answer. Finally, from the users inquired about support services for 
communicating with deaf and people with low hearing, 64% agree that they did not 
present any support services for communication, while a proportion of 32% did not 
agree. 

The analysis of these inconsistent results can reveal that most respondents present 
qualification for driving, even though most of them have not had any kind of prob-
lems with their vehicle. However, when they needed to contact roadside assistance, 
and they always resorted to help from others, not directly from the support services 
due to communication problems. According to the answers given, we may conclude 
that insurance companies had not presented the most appropriate solutions to solve 
such problems, and many people are still not assisted because of the communications 
barriers. 

These results confirmed the relevance of the application and the existing perception 
of the problem, encouraging the development of the alternative solution preconized 
for MyCarMobile. The combination of the results obtained was used to design and 
create a prototype of the application, as described in the next section. 
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5 Design Space 

The needs identified by users were the foundation for the design of the application. 
Therefore, the need to communicate without resorting to the voice channel was taken 
into consideration as well as the use of a language tailored to their needs. One of the 
critical non-functional requirements for the application was the low literacy of the 
majority of the deaf population. Moreover, the context in which aid applications 
emerge was evaluated: abnormal situations in which individuals may be limited to 
their skills, to deal with it. 

From the functional perspective, the objective of the application was to ensure a 
basic level of service provided by roadside assistance. Thus, two main situations were 
considered: accidents and breakdowns. These two situations were complemented with 
a set of complementary situations, categorized as "other situations". For the characte-
rization of an accident, the accident report declaration used and regulated in Portugal 
by the standard “7/2006-r, august 30”8 served as a basis for defining the requirements. 
Notice that in accident situations the application only intends to report material dam-
age of the vehicle to the insurance company. Breakdowns are typically associated 
with one or more components of the vehicle. Thereby, blocks were considered as 
representative parts of the vehicle where the breakdown occurs, so that it is reported 
for the roadside assistance services. Additional details that could be provided upon the 
roadside assistance needs across a text conversation channel (live chat) were defined 
and included in the specification. 

The application flow followed the requirements for the characterization of the situ-
ation, being divided into the above options. Based on the identified non-functional 
requisites, the icons were defined by searching for images that characterize each of 
the situations identified in functional requirements, and which guarantee easy identifi-
cation to ensure recognition even when the reading of the written explanation is re-
stricted. This approach enhances the need for easier access to the application by the 
population with hearing disability and its low literacy.  

This specification has been implemented in a functional prototype: the  
MyCarMobile. 

6 System Prototype 

The MyCarMobile uses interactive graphical information such as icons, diagrams and 
buttons to allow users to describe problems with the car and report it to a roadside 
assistance service. 

In the first phase, data are collected through various activities implemented in an 
Android app which originated a simple interface allowing the user to simply interact 
with the application through touching the screen buttons, describing the situation 

                                                           
8  http://www.isp.pt/NR/exeres/ 
8C7A83FE-4D1B-431D-90AF-29A7289EBCAD.htm  

  (in Portuguese). 
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occurred with some detail. As specified, each occurrence can be classified into three 
types: breakdown, accident or other situations. In case of a breakdown, it is possible 
to select through illustrations the location of breakdown in the vehicle. In case of 
accidents, the same strategy applies to identify the damaged areas of the vehicle and 
the severity of the damage. In case of another situations is available a list of other 
situations that may have occurred (Fig. 1). Once all desired options are selected, a 
summary of the event description is displayed on the screen, giving the user an oppor-
tunity to review it. The navigation into the several steps of the description flow is 
available through a slide menu. 

During the process of collecting information (ie, as the user selects the options, and 
menus are being covered) the values are stored in strings that are accessed by various 
application activities. After all options have been selected, a global string is obtained 
containing all the necessary information for describing the occurrence in an encoded 
format. At that same string are automatically attached the GPS coordinates of the 
location of the occurrence, available by accessing the location information of the de-
vice. When the description is complete, an SMS is sent to the operator. To help in 
collecting further information that might be needed, the application has a live chat 
functionality that keeps the user and the roadside assistance service connected with 
each other. 

   

Fig. 1. Some interfaces of the MyCarMobile prototype (only in Portuguese, for now). The 
leftmost interface is the first screen, where the user can select one of 3 buttons corresponding to 
3 basic situations: breakdown (“Avaria”), accident (“Acidente”) and other situations (“Outras 
Situações”). If the first option is selected, the interface changes to the second one, which allows 
specifying the location of the breakdown: engine (“motor”), doors (“Portas”), inside view 
(“Vista interior”) and wheels (“Rodas”). The third interface shows the inside view, and the 
fourth is the one for the case of accident, enabling to specify the damaged areas. The fifth and 
sixth interfaces show refinements in the description of the problem, such as reporting broken 
glasses, requesting hauling or sending GPS coordinates. 

7 Discussion 

The use of iconographic interfaces can represent a solution to solve some of the cur-
rent problems of non-verbal communication, but face challenges in their design. 

User preferences reveal the need to use technology they know to communicate, in-
cluding SMS and videoconference. Moreover, the presented study, like previous stu-
dies, highlights the precariousness of solutions as well as the need for technologies 
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that enhance access to basic services. Often this access is closed off since the services 
make abusively use of verbal communication channels. Clearly the benchmarking 
analysis set that mobile applications are increasingly a wager of enterprises to create a 
closer relationship with their customers. This massification could increase new au-
diences and provide economies of scale in solutions that were addressed to small 
groups of the population. In this sense, the effort in the development of applications 
should follow good practice and ensure usability and accessibility solutions for a wide 
range of the population. 

The results presented in the development of MyCarMobile as well as prior expe-
rience, give some guidelines for the development of such applications: 

• Icon selection: the icons should be intuitive and represent the situation that is in-
tended to describe / abstracting. The representation of objects is simple and direct. 
However the choice of icons to represent states of mind, actions and other every-
day situations is often complex and dependent on the cultural context of the indi-
vidual. 

• Creation of interaction patterns: each situation can be a standardized set of graphic 
elements, which together represent it. Commonly, graphics are icons. In some situ-
ations there may be a need for other elements (eg in the case of a location on a 
freeway where it is necessary intuitively indicate the direction of movement to rec-
tify the GPS information and mitigate the potential error). 

• Application flow definition: the application requirements must be depicted as a 
flow of information that can be directly mapped to the application flow. The flow 
should be as close to the reality of their users and their habits in performing the 
tasks. Combining well-known interaction patterns can carry out the implementation 
of the application flow. 

• Integration with traditional communication models and multimodal interaction 
options.  

8 Final Remarks 

This paper presented the development process of a functional prototype of  
MyCarMobile, a mobile application that allows deaf to contact roadside assistance. 
The development followed a user centered design approach and intended to collect 
guidelines for the development of iconographic driven applications for nonverbal 
communication. This kind of applications follow an interaction pattern, previously 
presented, that exploits the usage of touchscreens for interaction with icons and select 
the appropriate information to describe a situation.  

The development process started with interviews with experts and selected a case 
study for the application of the interaction pattern. Following, a survey was conducted 
with deaf to help in the specification process, and confirmed the relevance interaction 
pattern. The prototype that was implemented used interaction with icons and buttons 
to describe the situation to be reported. A discussion of the lessons learned with the 
development process of this application was carried out. From this process resulted a 
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set of guidelines for the development of iconographic driven applications for nonver-
bal communication that were presented. 

A formal specification of the development process and its application to other case 
studies will contribute to the validation of the discussed guidelines. This process will 
require a deeper analysis, reveal possible errors and inconsistencies usual in informal 
specification, and allow the improvement of the solution [15]. Tools and frameworks 
for enhancing and scaling up the development of universal access mobile applications 
that follow the iconographic driven pattern can also be explored using the proposed 
guidelines and the preliminary results of the work presented. 
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Abstract. In this paper we describe the potential for using the Volun-
teered Geographic Information (VGI), and large crowd-sourced survey, in
disable people mobility computing applications The challenge is to make
these two concepts talking together exploiting the technologies in order
to increase the public participation, and to move towards sustainable
development. Our goal is to investigate how participative and people-
centric data collection can be used to create a low-cost, open platform to
survey, annotate and localise pedestrian mobility features and architec-
tural barriers as it is perceived by the citizen themselves. The core of the
project consists into the development and deployment of a mobile appli-
cation and a web platform, which allow the users to collect and manage
the information surveyed.

Keywords: Volunteered Geographic Information, Mobile Application,
Pedestrian mobility, Smart cities.

1 Introduction

Cities are the part of the world where there are the highest concentration of
population. The United Nations estimates that at some time between 2008 and
2009, the worlds urban and rural populations became equal. And beginning of
2019, it is expected that more people will live in cities than in rural areas.

This implies a lot of opportunities but even, a big challenge for administrator,
scientists and citizen improving the quality of life within cities. An efficient city
administration that provides services to its citizens and fosters businesses, is
essential to todays service-based economy. The emerging trend is going towards
a unified urban-scale ICT platform transforming a City into an open innovation
platform called Smart-City. Smart cities promise to capitalize on new economic
opportunities and social benefits. A core component of this approach is using
communication and collaboration technologies to manage city information. How-
ever cities are a very complex system and, in several cases, it is difficult to collect
and maintain this information without expensive surveys and instruments.

One of the big challenges faced on within Smart Cities is how to improve
access to city space for wheelchair users and other disabled people. Indeed their
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mobility can be easily affected by environmental barriers and individuals with
mobility impairments such as wheelchair users are often a disadvantage when
traveling to a new place even for a short trip.

It is quite obiouvs how, nowadays, Mobile phones can provide navigation
instructions in real-time, accessing wireless the Internet. Positioning methods
like Global Positioning System (GPS) or Global System for Mobile telecommu-
nication (GSM) are used for pedestrian navigation services using pedestrians
location for updating the path the user is guided. However, content and granu-
larity of the information requested by pedestrians is not quite clear and needs
to be investigated. Furthermore, in this case, pedestrians need a specific set of
features to represent the environment and other information including barriers,
sidewalks accessibility along the way, points of interest, and even services for
disabled people.

Unfortunately providers of these services are not traditional mapping compa-
nies and navigation system providers, therefore there is a lack on this data from
digital city maps, yellow pages and travel information data sets. Furthermore the
collection of this kind of information is extremely expensive and time consuming
so municipalities and public body typically avoid to insert they into the survey
and map updating.

With terms Volunteered Geographic Information (VGI), or geospatial crowd-
sourcing, they are indefied all those activities where citizens (volunteers) con-
tribute data and information about the earth and environment that is explicitly
or implicitly georeferenced and then disseminated via collaborative projects.

This paper will explore the potential for the Volunteered Geographic Infor-
mation (VGI) community to improve data access and management in the field
of disable pedestrian mobility computing.

The work described in this paper consists on the development and deploy-
ment of a mobile application to collect geometrical features supporting routing
services for pedestrian deisable people, in order to overcome the abovementioned
information lack. The research contributions of this paper are as follows:

1) We outline the features needed to support disabled people mobility, how
they are modelled, and their use in routing systems;

2) We outline the OpenStreetMap project, which is the most popular VGI
project on the Internet, and show the specific emphasis in OSM on mobility
information;

3) We outline how the design of the user interface of the application is founda-
mental for the VGI survey campaing, specially in this complex case;

4) We outline ways in which VGI could be integrated into rotuing services
applications and services;

5) We provide an overview of the challenges and issues that must be considered
when VGI is used to support data collection in such complex applications and
services.
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1.1 Related Works

Several reseaches report application of GPS and GIS to developing navigation
maps for individuals with disabilities (see [1] and [2]). However these systems
have limited capabilities to provide real time routing information or they are
tailored on specific barriers free paths.

Although this effort spent in developing navigation systems for pedestrians,
many users with special needs are mostly excluded due to a lack of appropriate
geographical data such as landmarks, waypoints, or obstacles. Indeed this kind
of information is often very time consuming and expensive to be collected by
the municipalities and the result is that there is a lack into pedestrian mobility
information at the city level. However in the last years new technologies have
created opportunities for citizens to interact with each other, form collaborative
groups, collect and disseminate information about their social networks and the
world around them, in realtime [3]. This new trend became popular under the
term Volunteered Geographic Information (VGI) [4], or crowd-sourced geodata.
The work will explore the potential for the VGI community to improve data ac-
cess and management in the field of disabled mobility services through a specific
mobile application to collect pedestrian features and barriers information. One
of the most popular and most manifold projects for VGI is the OpenStreetMap
(OSM) project [5]. The classic approach is to collect data with a GPS receiver,
which afterwards can be edited with one of the various freely available editors,
such as Potlatch or JOSM. This approach could not allow high accuracy, spe-
cially in dense urban city centre where GPS signal is not good. Our improvement
is to add to the classic GPS based approach the capability to draw directly on
field the features collected on a mobile device.

Spatial data collection is not immune to user and measurement errors, and
it poses concerns regarding accuracy and loss of detail [7]. A variety of web
based VGI projects in the fields of assets and inventory mapping, site program-
ming, preference studies and design evaluation have been deployed. For instance
The information is acceptable only if the participant is local to the community
the data is collected. This can be validated by a qualifier like the zip code or the
number of years he or she has lived in the locality.

The system that we present in this paper try to start for these experience in
order to improve the quality of data collected, providing a mix of these techniques
in order to avoid errors or missing information.

2 Technology Model

A technology model helps to identify and build the necessary technical resources
in order to meet the requirements and to answer the research questions. Some
of the questions could be How would User Interface forms be rendered?, What
technology is used to access data from remote databases? and How do the
needs of the final users drive the capabilities built in? It contains within it
the development model, and therefore focuses on component development and
reusing development resources including source code.
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The project in the context of this paper is a system for data collection that
is carried out in on a particular features category. The model provides a mobile
application to manage the multiple collection while preserving the context of each
separate user. It also helps to manage multiple collection within the centralized
database.

2.1 System Design

The overall system proposed in this thesis is as shown in Figure 1. The system
design includes smart phone application, web services, and a OSM open source
map editor. In a typical scenario several information representing the properties
of the features should be collected on field. Also geometries can be mapped like
barriers, parking and sidewalks. A single mobile application is used for data
collection. Users can access their new survey and if the connection is available
save the information collected direclty on the Database repository for further
editing and deployment.

Fig. 1. System Design

The mobile application needs to be installed on a tablet device because, due
to the varierty and complexity of the data acquired, a more wide display is
needed. It facilitate, direclty on field, the collection of geometries and attributes
of the mobility pedestrian features. It enables users to add new features and
edit features they added earlier. The app uses Wi-Fi where a wireless access
point is available; in the field it uses mobile data access through 3G or 4G
provided by the service provider. Web Services enable interaction between the
smart phone and other components in the model. Web Map services (WMS) is
consumed by the mobile app to display the OSM as background map. HTTP
web service is used for user authentication, to send non-spatial attributes to the
central repository. The non-spatial Database contains the information collected
including images and info about the users. From this database it is possible
to export the information already in the format needed for editing into OSM
editors. After the editing for routing purpose the information can be loaded on
the OSM spatial Database and retrieved by whole community.
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2.2 Web Authoring System

TheWeb Authoring System enables new data collection creation. Only registered
users can start a new survey and store information on the database. Each user
can further access to his data via web and select two different typologies of
export (Figure 3). The first into OSM format in order to be edit for routing
purpose and added to the global OSM repository, the latter in .csv format for
other different and personal purposes.

The administrator can access to the whole database and disable an unappro-
priate user or even download data for specific editing purpose.

Fig. 2. User data management web interface

2.3 Software Framework

The software framework for the whole system is shown in Figure 3. The main
components include the mobile smart phone application and the web data man-
ager. Each component has more modules. The components are loosely coupled.
Modules within each component generally interact with one other with high de-
pendencies. The modules in the smart phone app are implemented through iOS
Unity framework and are programmed using C-Sharp.

3 Design of Mobile Application

The mobile application for smart phones is the core part of the work presented
in this paper. The implementation is currently done for iOS tablet platforms.
The components include a local database and three modules: management mod-
ule, mapping module and form module. Figure 3 on the right side shows the
component diagram of the mobile application.
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Fig. 3. System Framework

The requirements of the applications were related the possibility to collect
several detailed information about the features which influence the pedestrian
mobility, in particular of the disabled people. Within this categories we have
several geografic features such as sidewalks, zebras, underpass and barriers which
are not typically surveied by the typical mapping agencies. So the application
should provide to the surveyors the tools to collect all the needed information
to set up a routing services for pedestrian people.

This information are not limited to the geometric features but include numer-
ous additional attributes which can affect the accessibility of a particular path
such as: the condition of the pavments, the slope, the with or the presence or not
of curbs. All this data have to be collected and related to the specific geographic
elment that will be a component of the base graph of the routing service.

In a first step, an ontology for datasets is defined as a formal specification
of the data model which is applied exemplary on the digital map of the city
of Vienna and Cles (province of Trento). The ontology is based on the OSM
tagging schema, which is increasingly being developed into a complex taxonomy
of real-world feature classes and objects, this is a core part of the OSM initiative
and is community-driven. Any member of the community can contribute to and
update the schema by proposing new key=value pairs.

Then, based on this data model, the forms for the data collection has been
designed (Figure 4).

A central part of the application consists on the interface for georeferencing
the features. In a first design phase this was made automatically using the GPS
coordinates retrieved by the mobile device. However this approach didn’t allow
an enought accuracy due to the lack in positioning caused for instance by the
bad signal on dense urban areas.
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Fig. 4. Form for the data entry

To overcome these errors the mapping modules include functionalities to draw
the features directly on the map within the mobile application (figure 5). The
coordinates are then saved on the databes. Nevertheless the drawing funcionali-
ties are vey limited (for instance a sidewalks is represented only by the start and
ending point); this is related to the fact that even if we teoretically we can draw
more complex features; a further post-processing editing is needed in order to
prepare the graph for routing purpose. Indeed the route graph needs the con-
nection between node and arcs and it would be impossible to use snap and very
complex editing funcionalities on field using mobile devices. So, for convenience,
the draw functions are limited on mobile devices in order to make easy and speed
up the on field work.

Fig. 5. Particular of the map context with the insertion of a sidewalk feature. The
feature is represented by its start and end point visualized using a blu and violet flags.
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4 Conclusion

In this paper we present a system to support the design a routing service for
disabled pedestrian people based on OSM ontology. The system is splitted into
two componets the abovementioned mobile application and a web site for the
mananagement of the collected information.The main part of the system is a
mobile application designed for the on field data collection, indeed the main
issue related to the services implementation is a lack into detailed information
to set up the rotuing algorithm.

Due to the nature of the data to be collected, the number of the informtion
that have to be surveyed is very high, furthermore it is neeeded to collect also the
coordinate of the feature in order to draw the routing graph. For this reason a
detailed study of the application design has been carried out in order to preserve
the quality of the collected data and a simple user interface useful during on field
operations.

Nevertheless even if the application is designed for VGI and Crowd source data
collection the user should have some competencies on the disabled pedestrian
mobility issues.
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Abstract. This paper outlines some theoretical considerations regarding the 
concept of place meaning as applied to populations of visually impaired users 
of mobile location-based applications. The concept of place meaning and its 
constituent elements, place attachment and place identity, are explored in detail 
and a research design on place meaning for visually impaired smartphone users 
is outlined as a first step toward the systematic investigation of the differences 
in the creation of place attachment and place identity between sighted and visu-
ally impaired individuals as a result of auditory stimuli emerging from the  
urban soundscape. 

Keywords: Place meaning, affect, soundscape, location-aware applications. 

1 Introduction 

The perception of the urban environment is a multidimensional construct comprising 
sensory, cognitive, symbolic, and social aspects which contribute towards the genera-
tion of place meaning. While the term ‘space’ often refers to the invariant properties 
of the physical environment (e.g. geometry, color, lighting etc.) as perceived by the 
subject’s sensory subsystems, the term ‘place’ is reserved for the interpretation of 
spatial properties with respect to subjective values, norms, attitudes, and predisposi-
tions. Place meaning is deeply subjective and is responsible for the wide variety of 
responses toward parts of the urban environment by the inhabitants of a city. 

The generation of place meaning requires active involvement with a particular 
space. In the case of urban environments, this translates to navigating through various 
parts of the city, often for a significant amount of time. This process may be consid-
erably difficult to some user groups with special needs, such as the visually impaired. 
For these users, the act of moving around in the city can be inherently dangerous due 
to their inability to perceive visual information. This inability also renders the envi-
ronmental experience of visually impaired users radically different than the experi-
ence of sighted individuals. As such, it is expected that the parameters which account 
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for the generation of place meaning and the creation of the affective bond with the 
urban environment will be different for visually impaired users. Due to the lack of 
vision, audition becomes the most important source of information from the environ-
ment [1-2], possibly supplemented by tactile (e.g. the feeling of the ground and the 
detection of obstacles via distal perception) and, to a lesser degree, olfactory feed-
back. 

This paper attempts to formulate a conceptualization of place meaning generation 
by visually impaired smartphone users in the city; more specifically, this paper deals 
with the affective and emotional impact of various characteristics of sound in the 
perception of the character of various parts of the city by visually impaired smart-
phone users. Essential sonic events which incorporate various types of categorized 
sound characteristics influence the type and intensity of one’s affective response to 
places, as well as the extent of social activity that occurs therein. Smartphones are 
ideal for such a task due to their proliferation and the constant increase in their techni-
cal specifications. 

Additionally, this paper describes an Android application, currently under devel-
opment, that allows blind users to provide geolocated affective information. By means 
of this application, the meaning of place will be approached through practical research 
aimed at eliciting relevant affective responses by the users. Visually impaired and 
sighted individuals will be participating in the procedure so as to allow a direct com-
parison of the parameters that contribute to the generation of place meaning for these 
two categories of users. 

The outline of this paper is as follows: first, “place meaning” and related concepts 
are outlined. Subsequently, the chosen methodology is explained and its merits and 
flaws compared to other methodologies are discussed, followed by a description of 
the application currently under development. Finally, the design of the experimental 
activity is described in detail. 

2 The Concept of Place Meaning 

2.1 Place and Identity 

While the term “space” is primarily used to describe the objectively perceptible cha-
racteristics of an environment, the term “place” essentially refers to spaces endowed 
with value and/or subjective meaning, i.e. spaces of personal significance [3-8]1. 
Place meaning comprises place attachment, an affective bond between the subject and 
the environment, and place identity, the reflection of a place’s importance and con-
gruence with one’s self-identity. The most important component of the concept of 
place is the affective bond between the subject and a specific location [9]. 

Whether individually or collectively driven, the generation of place meaning  
necessitates a process of appropriation [9] whereby a place becomes integrated in a 

                                                           
1  These spaces need not be physical; various spatial configurations or locations that do not have 

a physical manifestation can attain place status, as evident in the game studies literature (e.g. 
[10-11]). 
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person’s or a collective’s identity [12]. At the individual level, indicative of this posi-
tion is the view that places can be thought of as “extensions of the self”, or as integral 
parts of one’s self-concept and self-identity [7]. At the collective level, McCullough’s 
[13] observation that cities function as “repositories of civilization”, and the observa-
tion by Lentini & Decortis [14] that places can be accompanied by related social cues, 
thus functioning as a type of social affordances, are also in accordance with this 
process. Appropriation allows one to adapt a place to one’s specific needs and goals 
[15], and effectively “dwell” in it. In a more ecological (as per [16]) approach, Dro-
seltis & Vignoles [7] mention the notion of “environmental fit” as an undercurrent in 
the process of place meaning generation. Additionally, the concept of place could 
potentially be interpreted in evolutionary terms as a result of a process of environmen-
tal appraisal or preference [17]. 

All the above point to the fact that any given spatial configuration may be appro-
prated by different persons or groups at different times, and thus attain different types 
of place status. Thus, the concept of place indirectly obtains a temporal dimension [4]. 
In light of the above, the stability of place meaning is not a given. To put it somewhat 
differently, a way of testing meaning stability or mutability as a function of physical 
elements is to systematically vary the configuration of physical environmental ele-
ments and determine whether place meaning remains the same or not [18]. 

It should be noted that spaces may fail to transform to places on account of not be-
ing related to subjective or sociocultural values and norms. In that case, that particular 
space has no distinguishing elements, whether tangible or intangible, and a state of 
“placelessness” ensues [19]. 

2.2 Place and the Concepts of Attachment and Belongingness 

It should be stressed that sense of place does not ensue exclusively as a result of posi-
tive affective connotations; it is possible for a space to be evaluated negatively in 
terms of affect, but still be given place status. This type of place is exemplified by 
sites such as concentration camps or locations in which unpleasant events occurred, 
either at the individual or the collective level. According to Relph [19], the sense of 
insideness is what denotes a place with which the subject can be identified. Relph 
regards insideness as a continuum that ranges from existential outsideness to existen-
tial insideness: 

• Existential outsideness: a conscious lack of identification with a place and any 
elements related to it. 

• Objective outsideness: the voluntary dissociation between the subject and the 
place, during which the former views the latter in a more objective manner, essen-
tially as “collections” of persons, objects, or other elements. 

• Incidental outsideness: the involuntary perception of a space as neutral or devoid 
of meaning – essentially placelessness. 

• Vicarious insideness: an indirect perception of a place (e.g. through narrative). 
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• Behavioral insideness: an objective conception of space and the activities per-
formed therein without the dissociation that is present in the case of objective out-
sideness. 

• Empathetic insideness: being emotionally invested in what transpires within a 
place. 

• Existential insideness: a sense of total belongingness to a place, accompanied by 
the intuitive perception of the meanings with which it has been endowed. 

In combination with other methods, the above categorization could be used for ascer-
taining the affective impact of a place and the extent of its compatibility with the sub-
ject’s self-image. 

Although places are not necessarily perceived as sources of positive affect, the 
concept of place attachment seems to imply the experience of positive affective reac-
tions. Scannell & Gifford [8] propose a tripartite model of place attachment, accord-
ing to which place attachment can be analyzed into three constituent elements: the 
individual, the place itself, and the psychological processes through which attachment 
is expressed. At a purely individual level, place attachment signifies the positively 
evaluated affective bond between the subject and the environment fostered as a result 
of events of high personal significance. The psychological processes that are involved 
in place attachment are affective, cognitive, and behavioral. It is clear from the use of 
the term “attachment” that the role of affective processes is the most important one. In 
other words, there is a clear tendency toward positive affect, which is the primary 
element that differentiates place “attachment” from place “meaning”. In an investiga-
tion on the way the affective bond between children and space is formed, Morgan [20] 
concluded that this process is related to five affective states which can be seen as 
components of place attachment: pleasure (of various subtypes), security, love, grief, 
and identity. With the exception of grief, all other states are positively valenced, and 
even grief is described by Morgan in a way that emphasizes its positive aspects (i.e. 
when experiencing grief, the subject is thought to remember a more positive previous 
condition). 

On a behavioral level, place attachment is manifest as a desire to approach a par-
ticular place, and entails certain aspects of territorial behavior; however, in contrast to 
true territorial behavior, the subject approaches a place not to defend or claim it, but 
to express and explore their identification with it [8]. Additionally, subjects tends to 
attempt to reproduce elements of the place they are attached to in other environments. 
This is one of the reasons for ensuring than an environment is malleable, i.e. the abili-
ty of the environment to change according to the needs and goals of its denizens. 
From a functional perspective, the desired degree of malleability for a given space 
partly depends on the number of functions this space will have to provide or support. 

2.3 Categorizing Affective Behaviors and Responses 

There are two main types of approaches to categorizing emotion and affect: categorical 
and dimensional [21]. Categorical approaches propose sets of “basic” emotions, which 
are thought to be expressed similarly across various cultural contexts. The most  
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prominent advocate of this approach is Paul Ekman, who has proposed a number of 
basic emotions, the most widely adopted being sadness, disgust, anger, fear, surprise, 
and happiness [22]. Dimensional approaches, on the other hand, seek to break down 
discrete emotions into easily identifiable and quantifiable components. The most in-
fluential dimensional model of depicting emotional and affective responses is Russell’s 
circumplex model of affect [23-24]. This model classifies emotion along two axes, 
arousal (activation level) and valence (essentially pleasure derived from a stimulus)2. 

Categorical and dimensional approaches are not necessarily at odds; discrete cate-
gories of emotion can be mapped onto a dimensional model of affect, as shown in  
fig. 1, which depicts the circumplex model subdivided into eight zones. 

 

 
 
 

Fig. 1. The circumplex model of affect, with descriptive terms (left) or clusters / zones (right) 
around the primary axes of deactivation – activation (arousal) and displeasure – pleasure  
(valence) ([24], p. 312 and [23], p. 148 respectively) 

An advantage of dimensional approaches is their analytical character, which results 
in a more manageable set of quantities to be measured or identified. The circumplex 
model of affect has been used for the classification of affective responses to places in 
the application described in another section. 

3 Sound and the Urban Environment 

3.1 The Importance of Sound in the Perception of the Urban Environment 

An important distinction in the literature on sound is the one between listening and 
hearing [25]. Truax has defined hearing as ‘sensitivity to both the detail of physical 

                                                           
2  The PAD (Pleasure – Arousal – Dominance) model, a three-dimensional conceptualization of 

emotion that is the precursor to the circumplex, also featured the dimension of dominance (the 
degree of control one can exert on the manifestation of affect), but Russell excluded it from 
the circumplex because it accounted for only a small percentage of the total variance observed 
[24] (p. 313). 
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vibration within an environment and its physical orientation as revealed through its 
modification of those vibrations’ [25] (pp. 15-16). Along with the definition, he has 
claimed that hearing is able to make someone comprehend, although with not many 
details, his/her entire environment in all directions at the same time. Indeed, the sense 
of hearing helps people to evaluate their environment, and adapt themselves into it. 
However the main concern of hearing remains the actual physical interaction between 
the human ear and the sound waves, while the process of listening concerns a com-
pletely different, more composite concept of communication. 

The Soundscape. The term soundscape refers to the acoustic field that is defined 
taking the position of the listener into account, and its examination should include all 
interactions between him/her and the sound. Every sonic event that happens and exists 
in one’s audible area is part of a space where a soundscape creates the sound field and 
involves multi-leveled interactions. Schafer [26] had introduced this notion in the 
middle of 70s in an effort to raise the world’s attention towards the acoustic environ-
ment, and also raise awareness, as industrialization was resulting in noisier ambiences 
and a dangerously rising loud way of life. Thus, it has been important that even if the 
sound environment acquires compositional properties and is likewise approached as 
being independent from our actions, we listeners should pay more attention to our 
behavior regarding sounds – both the ones we produce and the ones we receive. All 
these lead to a reconsideration of the way people connect to the urban environment 
through the soundscape. The term ‘soundscape’ was coined so to describe a sound 
environment, exactly as ‘landscape’ describes a visual environment. Other scholars or 
researchers have broadened its meaning. Regarding one’s relationship with the 
soundscape, Truax indicates ‘a tacit knowledge that people have about the structure of 
environmental sound, knowledge that manifests itself in behavior that interprets such 
sound and acts upon it’ [25] (p. 50). In a contemporary urban environment, the 
soundscape has been characterized as ‘urban soundscape’, and its characteristics have 
been similar throughout the short history of the soundscape studies.  

The Urban Soundscape. ‘Urban soundscape planning and design’ has quickly be-
come an issue of a great importance for a city environment. Areas such as parks, 
churches, avenues, noisy or quiet streets, playgrounds or alleys create a unique sound 
environment in cities, although with similar elements to other contemporary cities’ 
identity. 

The urban soundscape is a sound environment that includes a lot of information 
that is also rich in sound variety and acquires a strong ‘urban’ identity. Already, from 
the cities from the past, every city had its distinctive sounds: certain animals, the qual-
ity of the roads and its crossers, peoples’ voices (quarrels or laughs), language, or 
water crossing the area would be an important element (what later has been called 
‘sound signals’) of a city’s soundscape. Also musical and industrial sounds used to be 
present in such places, and its qualities were different enough to separate the one area 
from another: ‘The shared experience of local ‘soundmarks’ created what Barry Truax 
had called an ‘acoustic community’. In an urban environment it created overlapping 
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acoustic communities in the same way that visual landmarks and local interaction 
helped to define overlapping neighborhood communities. Those who belonged to a 
particular neighborhood recognized its sounds and responded in ways that outsiders 
did not. Any interruption to the normal local sounds immediately put them on the 
alert, even if they were not consciously listening: a sudden silence, the clash of 
swords, or the tramp of marching feet brought everyone to their windows’ [27] (p. 
10). In modern cities, the inhabitants sound their own unique way: existing in a place 
where natural sound sources are suppressed or rarely present, people are used to me-
chanical and/or technological sounds in an impressive way: If an urban inhabitant 
would be challenged to recall the first sounds that come to his/her mind when think-
ing of the ‘city’s aural environment’, ‘cars’ or ‘noise’ would have been amongst the 
first responses – and noise would be the sound that was meaningless and/or undesira-
ble. These kinds of sound characterize the urban soundscape to a great extent, as they 
often dominate it. 

Space, Place and the Soundscape. The relative direction from where a sound comes 
can ‘change’ in the listener’s perception by turning his/her head. Soundscapes create 
spatial impressions: they have the ability to deliver a sense of size (volume) and dis-
tance and due to this function they can define the auditory space, and consequently 
place. In space, the volume of spaciousness is determined by the senses and thus it 
becomes evident that ‘sound dramatizes spatial experience’ [28] (p. 16). 

According to Schafer [26] (p. 214), the acoustic space of a sounding object is that 
volume of space in which the sound can be heard. A variety of qualities of acoustic 
spaces has been observed, however a basic separation in two levels can facilitate the 
study of the factors related to the acoustic space. 

• On a first level, a house is a concrete acoustic space that deteriorates the sounds 
coming from the inner space with its walls and prevents them to be heard outside, 
while at the same time the same walls prevent a considerable amount of sound to 
enter the house and be audible to the people that live in there. Complex interactions 
evolve there, as the limits of the acoustic and visual space are set by human con-
struction.  

• A second level is the outdoor space, where the conditions of sound existence 
change. Sound is free to expand in a greater space, where it acquires the potential 
to be noticed in a large scale; both natural and mechanical sounds that are loud 
enough to be able to dominate vast outdoor acoustic spaces exist. 

The sound environment of outdoor spaces has been, and still is, the principal field of 
soundscape studies. These sounds, as they flow in the acoustic space, are always de-
pendent on each space’s physical characteristics. Acoustic boundaries should be the 
ones to define the soundscape, placing the listener and his/her subjectivity a primary 
role. Thus, the trajectory of soundscape differs from the property lines of landscape. 
Also, sound travels and defines its own acoustic space. However, the physical envi-
ronment always inevitably defines the form in which sound will reach to the human 
ear, and space affects sound not only in a physical way, but it can also affect the  
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characteristics of sound production [26]. Thus, the quality of the soundscape also 
depends on architectural characteristics. 

Truax [29] has defined acoustic space as ‘the perceived area encompassed by a 
soundscape, either an actual environment, or an imagined one’ to focus on the rela-
tionship between sound and space in terms of information exchange: ‘every sound 
brings with it information about the space in which it occurs (for environmental 
sound) or is thought to occur (as with synthesized sound). With environmental sound, 
loudness and the quality of reverberation mainly determine the kind of space that is 
perceived, enclosed or open, large or small’. 

According to Blesser and Salter [2] (p. 2), ‘a real environment, such as an urban 
street, a concert hall, or a dense jungle, is sonically far more complex than a single 
wall’. This is obvious, as sound objects and sound sources are constantly present, and 
keep changing: Along with them, the sonic field and the listener’s soundscape change 
too. Continuing this thought, the writers support that ‘the composite of numerous 
surfaces, objects, and geometries in a complicated environment creates an aural archi-
tecture.’ [2] (p. 2). Objects or surfaces clearly create a particular resonance of the 
existing sounds in the area; but also aural architecture acquires a social meaning.  
Cultural and social functions are determined by the nature of a sonic experience in a 
certain place. Also, concerning the cultural context, one must study the acoustic  
parameters that are involved. The listener, the conditions of his/her situation, the pur-
poses and the meanings are parameters that define the relationship between the listen-
er and the sound object in this context. It is also through the architectural structures, 
aural and visual, that people can develop cognitive procedures towards a place. ‘Visu-
al and aural meanings often align and reinforce each other. For example, the visual 
vastness of a cathedral communicates through the eyes, while its enveloping reverbe-
ration communicates through the ears. For those with ardent religious beliefs, both 
senses create a feeling of being in the earthly home of their deity’ [2] (p. 3). 

4 Research Design 

4.1 Description of the Application 

An Android application that will assist the measurement of the users’ affective re-
sponse to places is currently under development. This application will also be provid-
ing navigation assistance functionality to visually impaired users. 

Affective Response Logging. Users will be given the option to record their affective 
state at various points along their route. Sighted users will manipulate two sliders 
perpendicular to each other, one for each dimension of Russell’s circumplex model. 
Visually impaired users will be entering this information by sliding across the screen, 
horizontally for one dimension and vertically for the other. Each dimension will com-
prise a 3-point or 5-point scale. 
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Trajectory Logging, Audio Recording, and Geolocation. The user’s movement 
will be tracked throughout the activity and their aggregated affective impact ratings 
will be displayed on a map in numerical or color form. Thus, a mapping of place 
meaning for various parts of the city of Limassol will be produced. In addition, users 
will be able to provide short (< 7.5 sec.) voice annotations anywhere along the route. 
This will result in additional, unstructured content to be subjected to qualitative analy-
sis in order to complement quantitative data analysis. 

4.2 Description of the Application 

A mixed methods approach will be adopted, employing both quantitative and qualita-
tive methods, chief among them being the soundwalk method. A soundwalk proposes 
a way of exploring the surrounding acoustic space by careful listening while walking, 
and a manner of being exposed to detailed sounds, especially the ones that people are 
not aware of during their everyday activities. The fact that the experience of sound-
walking is so subjective is expected to appear useful, as individual discussions and 
conclusions will evolve regarding the place and its meaning by the participants. Also 
the flexibility of the method, as it can be done in various hours and days of the week 
will provide safer information regarding the interactions that happen between the 
users and the place. Respectively, a variation of the method of the soundwalk is used 
in this case: 

The participants will follow a route specified in advance while carrying a smart-
phone running the application described in the previous section. At specific, prede-
termined locations, the participants will stop and be prompted to indicate the affective 
impact of sounds directed towards them, providing quantitative data by means of the 
application. The prompt will be either visual (in the case of sighted users) or auditory 
(in the case of visually impaired users). Even if soundwalk as a method requires a 
continuous and silent – on behalf of the participant – walk, it will be necessary for the 
objectives of the research to pause the procedure so that data in situ are obtained. 
Qualitative data will also be gathered so as to supplement quantitative data analysis. 
Qualitative data will be obtained primarily through semi-structured interviews featur-
ing questions about the meaning of the experience of the soundwalk as a whole, the 
emotions participants experienced during the walk, and the relative importance of the 
locations in which participants provided feedback via the application. 

4.3 Summary and Future Work 

In this paper, a research design with the objective of ascertaining the affective impact 
of auditory cues originating from the environment for sighted and visually impaired 
users was outlined, accompanied by the description of an Android application to be 
used for that purpose. As evident from the theoretical discussion presented herein, the 
concept of place meaning is a multidimensional and inherently subjective process that 
rests on parameters pertaining to the environment, to the user, and the system. Despite 
its somewhat rigid nature, the soundwalk methodology, if properly implemented, is 
useful in highlighting the parameters of sound that influence the process of place 
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meaning generation. In the immediate future, the experimental investigation described 
in this paper will take place, and a concrete theoretical framework of the role of audi-
tory stimuli in the production of place meaning in urban settings will be synthesized. 
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Abstract. In crowded places like busy shopping complexes, there are
many accidents such as bumping between walkers. One of the reasons for
troubles is that it is difficult for each person to recognize the behaviors
of other people perfectly. Here, cars implicitly communicate with others
by presenting their contexts using their equipment such as signals or the
horn, or drive obeying the traffic rules indicated by road signs or road
painting. In this paper, we introduce a walking support system using
the traffic rules and the information presentation mechanism in cars.
The proposed system solves the problems by presenting the user’s con-
text against surrounding people and presenting surrounding information
to the system user. Using these two information presentation methods,
the proposed system realizes safe and smooth walking. The evaluation
results with our prototype system confirmed that our method visually
and intuitively presented the user context.

1 Introduction

In crowded places like busy shopping complexes, there are many accidents such
as bumping between walkers. For example, to suddenly stop walking sometimes
causes bumping into a person from behind, or a stream of pedestrians interfering
with a person who wants to go to the other side. It is especially difficult for elderly
people or handicapped people to adapt to such a fast stream of people. Moreover,
in the situation where two walkers get in the way of each other on an even less
crowded street, they may become panic-stricken. One of the reasons for these
troubles is that it is difficult for each person to recognize the behaviors of other
people perfectly.

In addition to this, there is a problem on recognizing the behaviors of sur-
rounding walkers. For example, there are implicit rules on wide walkways such as
people should walk left-hand side of the walkway while pedestrians are required
to walk on the right-hand side of the road from a legal standpoint. The people
who do not know the rule may walk against the flow of the other people and it
makes dangerous situations.

On the other hand, forms of transportation, such as trains and cars, implicitly
communicate with others by presenting their contexts using their equipment
such as signals or the horn, or drive obeying the traffic rules indicated by road
signs or road painting. In particular, although a car does not have a centralized
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facility to regulate traffic like a control room, they present their behaviors to the
surrounding cars and people implicitly and intuitively. The reason why people
can intuitively understand car behaviors is that we have implicit knowledge of
the context presentation methods of cars.

In this paper, focusing on wearable computing technologies, we propose a
walking support system using the traffic rules and the information presentation
mechanism in cars. The proposed system solves the problems by presenting the
user’s context against surrounding people and presenting surrounding informa-
tion to the system user. The former prevents bumps among walkers by visualiz-
ing the user behavior by using information presentation methods based on those
found in cars, such as wearing LEDs as brake lights. The latter prevents trou-
bles among walkers by controlling the user behaviors with the traffic rules shown
with Augmented Reality (AR) technologies. In the latter system, it indicates the
traffic rules based on the surrounding environment recognized by front camera.
Using these two information presentation methods, the proposed system realizes
safe and smooth walking.

We also evaluate our prototype on the viewpoint of intuitiveness of presenting
user contexts, and the visibility effects of changing the mounting position of the
wearable devices. Moreover, we evaluate our prototype if it can visualize sur-
rounding walking rules by using image recognition and accumulated recognition
data.

2 Related Works

Various systems that visualize human activities have been proposed. Eco-MAME
[1] promotes environmentally conscious activities in local communities. The sys-
tem accumulates the user activities via the Internet and shows the activities of
other users who are in a similar environment such as people living in similar
neighborhoods. Since this system aims to present the feeling of cooperation and
competition by visualizing the activities, it differs from our system, which vi-
sualizes the activities of walkers in real-time. On the other hand, there is the
application Sprocket [2] for the iPad that is used as a method for visualizing
the behaviors of a bicycle rider. A rider uses this application while carrying an
iPad on their back. The application displays four pictograms such as an arrow
and a pointing finger that are used to signal turning right, turning left, going
straight, and slowing down. However, since the pictograms are originally made,
it is difficult for surrounding people to intuitively recognize their meanings. In
addition, the system does not resolve the problems for walkers mentioned in the
previous section because it displays information after the completion of a user’s
activity.

The proposed system visualizes user contexts and helps to alter the behav-
iors of the surrounding people. Previously, various walking control methods have
been proposed such as a system that controls walking based on the congestion
reduction in public facilities or a navigation system that guides a user in the right
direction. ”CabBoots” [3] is a guidance system using a device that inclines the
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Table 1. Information presentation methods for cars

Presentation method Meaning

Brake light Slowing down, Stop
Turn signals Turning, Changing lanes, Pulling over
Hazard lights Stop, Presenting emergency

Reversing lights backing up
Passing lamps Caution

Horn Caution
Clearance lamps Presence of car
Caution sound Presence of car

soles of shoes. The system navigates users implicitly by controlling the user orien-
tation using the devices on the soles. Moreover, Yoshikawa propose a pedestrian
traffic control method using the Auditory Stimulation on Optokinetic Vection
[4]. The vection is controlled by a lenticular lens placed on a floor that has an
effect on the visual stimulus. In these systems, the system devices need to be
placed on the floor or at the feet of those who are receiving guidance. Therefore,
the system does not suit the usage environment of the proposed system in which
the place where the system is used and the target who receives the information
are unspecified.

3 Design of the System

In this section, we describe the sub systems that are a system for presenting user
context to surrounding people and an AR system for presenting implicit rules
to the user separately.

3.1 Visualization of Walker Context

The proposed system visualizes user behaviors based on the visualization meth-
ods used in cars to inform surrounding people of the context of the user. To
do this, the user wears sensors and actuators such as LEDs and accelerometers.
Table 1 lists examples of information presentation methods for cars, such as in-
forming about turning or stopping using turn signals or brake lights. Most people
can intuitively recognize such meanings since they are familiar with the presen-
tation methods for cars in their daily lives and they have implicit knowledge of
these methods.

Figure 1 illustrates a user wearing a Jacket Type prototype. The system re-
ceives user context from wearable sensors and wearable input interfaces, and it
shows the context to surrounding people with output devices such as the LEDs
or a speaker.

The proposed system has the following visualizing functions:

Brake Light: When the button on the input device is pushed or the sensors
detect the user is slowing down or stopping, the red LEDs on the back illuminate,
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HMD

Blinker

Head lights

Small PC

Acceleration sensors

Speaker

Remote controller

Brake lights

Camera

Proximity sensor

Turn signals

Fig. 1. Snapshot of user wearing prototype

Brake lights Turn signals

Hazard lights Head lights 

Fig. 2. Presentation examples of prototype

as shown in the upper left photo in Figure 2, to present the intention of slowing
down or stopping.

Blinker: When the button on the input device is pushed, yellow LEDs on the
back blink, as shown in the upper right photo in Figure 2, to present the intention
of turning, changing lanes, or pulling over.

Hazard Lights: When the button on the input device is pushed, both yellow
LEDs on the back blink, as shown in the lower left photo in Figure 2 to present
the user’s presence.

Head Lamps: When the button on the input device is pushed, white LEDs on
the chest illuminate, as shown in the lower right photo in Figure 2 to present
the user’s presence. Moreover, blinking head lamps will draws the attention of
the surrounding walkers.

Engine Sound: The system outputs engine sounds using a speaker to present
the user’s presence based on the walking speed.
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Table 2. Example of road signs

Sign Meaning

Yellow center line a car cannot pass through another car, with/without
running over the line

White center line a car cannot pass through, with running over the line
White dotted center-line a car can pass through another car

Halt sign a car must come to a full stop
Yellow blinking traffic-signal a car can go while paying attention to other traffic

Horn: When the button on the input device is pushed, the system outputs a
horn sound from a speaker, and draws the attention of the surrounding walkers.

The system correctly recognizes the user context for visualizing user behaviors
because presentation of incorrect information would cause an accident such as
bumping between walkers. On the other hand, we assume that the system will
be used in daily life, so that complex operations or unnatural actions are not
practical as input methods for the visualization. Therefore, the proposed system
recognizes user behaviors using wearable sensors [5]. The contexts that can be
recognized by using wearable sensors do not need any input from the user. On
the other hand, there are several contexts that are difficult to recognize by using
wearable sensors, such as turning right, which should be recognized before the
actual turning. For such contexts, the user informs the system of the context
using simple operations such as pushing a button on the input device.

3.2 Visualization of Implicit Traffic Rules

This subsystem shows implicit walking rules for surrounding situation as well-
known road signs as shown in Table 2. The user of proposed system wears a
PC, an HMD (Head Mounted Display), and a camera to acquire the eyeshot of
user. The system analyzes the acquired images of the eyeshot and recognizes the
flow of pedestrians. Based on the recognition, the system presents traffic signs
on HMD to navigate the user correctly.

The proposed system has the following visualizing functions:

Center Line: The system presents yellow center-line and white arrows that
indicate the flow of pedestrians as shown in Figure 3. It helps the user to grasp
the surrounding situations and to avoid troubles happened by the aberration
from the flow of surrounding people.

Halt Sign: The system presents a halt sign on HMD. It calls the user attention
to surroundings before happening an accident such as entering crowded area and
crossing the flow of pedestrians.

No Entry Sign: The system presents a No-entry sign on HMD when the user
walks against the flow of pedestrians.

The system analyses the behaviors of surrounding pedestrians by calculating
optical flow of input images from a wearable camera[6]. In addition to this,
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Fig. 3. Yellow line and white arrows

analysis results are stored on Internet and shared with other users. It helps to
improve the accuracy of implicit-rule recognition. Concretely, when the system
recognizes the behaviors of surrounding pedestrians, it stores and uploads the
result with latitude, longitude, and direction of the user. Using this database,
the system can present implicit rules to the user even if there is no pedestrian
around.

4 Implementation

We have implemented the prototype of a system for visualizing pedestrian be-
haviors.

4.1 Visualization of Walker Context Subsystem

In this system, a user uses a Nintendo Wii remote controller as the input de-
vice, and wireless accelerometers (WAA-006) by Wireless Technology on the
user’s feet are used to recognize the user walking states and speed contexts by
calculating the variances of the velocity. We use a Single-eye HMD Shimadzu
DataGlass3/A, a Microsoft LifeCam RLA-00007 as a rear view camera, and a
Distance Measuring Sensor SHARP GP2D12 as a backup sensor. We developed
the system software using Microsoft VisualC# 2008.

We implemented the following four types of visualization devices.

Jacket Type (Figure 1): It has lamps, a sensor, and a camera on the front and
back of a jacket. A user uses the system by wearing it.

Movable Type (Figure 4 left): It consists of a rear unit including turn signals
and brake lights, and two front units including turn signals. A user uses the
system by attaching these units anywhere such as their backpack, bag, or belt.

Bracelet Type (Figure 4 center): It consists of turn signal rings that works
as turn signals and brake light rings that work as brake lights. A user uses the
system by wearing the rings on his/her wrists.



A Pedestrian Support System by Presenting Implicit/Explicit Human Inf. 797

Fig. 4. Snapshots of prototype

Headphone Type (Figure 4 right): It has turn signal lights and brake lights
on a set of headphones. The structure of the lamps is almost the same as that
of the Bracelet type. A user uses the system by putting on the headphones.

The Jacket type controls the light of the LEDs using a microcomputer called
Gainer connected to a wearable PC via a USB cable, and the others control the
LEDs using Arduino with xBee wireless unit.

4.2 Visualization of Implicit Traffic Rules Subsystem

We implemented an application that presents implicit traffic rules on HMD as
shown in Figure 3. Figure 5 shows a snapshot of the application with optical
flow information. Optical flows are calculated from the equally spaced points
as shown in the figure. Among the vectors obtained by the analysis, if (1) an
extension of a vector runs near the vanishing point of the background, (2) the
direction of the vector aims at outside, and (3) the length of the vector is larger
than that of moving speed of the user, the system recognizes that the vector
represents the flow of pedestrians in opposite direction to the user. The image
acquired from the wearable camera is divided into 6 x 4 areas and the context
of each area is decided by the ratio of vectors represent these pedestrians. Based
on the information, the system draws a yellow center-line and white arrows as

Fig. 5. Snapshot of prototype with optical flow information
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shown in the figure. The red square in the figure means the boundary area of
the flow of pedestrians.

We also implemented a simulator that can handle movie file with meta-data
including latitude, longitude, and direction of the user. Using this simulator,
the system can learn implicit rules from a large amount of stored data. We use
Microsoft Visual C# to implement the simulator.

5 Evaluation

5.1 Visualization of Walker Context

We made subjects watch videos in which the system is being used in a real envi-
ronment and answer a questionnaire to evaluate the effectiveness of the proposed
system. There were 16 male subjects ranging from 21 to 24 years old, and they
evaluated the five videos recorded in a busy shopping complex and around an
elevator. The screenshots from video No. 2 and No. 3 are shown in Figures 6
and 7. Each video contains a scene in which a system user presents his/her next
action using lighting or blinking lamps, and the video was finished before the
user actually does the next action. Table 3 lists the contents and examples of
the correct answers for each video. The subjects were shown these videos in ran-
dom order and answered the forecast of his/her next action on the basis of the
system functions in the videos. We showed each video only once to the subjects.
Whether the answer is correct or not is decided based on the example answers
in the table. For example, in video No. 4, He will pass on my right side. or He
will go leftward. are correct answers. However, He is greeting. is not a correct
answer.

Table 4 lists the number of people giving correct answers and examples of
incorrect answers for each video. As a result, we believe that the proposed system
plainly showed the user contexts in the four videos except for in video No. 3.

Fig. 6. Screenshots of video No. 2

Fig. 7. Screenshots of video No. 3



A Pedestrian Support System by Presenting Implicit/Explicit Human Inf. 799

Table 3. Content of each video

No. Scene Used function Camera viewpoint Example answer
1 Walking in mall brake lights Following user Slowing down
2 Walking in mall Left blinker Following user Turning left
3 Walking in mall Right blinker Passing on his right side Turning right
4 Getting off elevator Left blinker Waiting for elevator Passing on my right side
5 Walking in mall Hazard lights Approaching the user Standing still

Table 4. Experimental results from actual environments

Correct / all Example of incorrect answer

14/16 Turning left. Having passed.

16/16 –

4/16
No idea. He is greeting acquaintance.
He will step to right side.

14/16 He greeted person who suddenly appeared.

15/16 No idea.

However, only 4 out of 16 subjects answered correctly to video No. 3. One of the
reasons for this result is that this video showed the user wearing the system for
very short time since he/she suddenly appears from the stream of other walkers.
That is, there is a possibility that even the proposed system cannot correctly
show the presentation when the surrounding people glance at it.

Although the number of people choosing the correct answer is minimal for the
above mentioned reason in video No. 3, we confirmed that the presented infor-
mation from the proposed system in a real environment was effective throughout
the experiment.

Next, our proposed system visualizes user context using the presenting in-
formation methods of cars. The reason why we selected these methods is that
we believe the surrounding people swiftly and exactly understand the user con-
text based on their implicit knowledge about the context visualizing methods of
real cars. To confirm the hypothesis, we conducted comparative evaluations of
four situations: with the proposed method, with two other information present-
ing methods, and without visualization. We prepared the comparative methods
using figures (pictograms) and words (in Japanese), moreover, we used 7-inch
displays on the front and back of a user as the presenting information device
for these methods. Figure 8 shows the presentation examples of comparative
system. The subjects watched the four videos for each situation and answered
the questionnaire. Each video is composed of two scenes: a user starts turning
left and finishes doing it, and a user standing still. There were 16 male subjects
ranging from 21 to 24 years old.

The subjects evaluated the easiness of recognizing the meaning or intention
and the easiness of seeing the presentation in each situation based on 5 levels
from 5 points (easy) to 1 point (hard).
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Turning left Standing still

Method using Figures

Turning left Standing still

Method using Words

Fig. 8. Presentation examples of comparative systems

Table 5. Average score for each situation

Turning left Standing still
Content Recognition Content Recognition

recognition distance recognition distance

No system 2.1 (Points) - 1.6 -
System with figures 4.1 4.4 2.1 4.1
System with words 4.9 2.1 4.7 2.1
Proposed system 4.4 4.8 4.1 4.9

Table 5 lists the result. As a result of the multiple comparisons for Steel Duwas
analysis, there are significant differences between the scores of the proposed sys-
tem and those of the system using figures for the easiness of recognizing the
meaning for Turning left (p<0.01), and between the scores of the proposed sys-
tem and those of the system using words for the easiness of seeing presentation
in both scenes (Turning left: p<0.01, Standing still: p<0.01). In addition, there
were also significant differences between the scores of the proposed system and
no visualization (Turning left: p<0.01, Standing still: p<0.01). From these re-
sults, we confirmed that the context of walkers was barely understood without
visualization.

When we took into consideration items in which significant differences were
found, moreover, we confirmed that the system using figures could not exactly
convey the meaning of the presentation in the standing scene. This may be
because people sometimes mistakenly recognize an illustration of a hand as a
command for them (not as the information of the system user), while a presen-
tation itself is conspicuous. Even if other illustration are used, the same problem
will happen. On the other hand, for the system using words, the scores of the
easiness of seeing the presentation were low because the system presents infor-
mation only in characters, which cannot be seen at a distance. The system is
perfectly conveys the information, but it requires more time for surrounding
people to know the contents the system presented. Accordingly, we confirmed
that our proposed system had advantages over the comparative methods.
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Fig. 9. Screenshots of video No. 1

5.2 Visualization of Implicit Traffic Rules

We evaluate the accuracy of showing implicit rules that is the position of yellow
center-line in this study. We recorded four videos (No. 1 – No. 4) on walking
through premises of a train terminal. The width and length of the walk space
are 10m and 100m, respectively. Examples of snapshot are shown in Figure 9.
In that video, the user walked for approximately 35 seconds with passing by 16
pedestrians. We labeled the ground truth to all videos by hand.

Table 6 shows the result. By investigating the video and the evaluation results,
we found that the system was correctly able to detect the pedestrians near the
user but failed to recognize far from the user. Optical flows made by pedestrians
far from the user were not so strong and they were frequently canceled by the
movement of camera since the user was walking.

Next, we evaluate the accuracy in the case where the system has database.
We made three types of databases using the information from video No. 2, video
No.2 + No. 3, and video No. 2 + No. 3 + No. 4. For each dataset, video No. 1
is used for evaluating the accuracy. Table 7 shows the result. Since we did not
use the dataset to cancel showing the center line but to show it, the precision
dropped as the dataset increased. However, comparing the result of no dataset
and that of dataset No. 2, our method achieved greatly advancement in the recall

Table 6. Accuracy of presenting implicit rules

Precision Recall

Video No. 1 65.0(%) 73.6
Video No. 2 55.4 60.6
Video No. 3 62.4 57.8
Video No. 4 60.5 69.0

Table 7. Accuracy with database

Dataset Precision Recall

Nothing 65.0 73.6
No. 2 62.2 89.6

No. 2 + No. 3 55.3 94.0
No. 2 + No. 3 + No. 4 51.9 98.4
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with minor degradation in the precision. It suggests that there is a possibility of
improvement in accuracy by selecting the dataset appropriately.

6 Conclusion

We proposed a pedestrian support system using the traffic rules and the informa-
tion presentation mechanism in cars. The proposed system solves the problems
by “presenting the user’s context against surrounding people” and “presenting
surrounding information to the system user”. Using these two information pre-
sentation methods, the proposed system realizes safe and smooth walking. Our
prototype system visualizes the user behavior such as turning left or stopping,
using car-metaphors such as wearing LEDs as brake lights and turn signals. In
addition our prototype shows traffic signs to the user by capturing surrounding
situations using wearable camera.

The evaluation results with our prototype system confirmed that our method
visually and intuitively presented the user context since the presentation method
based on implicit knowledge is superior to the methods using objects that can
present the dual meanings such as a pictogram. Moreover, we found that our
prototype could visualize surrounding walking rules by using image recognition
and accumulated recognition data.

In future, we will add more implicit rules to be shown on HMD, and develop
more effective system to communicate among pedestrians in the real world.
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Abstract. People affected by temporary visual limitations or early permanent 
limitations have the challenge of adapting the way to perform their daily tasks. 
In particular, the activity of walking without support of others not only requires 
extensive adaptation but also can expose individuals to the risk. For instance, if 
an object is not identified during the walk, serious accidents may happen. 
Therefore, assist blind people to walk independently and safely is an important 
challenge for computational area. With the popularity of smartphones, cameras 
and new sensors are available at affordable prices and can be used to develop 
software to help visually impaired people to walk more independently and safe-
ly. This paper presents the development of a mobile application to help visually 
impaired people to walk independently, using the smartphone's camera to alert 
them about obstacles on the way. 

Keywords: impaired vision, walking stick, indoor navigation, safe walk. 

1 Introduction 

Reports of the WHO (World Health Organization) in 2010 show that about 285 bil-
lion people in the world have some type of visual problem. The visual limitations can 
range from simple cases that can be solved with the use of glasses, by going through 
cases where the field of vision is reduced, until the more severe cases that include 
complete blindness. Besides the variation in severity, the visual limitations can be 
permanent or temporary. People affected by temporary visual limitations or early 
permanent limitations have the challenge of adapting the way to perform their daily 
tasks. A special challenge is to avoid object or obstacles during the walking.  

In particular, the activity of walking without support of others not only requires ex-
tensive adaptation but also can expose individuals to the risk. For instance, if an ob-
ject is not identified during the walk, serious accidents may happen. Therefore, assist 
people with visual limitations to walk independently and safely is an important chal-
lenge for computational area. The HCI (Human-Computer Interaction) research area 
has made several contributions to assist people with visual limitations, such as: Inter-
faces with varying colors and contrasts, text readers, audio messages, voice command 
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systems and so on. However, the popularity of smartphones has brought new chal-
lenges to establishing appropriate functionality for users with visual limitations, such 
as the touch screens and the increasing number of apps. In recent years, smartphones 
have tended design where physical buttons are replaced by virtual icons that increase 
the amount of features on smartphones. However, the lack or reduction of physical 
buttons on smartphones limit the use of touch to identify shortcuts to specific applica-
tions. Some applications still use the few buttons or labels available references such 
as the edges of the screen to activate a limited set of applications. The second chal-
lenge is the increasing number of applications installed on a smartphone and the need 
to navigate through screens to locate the desired application. On the other hand, 
smartphones provide a set of sensors that can be used to create smart shortcuts. This 
scenario shows the need for creating applications that not only assist in daily activities 
such as walking independently but also be user-friendly applications for visually  
impaired. 

This paper presents the development of a mobile app to assist visually impaired to 
identify and avoid obstacles along the way. 

2 Related Work 

Several works have been developed to create devices and software to assist visually 
impaired people to walk independently and safely. These works can be classified into 
indoor and outdoor solutions walking. In general, the solutions to outdoor walks [1] 
use GPS to guide the user. However, the use of GPS limits the use of these solutions 
to outdoor locations. This limitation has motivated the search for solutions that guide 
the user in locations without GPS signal. Typically, solutions for indoor walking are 
based on some kind of infrastructure to guide the walk. As the use of RFID [2-5] tags, 
Wifi [6,7] or visual paths based on maps [8] or marked [9,10] paths. These solutions 
produce specific solutions, such as assisting users to find a way out of a building. 
However, the generalization of these solutions is not a trivial task. Even its reproduc-
tion on a large scale is limited by the cost of deployment of the infrastructure needed, 
such as installing landmarks or sensors [11].  

3 Methodology 

The application was developed for Android platform using the SDK API 19. In order 
to offer an affordable solution, this app was created to only use smartphone built in 
sensors/device such as autofocus camera and accelerometer. The interface was de-
signed to follow recommendations of NCAM – National Center for Accessible  
Media. In special, the VWS do not depend of visual interface. All functions are avail-
able using gesture command or tactile buttons. Also, there are features to save energy.  
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have built in cameras, not all make it possible to use the autofocus function of Andro-
id. In such cases, the application will not function properly and the user needs to be 
warned. Another limitation related to the smartphone camera is its ability to focus on 
objects. Figure 2 shows two examples where it is not possible to focus on objects. In 
figure presents two screenshots of the evaluation of the application interface, since the 
application does not require a GUI and as a way to save energy. 

The screenshot to the left was captured in a situation of absence of light, so the 
screen is dark and shows the message - Unable to focus. The example on the right, a 
bright light prevents the focus. In this case, the display appears white and displays the 
same message - Unable to focus. These limitations have been reduced with the quality 
evolution of smartphone cameras. More and more cameras feature great capacity light 
compensation and tend to offer even night vision. 

 

 

Fig. 3. Example of situation that the camera can not focus on object 

Another safety issue is the power management of your smartphone. Despite the 
VWS reduce energy consumption by simulating the turning off the smartphone 
screen, the user needs to be alerted about the amount of energy available for your 
smartphone. Thus, situations where the battery runs out can be avoided. 

4.3 Obstatacle Identification 

The module of identification of obstacles is responsible for the identification of  
objects and people in front of camera. The distance between an object and the  
user is inferred using the focal distance of the object. This value is obtained by using 
the android method - getFocusDistance. This function provides values of  
3 variables: Near Focus, Optimal Focus and Far Focus. 
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To reduce the amount of information to be transmitted to the user, we define three 
distance values: Near, Medium and Far. These values are based on values of Optimal 
Focus variable, as follow. 

 Near - Optimal Focus ≤ 0.225194 
 Medium - 0.225194 < Optimal Focus ≤ 0.304033  
 Far - 0.304033 < Optimal Focus  

Thus, an object is considered Near, when the value of the variable Optimal Focus 
is less than or equal to 0.225194. The object is considered Far, when Optimal Focus is 
greater than 0.304033. Values between 0.225194 and 0.304033 indicate that the ob-
ject is at a Medium distance. 

The vibrational frequency of alerts depends on the distance of the object. The more 
closely the object, the more intense is the vibrating alert. In turn, voice messages in-
form one of three distances for the object.  

The Figure 4 shows a sequence of 3 screenshots captured during indoor walking 
toward a wall. The image on the left presents Optimal Focus value = 0.538894 and 
displays at the center of the screen the message - Far. At that moment a voice mes-
sage informs the user that the object is far and vibrating alert has low frequency. The 
central screenshot shows that the user is closer to the wall with Optimal Focus = 
0.251161 and displays the message - Medium. The screenshot at right shows the wall 
right near, Optimal Focus value = 0.225194 and the message - Near. In situations like 
this, the vibrating alert is issued at high frequency. Continuously, alerts are emitted 
when the distance is changed. The same behavior occurs when the user moves toward 
a closed door or any object. 

 

 

Fig. 4. Indoor walking – Sequence of screenshots of wall approaching 

Figure 5 also shows a sequence of 3 screenshots. This time were obtained in a out-
door walk toward a tree. Similarly, as the value of the variable Focus Optimal in-
creases, the messages and the vibrating frequency change. 
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Fig. 5. Outdoor walking – Sequence of Screenshot of tree approaching 

5 User Evaluation 

For initial evaluation of VWS a qualitative study was conducted to analyse the  
opinion of individuals with normal vision when performing a walk on a circuit with 
obstacles and blindfolded to simulate a recent or temporary visual impairment. There-
fore, such individuals have no training to use other sensory references as guidance for 
walking. 

The experiment consisted of two walks in circuit with obstacles, always blind-
folded and 5-minutes break between them. The circuit was formed by obstacles, 
walls, people, open and closed doors. The obstacles were chosen to simulate everyday 
situations. Soft and light barriers were used to prevent risk of injury to participants or 
fall. In addition, participants were closely monitored throughout the walk. The circuit 
remained the same for all individuals and walking. Each participant was instructed to 
walk at a comfortable pace, as if he/she were inside a home or office. It was also rec-
ommended to avoid collisions with obstacles. The first walk was performed without 
the aid of a cane or application. For the second walk, participant received a smart-
phone with VWS installed. Then he/she was asked to shake the smartphone and start 
the walk after to hear the message that the app was activated. At the end of the second 
walk, the participant was guided to an area with padded floor, where he was asked to 
leave smartphone fall to the ground and then try to locate it. All participants used the 
same smartphone. We selected 10 participants, 6 men and 4 women, aged between 25 
and 35 years old, height ranging from 1.57 m to 1.78 m.  

Table 1 shows the obtained results. For each walking, we recorded the time spent 
to complete the circuit and the amount of touches an obstacle, doors or walls. 
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Table 1. Description of participants and data collected during the experiment 

    1st Walk    
without App

2nd Walk     
with App

Difference 

User Age Sex Height 
(m) 

Time 
(s) 

Touches Time 
(s) 

Touches Time  
(s) 

Touches 

1 27 F 1,63 52 8 119 9 67 1 
2 32 M 1,73 82 7 134 9 52 2 
3 33 M 1,78 77 13 108 8 31 -5 
4 35 M 1,67 74 14 148 13 74 -1 
5 35 M 1,66 80 14 165 10 85 -4 
6 31 F 1,62 95 13 162 11 67 -2 
7 31 M 1,71 102 18 178 12 76 -6 
8 29 F 1,60 179 17 235 11 56 -6 
9 28 M 1,69 86 13 235 10 149 -3 
10 27 F 1,57 66 13 138 10 72 -3 

 
Table 1 shows the Id of the participant, in sequential order of participation, age, 

sex, height, time taken to complete the task and number of touches on walls, doors 
and objects, on the both walks without and with the use of the VWS App, respective-
ly. The column with difference of time between walks was calculated using the  
formula: 2nd Walk Time – 1st Walk Time. Therefore, positive values represent an 
increase in walking time using the VWS. The difference between obstacle touches 
was calculated with the formula: 2nd Walk Touches – 1st Walk Touches. Thus,  
positive values represent an increase in the number of obstacle touches when using 
VWS app. 

The difference in time to complete the circuit showed that all participants needed 
more time used as the VWS. This increase in time can be explained, since participants 
started the walk more slowly to understand the relationship between the frequency of 
vibration and distance of objects. In some cases, the participant waited for a change in 
the frequency of prompts to continue the walk. Furthermore, we observed an increase 
in the pace of the walk at the end of the circuit. Regarding touches on obstacles, the 
comparison between the amounts of touches performed during walks, showed that 
only two participants increased the number of touches when using the VWS. Most of 
touches was a type of confirmation of the object presence and we could notice that as 
the participant felt more comfortable with the use of VWS, he tried to walk without 
touching the walls and obstacles, as initially oriented. Another examples of touches 
are the collisions caused by small changes in directions that did not avoid the collision 
with object.  

After the completion of two walks, participants answered six questions such with 
open answers, as shown in Table 2. 
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Table 2. List of question used to evalute the use of VWS app  

Id Question 

Q1 Compare your feelings/sensations during each walk.  

Q2 Was the VWS app useful to identify and avoid obstacles? 

Q3 Could you identify people during the app-assisted walk? 

Q4 It was easy to find the smartphone after dropping it? 

Q5 Did you use the audible alert to find your smartphone? 

Q6 What are your suggestions for improvements to App? 

 
Table 3 presents a summary of the responses to the 6 questions. As a strategy for 

the creation of Table 3, we seek to highlight the criticisms or comments that could 
assist in the development of the application. 

Table 3. Resumo das respostas dissertativas 

User Q1 Q2 Q3 Q4 Q5 Q6 
1 More safety Yes Yes Yes Yes More/faster alerts 
2 More safety Yes Yes Yes Yes More/faster alerts 
3 More safety 

with better 
results 

Yes Yes No Didn’t 
work 

Sharper alerts 

4 Helpful Yes Yes No Didn’t 
work 

More/faster alerts 

5 More safety Yes Yes Yes Yes  Continuous alert 
6 Felt con-

fused 
Yes Yes No Didn’t 

work 
Sharper alerts 

7 More safety Yes Yes No Didn’t 
work 

Develop a smart-
phone’s support 

8 More safety Yes Yes Yes Yes Increase vibration 
intensity 

9 More safety Yes Yes Yes Yes Sharper alerts 
10 More safety Yes Yes Yes Yes Allow  

 
Evaluation of responses showed that users felt more secure through the use of 

VWS. Only the number 6 volunteer reported that she felt confused by the vibrating 
alerts. Despite this observation, all participants agreed that the application helped 
during walking. The identification of people addressed by Question 3, it worked in  
all cases. However, the drop alert, questions 4 and 5, failed 4 times. Users, who  
experienced this failure of the function, also reported difficulties in finding the  
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smartphone. When the drop alert worked, the volunteers reported that the smartphone 
has been found easily. The combination of the answers to Questions 4 and 5 can be  
interpreted as an indication of the importance of the drop alert. Suggestions for im-
provements obtained with question 6 show that vibrating alerts may initially cause 
confusion, since we are not accustomed to using vibrations to guide us. However, 
despite the participants remember the feeling of confusion when suggesting im-
provements, they evaluated the application as useful and felt safer when using the 
VWS. This point will be evaluated more broadly with blind users who already have 
training to use different kinds of information to guide the walk. 

6 Discussion 

The VWS was developed for use native solutions of smartphones as cameras and 
accelerometer or face recognition functions. This approach allows the development of 
cost-effective and accessible apps for the user. Just install and use the application, 
without requiring externals devices or processes. A disadvantage of VWS is the need 
for smartphones with cameras sophistic. However, the evolution of smartphones 
shows that the prices of smartphone are reduced after a few months of its launch. 
Especially, when new competitors emerge in the market. The current version of VWS 
depends on the ability to focus of smartphone camera. Which does not occur in dark 
environments or lack of contrast, cases where the user is alerted. However, these limi-
tations have been reduced with cameras with great capacity for light compensation.  

7 Conclusion and Future Work 

The VWS App makes use of sensors and processing power of modern smartphones to 
assist visual impaired people to identify and to avoid obstacles during the walking. 
Once, VWS only use smartphone camera to identify objects and peoples, it is ready to 
use, immediately after installation. None extra devises or infrastructure is required. 
Thus, it can be used to help walking at any place. Moreover, once the smartphone are 
become popular, this approach offers a low cost solution and easy to be scaled.  

Furthermore, this paper contributes with a one of the main challenges of usability 
for visually impaired people presenting the development of an app with non-visual 
interface.  

Our ongoing work aims to incorporate functionalities to identify known people, to 
recognition of voice commands, to describe objects and to guide long walks using 
GPS. 
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de los Ŕıos, Silvia II-639, II-662, II-673

II-681, III-567, IV-358
de Majo, Tom III-368
De Marsico, Maria II-221, II-277
de Miranda, Leonardo Cunha I-337,

III-501
De Munari, Ilaria I-515, III-463
de Oliveira Barros, Vanessa Tavares

II-443
Deru, Matthieu III-513



Author Index 817

De Silva, P. Ravindra S. II-571
Dı́az-Bossini, José-Manuel III-58
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Möllering, Christian III-587
Mombaur, Katja III-613
Monserrat Neto, José II-154
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Villafranca, Maŕıa del Mar II-662,

II-681



Author Index 823

Vlachogiannis, Evangelos I-183
Votis, Konstantinos I-224, I-236

Wade, Joshua II-466
Wagner Freitas Cavalcante, Ney IV-89
Waller, Sam I-43
Walton, Lauren II-175
Wang, Dong III-138
Warren, Zachary II-466
Watanabe, Keita III-558
Watanabe, Toshihiro II-400
Weber, Gerhard I-224, I-246
Wilson, Peter H. II-501
Winnicka-Jas�lowska, Dorota IV-314
Wong, Wilkey IV-109
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