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Preface

This proceeding book of the Nostradamus conference (http://nostradamus-conference.
org) contains accepted papers presented at this event in June 2014. Nostradamus con-
ference was held in the third largest city in the Czech Republic - Ostrava (http://www.
ostrava.cz/en).

Conference topics are focused on classical as well as modern methods for modelling,
prediction, identification and simulation of complex systems with applications in sci-
ence, engineering and economy. Topics are (but not limited to): prediction by classical
and novel methods, predictive control, deterministic chaos and its control, complex sys-
tems, modeling and prediction of its dynamics, interdisciplinary fusion of chaos, ran-
domness and evolution and much more.

The prediction of behavior of complex systems, analysis and modeling of its struc-
ture is a vitally important problem in engineering, economy and generally in science
today. Examples of such systems can be seen in the world around us (including our
bodies) and of course in almost every scientific discipline including such “exotic” do-
mains as the earth’s atmosphere, turbulent fluids, economics (exchange rate and stock
markets), population growth, physics (control of plasma), information flow in social
networks and its dynamics, chemistry and complex networks. To understand such com-
plex dynamics, which often exhibit strange behavior, and to use it in research or in-
dustrial applications, it is paramount to create its models. For this purpose there is rich
spectra of methods, from classical such as ARMA models or Box Jenkins method to
modern ones like evolutionary computation, neural networks, fuzzy logic, geometry,
deterministic chaos amongst others.

The main aim of the conference is to create periodical possibility for students, aca-
demics and researchers to exchange their ideas and novel methods. This conference
will establish a forum for the presentation and discussion of recent trends in the area
of applications of various modern as well as classical methods for researchers, students
and academics.

The accepted selection of papers was extremely rigorously reviewed in order to
maintain the high quality of the conference that is supported by grant no. CZ.1.07/2.3.
00/20.0072 funded by Operational Programme Education for Competitiveness, co-
financed by ESF. Regular as well as student’s papers (1/4 of all papers) has been
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submitted to the conference, and in accordance with ESF support as well as with confer-
ence topics guidelines, has been accepted after a positive review. Based on accepted pa-
pers structure and topics, the proceeding book consists of sections as: Chaos, Evolution
and Complexity discusses topics from the field of evolutionary algorithms, deterministic
chaos, its complex dynamics and mutual intersections of all three topics (chaos pow-
ered swarm intelligence algorithms, complexity in bio-inspired algorithms dynamics,
chaos control, etc.). Section Nature-Inspired Algorithms and Nonlinear Systems con-
tain participations about the use of bio-inspired algorithms on various complex and/or
nonlinear problems (forecasting, EEG signal modeling, battleship game strategy, sym-
bolic regression powered by chaos, etc.). Section Nonlinear and Predictive Control and
Nonlinear Dynamics and Complex Systems contains papers about controlling model-
ing and analysis of complex and nonlinear systems and the last section, Various Topics,
contains a few borderline papers (fractal geometry application on process modeling and
theory of basic law of physics) that appear to be interesting and keeping with the theme
of the conference topics.

For this year, as a follow-up of the conference, we anticipate further publication of
selected papers in a special issue of the prestigious journal Swarm and Evolutionary
Computation, Computer Science (Hidawi), special book in Emergence Complexity and
Computation series and more.

We would like to thank the members of the Program Committees and reviewers for
their hard work. We believe that Nostradamus conference represents a high standard
conference in the domain of prediction and modeling of complex systems. Nostradamus
2014 enjoyed outstanding keynote lectures by distinguished guest speakers: René Lozi
(France), Ponnuthurai Nagaratnam Suganthan (Singapore) and Lars Nolle (Ger-
many).

Particular thanks goes as well to the Workshop main Sponsors, IT4Innovations,
VŠB-Technical University of Ostrava, MIR labs (USA), Centre for Chaos and Complex
Networks (Hong Kong), Journal of Unconventional Computing (UK). Special thanks
belong to Ministry of Education of the Czech Republic. This conference was supported
by the Development of human resources in research and development of latest soft com-
puting methods and their application in practice project, reg. no. CZ.1.07/2.3.00/20.0
072 funded by Operational Programme Education for Competitiveness, co-financed by
ESF and state budget of the Czech Republic.
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We would like to thank all the contributing authors, as well as the members of the
Program Committees and the Local Organizing Committee for their hard and highly
valuable work. Their work has definitely contributed to the success of the Nostradamus
conference.
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Chaos Level Measurement in Logistic Map

Used as the Chaotic Numbers Generator
in Differential Evolution

Lenka Skanderova1, Ivan Zelinka1,2, Tran Trong Dao2, and Duy Vo Hoang2

1 Department of Computer Science, VSB - Technical university of Ostrava,
17. listopadu 15/2172, 708 33 Ostrava - Poruba, Czech Republic

{lenka.skanderova,ivan.zelinka}@vsb.cz
2 MERLIN, Ton Duc Thang University, 19 Nguyen Huu Tho Str.,

Dist. 7, Ho Chi Minh City, Vietnam
{trantrongdao,vohoangduy}@tdt.edu.vn

Abstract. In present time some researchers use chaotic numbers gen-
erators in evolutionary algorithms like differential evolution, SOMA or
particle swarm optimization. These chaotic numbers generators are based
on chaotic discrete systems which replace pseudorandom numbers gen-
erators like Mersenne Twister, Xorshift etc. In this paper we will investi-
gate the influence of chaos level in logistic map which is used as chaotic
numbers generator to the convergence’s speed of differential evolution to
the global minimum of testing functions.

1 Introduction

Differential evolution (DE) uses pseudorandom numbers generators in many
steps of the algorithm. At first pseudorandom numbers generator (PSNG) is
used when the first population is created – parameters of individual are gener-
ated randomly in lower and upper bounds. Then DE needs PSNG in random
choosing of three different parents, then PSNG is needed in crossing, etc. In this
paper PSNG is replaced by chaotic discrete system – Logistic map. We know
that the level of chaos is given by Lyapunov exponents. If Lyapunov exponent is
greater than zero, system’s behavior can be described as chaotic. This paper will
deal with influence of chaos level to convergence’s speed of DE. In section 2 we
explain motivation of this paper, in section 3 experiments design is described.
In section 4 we can see results of experiments and section 5 summarize findings.

1.1 Differential Evolution

In DE we will see all principles of evolutionary algorithms – natural selection,
crossing and mutation. The principle of DE can be described like this:

– First population is generated randomly. Number of individuals is given by
the parameterNP . The values of parameters can be only from interval [lower

I. Zelinka et al. (eds.), Nostradamus 2014: Prediction, Modeling and Analysis 1
of Complex Systems, Advances in Intelligent Systems and Computing 289,
DOI: 10.1007/978-3-319-07401-6_1, c© Springer International Publishing Switzerland 2014
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bound, upper bound]. Individuals are evaluated – fitness value is computed
according to the cost function. Fitness value says how the individual is good
for population.

– Difference between the first chosen parent xr1,j and parent xr2,j is multiplied
by mutation constant F and the third parent Xr3,j is added to the result.
The noise vector is created.

– New individual creation: Random number r from interval [0,1] is generated. If
r < CR, where CR is crossing probability, parameter from the noise vector is
taken to the new individual. If r > CR parameter from the actual individual
is taken. Fitness value of a new individual is computed. If the fitness value
is better than fitness value of actual individual, the actual individual will be
replaced by new individual in next generation. If not, actual individual will
be taken to the next generation [1].

In this paper DE called DE/rand/1/bin is used.
In present time DE appears in many areas of research. In [3] authors deal with

multi objective optimization by an adaptive DE. In [4] DE plays an essential
role in identification time-delayed fractional order chaos. In [5] authors present a
novel Particle Swarm Optimization (PSO) based on a non-homogenous Markov
chain and DE and in [6] authors analyze the behavior of DE algorithm applied
to the objective function, which are transformed by means of local searches.
Authors of [7] use distributed DE in detecting moving objects from a video
sequence. In [8] authors describe repairing the crossover rate in adaptive DE.

DE in connection with chaos and chaotic systems is mentioned for example
in [9] – [13].

1.2 Chaos Level

Chaos level is given by Lyapunov exponent’s value. Lyapunov exponent is com-
puted for an orbit. We know that the Lyapunov exponent can be undefined for
some orbits. In [2] authors says: ”In particular, an orbit containing a point xi

with f ′(x) = 0 causes the Lyapunov exponent to be undefined.”

Definition 1. Let f be a smooth map of the real line �. The Lyapunov number
L(x1) of the orbit x1, x2, x3 . . . is defined as

L(x1) = lim
x→∞ |f ′(x1)| . . . |f ′(xn)|) 1

n (1)

if this limit exists. The Lyapunov exponent h(x1) is defined as

h(x1) = lim
x→∞(

1

n
)[ln |f ′(x1)|+ . . .+ ln |f ′(xn)|] (2)

if this limit exists. Notice that h exists if and only if L exists and is nonzero,
and ln(L) = h [2].

Definition 2. Let f be a map of the real line �, and let x1, x2, . . . be a bounded
orbit of f . The orbit is chaotic if:
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– {x1, x2, . . .} is not asymptotically periodic
– the Lyapunov exponent is greater than zero [2].

1.3 Chaos Level in Logistic Map

Logistic map is defined by Eg.3.

xn+1 = ax(1− xn) (3)

In our research we will change value of parameter a and for each value of a
the Lyapunov exponent will be computed. Then we will observe influence of the
computed Lyapunov exponent value to the DE convergence’s speed to the global
minimum.

Logistic map appears for example in [14], where period 3 and chaos for uni-
modal maps are studied. In [15] Logistic map is mentioned in connection with
chaos optimization algorithms based on chaotic maps with different probability
distribution. In [16] authors describe logistic neural networks and their chaotic
pattern recognition properties and in [17] discrete fractional Logistic map and
its chaos is investigated.

2 Motivation

As it was mentioned above, the main goal of this research was to investigate dif-
ferential evolution convergence’s speed reliance on Lyapunov exponent’s values.
Chaos is defined by a Lyapunov exponent greater than zero [2]. In this paper
we observe differential evolution convergence’s speed when Lyapunov exponent
acquires different values.

3 Experiment Design

Precise setting of DE parameters is mentioned in the Table 1, where NP means
number of individuals in population, D dimension (number of parameters of
the individual), Generations means number of generation cycles, F mutation
constant and CR crossing probability. In our research Schwefel’s (see Eq.4),
Griewangk’s (see Eq.5), Rastrigin’s (see Eq.6), Egg Holder’s (see Eq.7) and
Rana’s (see Eq.8) functions have been used as cost functions. Schwefel’s global
minimum is f(x) = −415.9829D where D denotes dimension, for Rastrigin’s
and Griewangk’s the global minimum is f(x) = 0. For Egg Holder’s and Rana’s
functions there is not common formula for easy calculation of global minimum
value. For experiments HP Pavilion dv7-6050 with processor Intel Core i7 with
frequency 2 GHz, 4 GB RAM and graphic card AMD Radeon HD 6770M and
Microsoft Visual Studio 2010 have been used. The experiments have been pro-
cessed by Mathematica 8.

D∑
i=1

−xi sin
(√

|xi|
)

(4)
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1 +

D∑
i=1

x2
i

4000
−

D∏
i=1

cos

(
xi√
i

)
(5)

10D +

D∑
i=1

x2
i − 10cos (2Θxi) (6)

∑D−1
i=1

(
−xi sin(

√|xi − xi+1 − 47|)−
−(xi+1 + 47) sin(

√|xi+1 + 47 + xi

2 |)
) (7)

n−1∑
i=1

[
(xi+1 + 1) cos

(√|xi+1 − xi + 1|
)
+

+sin
(√|xi+1 + xi + 1|

)
+

+xi cos
(√|xi+1 + xi + 1|

)
sin

(√|xi+1 − xi + 1|
)]

(8)

Table 1. DE setting

Parameter Value

NP 50
D 20
Generations 1800
F 0.9
CR 0.4

At first parameter a of Logistic map had been set to the beginning value a =
3.5 and then it was increased by 0.01. For each value of parameter a one hundred
experiments have been generated. For each cost function 5100 experiments have
been generated. Initial value of x has been set to x = 0.02. This value has been
chosen randomly.

4 Results

In Table 2 we can see resultant values of parameter a, Lyapunov exponent, aver-
age fitness and median fitness for all cost functions. These results are mentioned
in connection with the biggest convergence’s speed of DE. In Tables 3 and 4 we
can find cost functions median fitness values intervals for a ∈ [3.50, 3.60] and
a ∈ [3.61, 4.00]. Dependence of Lyapunov exponents on parameter a is shown
in Fig.1. Minimum, maximum and median fitness values reached during ex-
periments are shown in Fig.2 for Schwefel’s function, in Fig.3 for Griewangk’s
function, in Fig.4 for Rastrigin’s function, in Fig.5 Egg Holder’s function and in
Fig.6 for Rana’s function.
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Table 2. The fastest convergence of DE for Schwefel’s, Griewangk’s, Rastrigin’s, Egg
Holder’s and Rana’s functions

Schwefel Griewangk Rastrigin Egg Holder Rana

Parameter a 3.94 3.77 3.76 3.98 3.6
Lyapunov exp. 0.540 0.398 0.383 0.596 0.178
Average fitness -6554.91 0.843 68.53 -6477.80 -4177.43
Median fitness -6541.40 0.848 61.25 -8920.75 -4198.46

Table 3. Cost functions (Schwefel’s, Griewangk’s and Rastrigin’s) median fitness values
interval

Interval of a Schwefel Griewangk Rastrigin

a ∈ [3.50, 3.60] [-6399.96, -6307.58] [0.849,0.862] [68.58, 70.66]
a ∈ [3.61, 4.00] [-6541.40,-6186.59] [0.843, 0.864] [61.25, 71.37]

Table 4. Cost functions (Egg Holder’s, Rana’s) median fitness values interval

Interval of a Egg Holder Rana

a ∈ [3.50, 3.60] [-6507.70, -6412.98] [-4211.54, -4142.86]
a ∈ [3.61, 4.00] [-6587.57, -6390.79] [-4223.99,-4105.34]

3.2 3.4 3.6 3.8 4.0

�1.5

�1.0

�0.5

0.5

Fig. 1. Lyapunov exponents for Logistic map. X-axis is values of parameter a of Logistic
map, y-axes is Lyapunov exponents.
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Fig. 2. Experiments results for Schwefel’s function
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Fig. 3. Experiments results for Griewangk’s function
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Fig. 4. Experiments results for Rastrigin’s function

3.5 3.6 3.7 3.8 3.9 4.0

�10000

�8000

�6000

�4000

�2000

Fig. 5. Experiments results for Egg Holder’s function
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Fig. 6. Experiments results for Rana’s function

5 Conclusion

From results mentioned in section 4 we can make some conclusions:

– Schwefel’s Function: When we look at the Fig.2 we can see that DE has
reached global minimum in all cases. When parameter a had been set to a =
3.94 DE convergence’s speed was the biggest. In this case Lyapunov expo-
nent gained the value 0.540 and average fitness value gained value -6554.91,
median fitness value was then -6541.40. When a ∈ [3.50, 3.60] median fitness
values moved in interval [-6399.96, -6307.58]. When a ∈ [3.61, 4.00] median
fitness values moved in interval [-6541.40,-6186.59], see Table 3.

– Griewangk’s Function: In Fig.3 there are results for Griewangk’s function.
It is clear that DE has not reached the global minimum in any case. It
is probably caused by DE’s setting. The biggest convergence’s speed was
observed when a = 3.77 and Lyapunov exponent gained the value 0.398,
average fitness value was 0.843 and median fitness value was 0.848. When
a ∈ [3.50, 3.60] median fitness values moved in interval [0.849,0.862]. When
a ∈ [3.61, 4.00] fitness values moved in interval [0.843, 0.864], see Table 3.
The smallest fitness value was reached when a = 3.81, fitness value gained
the value 0.483.

– Rastrigin’s Function: In Fig.4 we can see that DE has not reached global
minimum. It is probably caused by DE’s setting. The smallest fitness value
was reached when a = 3.74, its value was 28.44. When a = 3.76 Lyapunov
exponent gained value 0.383 and DE’s convergence’s speed was the biggest,
the average fitness value was 68.53 and median fitness value 61.25. When
a ∈ [3.50, 3.60] median fitness values moved in interval [68.58, 70.66]. On
the other hand when a ∈ [3.61, 4.00] median fitness values moved in interval
[61.25, 71.37], see Table 3.
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– Egg Holder’s Function: The results for Egg Holder’s function are showed
in Fig.5. We know that for Egg Holder’s function there is not described global
minimum in the literature. The smallest fitness value was reached when
a = 3.59. Lyapunov exponent for this value of parameter a has the value
0.138. When a = 3.98 DE’s convergence’s speed was the biggest, average
fitness value gained the value -6477.80 and median fitness value -8920.75.
Lyapunov exponent for a = 3.98 is 0.596. When a ∈ [3.50, 3.60] median
fitness values moved in interval [-6507.70, -6412.98]. When a ∈ [3.61, 4.00]
median fitness values moved in interval [-6587.57, -6390.79], see Table 4.

– Rana’s Function: As well as Egg Holder’s function for Rana’s function
there is not described global minimum in the literature. The results for
Rana’s function are in Fig.6. The smallest fitness value -5588.24 was reached
when a = 3.92. In this case Lyapunov exponent gained the value 0.517 for
a = 3.92. When a = 3.6, Lyapunov exponent gained the value 0.178 and
the convergence’s speed of DE was the biggest. Average fitness value was
-4177.43 and median fitness value -4198.46. When a ∈ [3.50, 3.60] median
fitness values moved in interval [-4211.54, -4142.86]. When a ∈ [3.61, 4.00]
median fitness values moved in interval [-4223.99,-4105.34], see Table 4.

– When we look at the results mentioned above, we can make conclusion that
DE convergence’s speed was the biggest when Lyapunov exponent had gained
values greater than zero for all testing functions. For Schwefel’s function its
value was 0.540 (a = 3.94), for Griewangk’s 0.398 (a = 3.77), for Rastrigin’s
0.383 (a = 3.76), for Egg Holder’s 0.138 (a = 3.98) and for Rana’s 0.517
(a = 3.6). For all functions DE convergence’s speed was the biggest when
a ≥ 3.6.

In the future, we would like to extend our research by adding other cost
functions as Michalwicz’s, Rosenbrock’s, Patological’s etc. We would like to try
these experiments to other evolutionary algorithms like PSO, Self-organizing
migrating algorithm etc.
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Abstract. Initial errors in weather prediction grow in time. As errors become 
larger, their growth slows down and then stops at an asymptotic value. Time of 
reaching this value represents the limit of predictability. Other time limits that 
measure the error growth are doubling time τd, and times when the forecast 
error reaches 95%, 71%, 50%, and 25% of the limit of predictability. This paper 
studies asymptotic value and time limits in a low-dimensional atmospheric 
model for five initial errors, using ensemble prediction method as well as error 
approximation by quadratic and logarithmic hypothesis. We show that quadratic 
hypothesis approximates the model data better for almost all initial errors and 
time lengths. We also demonstrate that both hypotheses can be further 
improved to achieve even better match of the asymptotic value and time limits 
with the model. 

Keywords: Chaos, Atmosphere, Prediction, Error growth.  

1 Introduction 

Forecast errors in numerical weather prediction models (NWPM) grow in time because 
of the inaccuracy of the initial state and the model imperfections. Due to the nonlinear 
terms in the governing equations the forecast error will saturate after some time. Time 
of saturation or the limit of predictability of deterministic forecast in NWPM is defined 
by [1] as time when the prediction state diverges as much from the verifying state as a 
randomly chosen, but possible state (dynamically and statistically). Forecasters use 
other time limits (TL) to measure this growth. Forecast-error doubling time τd is time 
when initial error doubles its size. τ95%, τ71%, τ50% and τ25% are the times when the 
forecast error reaches 95%, 71%, 50%, and 25% of the limit of predictability. The time 
limit τ71% is the time when the forecast error exceeds 1/√2 of the saturation or 
asymptotic value (AV) and by [2] this limit corresponds to the level of climatic 
variability. Lorenz [3] calculated forecast error growth of NWPM by comparing the 
integrations of model started from slightly different initial states. Present-day 
calculations use the approach developed by Lorenz [4], where we can obtain two types 
of error growth. The first is called lower bound and is calculated as the  
root mean-square error (RMSE) between forecast data of increasing lead times and 
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analysis data valid at the same time. The second is called upper bound and is calculated 
as the root mean-square (RMS) difference between pairs of forecasts, valid at the same 
time but with times differing by some fixed time interval. This second method compares 
only model equations and therefore it represents growth without model error. The 
innovation to upper bound, that is also used, is calculated as the RMS difference 
between forecast and control forecast with higher resolution of the model (perfect model 
framework). 

Quadratic hypothesis (QH) was the first attempt that was made by Lorenz [3] to 
quantify and qualify the error growth. QH is based on the assumption that, if the 
principal nonlinear terms in the atmospheric equations are quadratic, then the 
nonlinear terms in the equations governing the field of errors are also quadratic. 
Dalcher and Kalnay [5] added a model error to Lorenz’s QH. A version that is used 
by recent researchers is Simons’s modification [6] of [5]. The Lorenz’s QH is 
therefore suitable for upper bound of error growth and the Simons’s modification for 
lower bound. Trevisan et al. [7] came out with idea that logarithmic term is more 
valid than quadratic and linear term in the equations governing the field of errors, but 
this logarithmic hypothesis (LH) has never been used in NWPM computations.  

Ensemble prediction systems (EPS) are used in order to estimate forecast 
uncertainties. They consist of a given number of deterministic forecasts where each 
individual forecast starts from slightly different initial states. EPS also includes a 
stochastic scheme designed to simulate the random model errors due to parameterized 
physical processes. Recent studies of predictability and forecast error growth (for 
example [8-11]) are mostly done by models of European Centre for Medium Range 
Weather Forecasts (ECMWF)  and the Global Ensemble Forecast System (GEFS) 
from the National Centers for Environmental Prediction (NCEP). They include 
deterministic and ensemble forecast with 1 to 70 members of ensemble (Operational 
model of ECMWF uses 50 members plus control forecast. More detailed study [10] 
uses 5 members plus control forecast). The initial conditions of ensemble members 
are defined by linear combination of the fastest singular vectors. Horizontal resolution 
with spectral truncation varies from T95 to T1279 and number of vertical level varies 
from 19 to 91 (analyses use higher resolution than forecasts).  The output data are 
interpolated to 1° latitude x 1° longitude or 2.5° latitude x 2.5° longitude resolution 
separately for the Northern Hemisphere (20°, 90°) and Southern Hemisphere (-90°, -
20°). Forecast is usually run for 90 days at winter (DJF) or summer (JJA) season with 
0 (analysis) to 10, 15 (ECMWF) or 16 days (NCEP) of forecast length (FL) at 6 or 12 
hours intervals. The most often used variable for analyzing the forecast error is 
geopotential height at 500 hPa (Z500). Others are geopotential height at 1000 hPa 
(Z1000) and the 850 hPa temperatures (T850). To describe the forecast error growth 
over the calculated forecast length, the Simons’s modification [6] of Lorenz’s QH [3] 
is used. 

The questions that have arisen from studies of predictability and forecast error 
growth and that represent the key issues addressed in this work are: Is the LH [7] 
better approximation of initial error growth than QH [3]? If so, how much difference 
it creates in time limits that measure the forecast error growth? How precisely does  
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the approximations describe forecast error growth over the FL (10, 15 or 16  
days)? How the approximations obtained from model values with various number of 
ensemble members differ from each other? Lorenz’s low-dimensional atmospheric 
model (model II) [12] will be used. For a more comprehensive introduction to the 
problem of weather predictability we refer reader to the book by Palmer and 
Hagedorn [13]. After this introduction, section 2 describes the model and 
experimental design, 3 describes ensemble prediction method, 4 introduces quadratic 
and logarithmic hypotheses, 5 sets experimental designs. Section 6 presents the results 
and their discussion and section 7 summarizes the conclusions. 

2 Model 

Because of the limitations of NWPM that enable us to answer the key questions and 
because we want to derivate the impact of initial error (perfect model framework), we 
use modification [13] of low-dimensional atmospheric model (L96). L96 [14] is a 
nonlinear model, with N variables 1, ,   NX X… connected by governing equations   

     2 1 1 1 .n n n n n ndX dt X X X X X F− − + −= − + − +                                 (1) 

2 1 1  ,  ,   ,   n n n nX X X X− − +  are unspecified (i.e., unrelated to actual physical 

variables) scalar meteorological quantities, F is a constant representing external 
forcing and t is time. The index is cyclic so that n N n N nX X X− += = and variables can 

be viewed as existing around a circle. Nonlinear terms of (1) simulate advection. 
Linear terms represent mechanical and thermal dissipation. The model quantitatively, 
to a certain extent, describes weather systems, but, unlike the well-known Lorenz’s 
model of atmospheric convection [15], it cannot be derived from any atmospheric 
dynamic equations. The motivation was to formulate the simplest possible set of 
dissipative chaotically behaving differential equations that share some properties with 
the “real” atmosphere. NWPM interpolate the output data mostly to 1° latitude x 1° 
longitude. In L96 it means N=360. Such a high resolution would create large number 
of waves with similar maxima (“highs”) and minima (“lows”), however, to share 
some properties with the ”real” atmosphere, we would rather have 5 to 7 main highs 
and lows that correspond to planetary waves (Rossby waves) and a number of smaller 
waves that correspond to synoptic waves. Therefore we introduce spatial continuity 
modification (L05II) [12] of L96. Equation (1) is rewritten to the form: 

 [ ] ,
, ,n nL n

dX dt X X X F= − +                                              (2) 

where 

 [ ] ( ) 2
2,

, ' ' .
J J

n L i n L j n L j i n L jL n
j J i J

X X X X X X L− − − − − + − + +
=− =−

= − +      

If L is even, ∑’ denotes a modified summation, in which the first and last terms are to 
be divided by 2. If L is odd, ∑’ denotes an ordinary summation. Generally L is  
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much smaller than N and J = L/2 if K is even and J = (L-1)/2 if L is odd. For our 
computation we choose N = 360, so each sector covers 1° degrees of longitude.  
To keep a desirable number of main highs a lows, Lorenz suggested to keep ration 
N/L = 30 and therefore L = 12. Parameter F = 15 is selected as a compromise 
between too long doubling time (smaller F) and unanticipated shorter waves (larger 
F). We first choose arbitrary values of the variables, and, using a fourth order Runge-
Kutta method with a time step ∆t = 0.05 or 6 hours, we integrate forward for 14400 
steps, or 10 years. We then use the final values, which should be free of transient 
effect. For this setting and by the method of numerical calculation presented in [16] 
the global largest Lyapunov exponent is λmax = 0.32. By the definition [3]: „A 
bounded dynamical system with a positive Lyapunov exponent is chaotic“. Because 
the value of the largest Lyapunov exponent is positive and the system under study is 
bounded, it is chaotic; Strictly speaking, we also need to exclude the asymptotically 
periodic behavior, but such a task is impossible to fulfill for the numerical simulation. 
The choice of parameters F and time unit = 5 days is made to obtain the similar value 
of the largest Lyapunov exponent as state of the art NWPM.  

3 Ensemble Prediction Method 

The ensemble prediction method (EPM) employed is similar to [14] and is used to 
calculate average initial error growth. We make an initial "run" by choosing 
error 0ne and letting /

0 0 0n n nX X e= + be the "observed" initial value of N variables. We 

then integrate forward from the true and the observed initial state, for between 25 to 
37.5 days (K=100 to K=150 steps). This time length covers initial error growth till the 
limit of predictability. We obtain N sequences 0 , ,n nKX X  and / /

0 , ,n nKX X  , after 

which we let /
nk nk nke X X= −  for all values of k and n. In NWPM, forecast error 

growth is obtained from an average of values from 90 days and from various number 
of ensemble member.  To simulate that, we make a total of M1 = 100, M2 = 250 and 
M3 = 500 runs in the above described manner.  In each run, new values of 0  nX are  

set as the old values of nKX . Finally, we let ( ) ( )2 2 2
11 k Nke N e eτ = + + be the  

average of the N values, where k tτ = Δ is the predictable range and 

( ) ( ) ( )( )2 2 2

1
log 1 log ... log

M
E M e eτ τ τ= + + is the average of M values. 

Logarithmic average is chosen because of its suitability for comparison with growth 
governed by the largest Lyapunov exponent. For further information see [17-19]. 

4 Quadratic and Logarithmic Hypothesis 

According to Lorenz [14], there is an eventual cessation of the exponential growth 
due to processes represented by nonlinear terms in the weather governing equations. 
Most important are the quadratic terms, which represent the advection of the 
temperature and velocity fields. Under the assumption, that the principal nonlinear 
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terms in the atmospheric equations are quadratic, nonlinear terms in equations 
governing the field of errors are also quadratic. To describe this, Lorenz [14] defined 
QH 

          ( ) ( ) ( )2
,dE t dt aE t bE t= −                                             (3) 

where E(t) is a distance at time t between two originally nearby trajectories and  a, b 
are constants. As an alternative, Trevisan et al. [7] introduced LH  

( ) ( ) ( )( )ln ,dE t dt cE t gE t= −                                                (4) 

where E(t) is a distance at time t between two originally nearby trajectories and  c, g 

are constants. The explanation follows, if we let ( ) ( )( )lnQ t E t= , E is the 

normalized E, then ( ) ( )( )1 Q tdQ t dt a e= −  represents the QH. In [7] it is assumed 

that linear fit ( ) ( )dQ t dt aQ t= −  is superior to the QH. In [7, 20, 21], it is shown on 

low-dimensional models that, if the initial error is sufficiently small and therefore the 
early stages of error growth are exponential, QH is superior. If the initial error is not 
small enough, it is better to use LH. Generally, whether an error is small enough to 
guarantee the exponential growth depends on specific meteorological conditions 
and/or model under study. 

5 Experimental Design 

We want to achieve the conditions as similar to NWPM as possible. The size of initial 
error for NWPM (perfect model framework) is by [9] approximately between 2% and 
0.01% of AV of the forecast error for control forecast and between 10% and 3% of 
AV for ensemble members. Different values of AV fraction are a result of varying 
resolution and because it is calculated for different variables (Z500, Z1000 and T850). 
In our case the AV is Easym = 8.4. This is calculated by four independent methods with 
same results. The first method is numerical computation of ensemble prediction 
approach. Second and third methods are calculated as: 

 ( ) ( ) ( )2 2 2

1 2 12 ,asym avr avr avrE f X f X f X= − + − = −                              (5) 

where f1 is “forecast” from 0nX , f2 from /
0nX and avrX is average value of nX . The 

bars above the (5) members mean the average value. The explanation for (5) can be 
found in [6, 10]. The fourth method is based on assumption [2] that variability of 

nX is 71% of Easym. 

Recalculation of initial errors to L05II model leads to the sizes between 0.001 and 
0.84. For initial error sizes en0 we therefore choose randomly from five normal 
distributions ND(µ; σ). ND1 = (0; 0.1), ND2 = (0; 0.2), ND3 = (0; 0.4), ND4 = (0; 
0.6), ND5 = (0; 1), where µ is mean and σ is standard deviations. These choices of en0  
are made, because [20, 21] shows that change over QH and LH takes place between 
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en0 = 0.1 and en0 = 1 for L96. NWPM routinely define initial conditions of ensemble 
members by the fastest singular vectors. We do not adopt it, because by [10, 22] it 
affects early stages of forecast error growth and in our case, we want to have model 
data as close as possible to the tested hypotheses. From these initial conditions the 
average initial error growth E is calculated from ensemble prediction method by the 
fourth order Runge-Kutta integration schema with a time step ∆t = 0.05 or 6 hours for 
M1 =M2 =100, M3 =M4 =250 and M5 =500. Because we want to study agreement of 
(3) and (4) with model data, we make differences of model data 

( ) ( )( )ky E t E tτ τ= + Δ − Δ  at points ( ) ( )( ) 2kx E E tτ τ= + + Δ , k =1,..,K  and K 

=56 (τ1 =14 days), K =76 ( τ2 =19 days), K =limit of predictability (τ3), and we 
calculate parameters a, b, c, and g.  The choice of the first two values of K is made, 
because we want to keep ratio 95%  forecast lenghtτ the same for NWPM and L05II. 

The reason for the third value is obvious. 
The solutions of (3) and (4) are 

 ( ) ( )( ) ( )0

,
exp

a
E t

a e b at b
=

− − +
                                        (6) 

( ) ( ) ( )exp

0 .
ct

E t ge g
−=                                              (7) 

We have five types of normal distributions for reaching sizes of initial error ND1,..,5, 
five settings for EPM M1,..,5 ,three FL τ1,..3 and three ways of getting data of initial 
error growth: EPM, (6) and (7). To answer the key questions we compute TL for all 
combinations. We take M3, τ3, EPM as the most reliable dataset in our experiment for 
all e0 and we calculate differences with other combinations at the same TL.  

6 Result and Discussion 

Table 1 shows with darker grey lines the resulting values ( M , τ3, EPM) for all TL and 
for all e0 represented by ND1,..,5. M is average value of M1,..,5 and we use it, because the 
difference between M1,..,5 is of the order of 0.1 and M3 and M4 do not show closer values 
to M5 than M1 and M2. The difference of average values M of (7) from ( M , τ3, EPM) 
(lighter grey lines in Table 2) is higher or equal than difference of ((6), M ) (not 
shadowed lines in Table 2) for ND1,..,4. Only for some cases in ND5 is the difference of 
(6) higher than for (7). Average values ND over ND1,..,5 (bottom right part of Table 1) 
and Fig. 1 show that there is almost constant difference between the model data and data 
received from (7) for τd, τ71%, τ50% and τ25%. This is caused by negative growth rate for 
the first day, but turning into increase thereafter. At around two days, the difference 
reaches the same value as it had initially. This behavior causes the above mentioned 
differences. NWPM also show this type of behavior [23]. After the subtraction of two 
day from time limits τd, τ71%, τ50% , τ25% and some cases for τ95% we reach close values 
(error of order 0.1) of approximation (6) to the model data for all prediction times limit 
τ1,..,3. Exception from this is difference τ1 - τ3 for τ95%, where the difference is of the order 
of days (between 1 and 3 days). One may argue that because of subtraction of 2 days we 
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should recalculate the approximations. We did that and the results are close to ones with 
subtraction. It is also good to mention that τ1 is always higher than τ25% and lower than 
τ95%, and τ2 is always higher than τ71%.  
 

Table 1. Average values over M1,..,5 of time limits τd, τ95%, τ71%, τ50%, τ25% in days for model 
values (EPM), for all normal distributions ND1,..,5 and prediction time length τ3 (darker grey) 
and difference between this model values and data received from (6) and (7) with parameters a, 
b, c, g calculated from approximations of (3) and (4) (lighter grey) for τ1, τ2, τ3.  

      ND1         ND2     

(days) τd τ25% τ50% τ71% τ95% τd τ25% τ50% τ71% τ95% 

(EPM, τ3) 4.8 12.9 16.3 19.1 26 4.8 10.6 14 16.9 24.3 

((6),τ3) - (EPM, τ3) -2.5 -2.6 -2.8 -2.5 -1.7 -2.6 -2.5 -2.4 -2.3 -2.7 
((7),τ3) - (EPM, τ3) -3.8 -6.5 -6.3 -5.6 -4 -3.8 -5.35 -5.1 -4.4 -4.2 
((6),τ2) - (EPM, τ3) -2.5 -2.8 -2.7 -2.6 -2.8 -2.6 -2.6 -2.6 -2.6 -3.2 
((7),τ2) - (EPM, τ3) -3.4 -4.7 -4.4 -4.6 -8.1 -3.6 -4.35 -4 -3.7 -6.8 
((6),τ1) - (EPM, τ3)  -2,6 -3.1 -2.9 -2.6 -3.2 -2.7 -2.7 -2.7 -2.6 -5.3 

((7),τ1) - (EPM, τ3)  -3.2 -3.8 -3.6 -4.2 -9 -3 -3.1 -3.1 -3.7 -9.2 

      ND3         ND4     

(days) τd τ25% τ50% τ71% τ95% τd τ25% τ50% τ71% τ95% 

(EPM, τ3) 4.8 8.3 11.6 14.4 21.6 4.8 6.9 10.2 12.7 19.7 

((6),τ3) - (EPM, τ3) -2.6 -2.3 -2.4 -2.2 -2.7 -2.3 -2.4 -2.2 -2 -2.6 
((7),τ3) - (EPM, τ3) -3.4 -4 -3.9 -3.2 -2.6 -3.4 -3.5 -3.3 -2.2 -1.6 

((6),τ2) - (EPM, τ3) -2.4 -2.4 -2.1 -2.1 -3 -2.4 -2.4 -2.3 -2.1 -2.7 
((7),τ2) - (EPM, τ3) -3.3 -3.6 -3.1 -2.7 -5 -3.1 -3.3 -2.8 -2.1 -3.5 
((6),τ1) - (EPM, τ3)  -2.6 -2.4 -2.4 -2.3 -4.5 -2.4 -2.2 -2.1 -1.8 -4.1 

((7),τ1) - (EPM, τ3)  -2.9 -2.9 -2.5 -2.5 -5.8 -2.5 -2.5 -2.1 -1.8 -5.7 

ND5 ND   

(days) τd τ25% τ50% τ71% τ95% τd τ25% τ50% τ71% τ95% 

(EPM, τ3) 4.8 5.1 8.1 11 18.3      

((6),τ3) - (EPM, τ3) -2.2 -2.2 -2.1 -2.1 -2.9 
-2.4 
±0.2 

-2.4 
±0.1 

-2.4 
±0.2 

-2.2 
±0.1 

-2.5 
±0.3 

((7),τ3) - (EPM, τ3) -2.8 -2.9 -2.3 -1.9 -1.6 
-3.4 
±0.3 

-4.5 
±1.2 

-4.2 
±1.2 

-3.5 
±1.2 

-2.8 
±1 

((6),τ2) - (EPM, τ3) -2.2 -2.5 -2.1 -2.1 -2.7 
-2.4 
±0.1 

-2.5 
±0.1 

-2.4 
±0.2 

-2.3 
±0.2 

-2.9 
±0.2 

((7),τ2) - (EPM, τ3) -2.7 -2.7 -2.1 -1.8 -2.8 
-3.2 
±0.3 

-3.7 
±0.6 

-3.3 
±0.7 

-3 
±0.9 

-5.2 
±1.8 

((6),τ1) - (EPM, τ3) -2.2 -2.2 -1.9 -2.1 -4.3 
-2.5 
±0.2 

-2.5 
±0.3 

-2.4 
±0.3 

-2.3 
±0.3 

-4.3 
±0.5 

((7),τ1) - (EPM, τ3) -2.4 -2.5 -1.9 -2 -4.8 
-2.8 
±0.3 

-3 
±0.4 

-2.6 
±0.6 

-2.8 
±0.9 

-6.9 
±1.8 
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Fig. 1. Time variations of the average prediction error E for ND1 (left picture), ND3 (central 
picture) and ND5 (right picture). The thick line represents data from EPS, the thin lines from (6) 
and the dotdashed lines from (7). The light grey lines represent the data extrapolate from time 
length τ1, the grey lines represent the data extrapolate from time length τ2 and black lines 
represent the data in time length τ3. 

Table 2. Average values over M1,..,5 of  Easym, τ1,..,3 calculated from approximations (3) and (4) 
(grey lines)  for all initial conditions ND1,..,5 and for all prediction time lengths τ1,..,3 (grey 
columns) and difference ε1,..,3 of Easym, τ1,..,3 - Easym. 

 
Easym, τ3 ε3 Easym, τ2 ε2 Easym, τ1 ε1 

(ND1,(3)) 8.3 ± 0.1 -0.1 ± 0.1 8.1 ± 0.2 -0.3 ± 0.2 8.2 ± 0.2 -0.2 ± 0.2 

(ND1,(4)) 8.8 ± 0.1 0.4 ± 0.1 15.2 ± 0.5 6.8 ± 1 45 ± 11 37 ± 11 

(ND2,(3)) 8.3 ± 0 -0.1 ± 0 8.2 ± 0.1 -0.2 ± 0.1 8.7 ± 0.8 0.3 ± 0.9 

(ND2,(4)) 8.8 ± 0 0.4 ± 0.1 11.4 ± 0.5 3 ± 1 60 ± 21 52 ± 21 

(ND3,(3)) 8.3 ± 0 -0.1 ± 0 8.5 ± 0.2 0.1 ± 0.2 8.3 ± 0.2 -0.1 ± 0.3 

(ND3,(4)) 8.8 ± 0 0.4 ± 0.1 10.4 ± 0.3 2 ± 1 19 ± 1 10 ± 1 

(ND4,(3)) 8.4 ± 0 0 ± 0 8.4 ± 0 0 ± 0 8,9 ± 0 0.5 ± 0 

(ND4,(4)) 8.8 ± 0 0.4 ± 0.1 9.8 ± 0.1 1.4 ± 0.4 17 ± 1 8 ± 1 

(ND5,(3)) 8.4 ± 0 0 ± 0 8.3 ± 0.1 -0.1 ± 0.1 8.6 ± 0 0.2 ± 0.1 

(ND5,(4)) 8.7 ± 0.1 0.3 ± 0.1 9.2 ± 0.1 0.8 ± 0.1 11.7 ± 0.5 3 ± 1 

LH (4) does not give good fit to the model data. In Table 1, Table 2 and Fig. 2 we 
can see it and we can also see results closer to model values as initial error increases. 
That is in good agreement with [7, 20, 21], but in this case there is no initial condition 
where (4) would approximate the model data more closely than (3). Main reason for 
this we can find in the definition of (4) that starts in (x1;y1) = (0;0) (Fig. 2), but model 
data starts at the point that is close to the size of initial error on the x-axis (Fig. 2). For 
example in the right picture of Fig. 2 we can see that (x1;y1) = (0.9;0.02). Therefore it 
would be more appropriate to introduce modification of (4) 

( ) ( ) ( )( )ln ,dE t dt vE t wE t z= − +                                     (8) 

where E(t) is again a distance at time t between two originally nearby trajectories and  
v, w, z are constants.  
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Table 2 focuses on average values over M1,..,5 of  Easym, τ1,..,3 . This value is for 
example used to find out if the variability of the model is equal to the variability of 
the atmosphere [10]. The differences ε1,..,3 from model values Easym indicate really poor 
approximation of (4) and error of order of 0.1 for eq. (3). For the latter equation, ε3 
lies between -0.1 and 0 (relatively against  Easym it means between -1.2 % and 0 %), ε2 
between -0.3 and 0.1 (between -3.6 % and 1.2 %) and ε1 between -0.2 and 0.5. (-2.4 % 
and 6%).  
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Fig. 2. The error growth rate dE dt versus E for ND1 (the left picture), ND3 (the central 

picture) and ND5 (the right picture).  The thick line represents data from EPS, the thin lines 
from (3) and the dotdashed lines from (4). The light grey lines represent the data extrapolate 
from time length τ1, the grey lines represent the data extrapolate from time length τ2 and black 
lines represent the data in time length τ3. 

7 Conclusion 

This paper studies errors of estimations of time limits and asymptotic value of initial 
errors growth in low-dimensional atmospheric model L05II introduced by Lorenz 
[13] with the parameters, that are as close to NWPM as possible. Five types of initial 
conditions are represented by five normal distributions. Five settings of EPM showed 
the differences of order 0.1 and therefore the average value was chosen as model data. 
Quadratic hypothesis approximates these data more closely than logarithmic 
hypothesis for almost all initial errors, forecast lengths and time limits, even though 
the difference between logarithmic hypothesis and model data decrease with the 
increase of the initial error. It is shown, how the validity of both hypotheses can be 
improved and that the difference of improved quadratic hypothesis with model data is 
of order of 0.1 days, with the exception of shorter forecast lengths and the biggest 
initial error, where the difference can reach two days. The differences from model 
data of asymptotic value of initial error growth can vary between -3.6 % and 6% of 
this value. As the forecast lengths decrease the differences increase.  
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Abstract. The vehicle as the context information source generates a huge 
amount of different information including from physical vehicle and 
environment sensors. The implementation of an efficient and scalable model for 
information dissemination in VANETs confronts with major problems. In this 
dynamic environment, an increasing number of context dissemination messages 
are increasing channels utilization which affects the network performance. This 
article discusses analyses and assesses the key proposals how to deal with the 
context data dissemination and how to decrease the amounts of transferred and 
stored data in vehicular cooperation environment. This is one of the most 
important topics of the pervasive computing. 

Keywords: context data dissemination, storage, vehicular communication  
net-works, VANET. 

1 Introduction 

As the human mobility increasing day to day, the vehicle becomes a very important 
component of human life. The ITSs (Intelligent Transport Systems) en-compass a 
broad range of advanced information and communication technologies, which are 
applied in transport infrastructures and vehicular networks. They are expected to offer 
fundamental breakthroughs in enhancing road safety, reducing congestion, improving 
driving comfort and protecting environment, to name a few [1]. Future hybrid Vehi-
cular Ad-Hoc Networks (VANET) will utilize both long range communications such 
as cellular networks, as well as short range communication technologies such as 
Wireless Fidelity (Wi-Fi) and Dedicated Short Range Communications (DSRC) [2]. 
These types of communications allow vehicles to share different kinds of information, 
for example, safety information for the purpose of accident prevention, post-accident 
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investigation or traffic jams. Other type of information can be disseminated such as 
traveller related information which is considered as non-safety information. The in-
tention behind distributing and sharing this information is to provide a safety message 
to warn drivers about expected hazards in order to decrease the number of accidents 
and save people's lives, or to provide passengers with pleasant journeys [3]. Different-
ly from other pervasive computing devices vehicles have specific requirements and 
does not have strict energy constraints so it can be equipped with powerful computa-
tional resources, wireless transmitters and various sensors [4]. The vehicle must not 
distract drivers attention during driving it must provide user with services autonomous 
and without user intervention. To provide the necessary services at the right time in the 
right place and in the right way it is necessary to adapt services and their support to user 
needs [5]. One of the ways to increase the user-vehicle interface autonomy and efficien-
cy is to understand the context in which user and the vehicle are at the moment, also to 
know what context was in the past and to predict the context of the future. 

To know the context it can be utilized various sensors and information sources of the 
vehicle, user and the environment. The vehicle as the context information source gene-
rates a huge amount of different information including from physical vehicle and envi-
ronment sensors: GPS, speed, acceleration, temperature, radar, video, etc. and virtual 
sensors as road information, warnings, interaction with other vehicles, calls, etc. 

The communication between vehicles and the Road side unit (RSU) and the infra-
structure form three types of domains [3]. In-vehicle domain consists of an on board 
unit (OBU) and one or multiple Application units (AU)). Ad-hoc domain is com-
posed of vehicles equipped with OBUs. Vehicles communicate with other vehicles 
forming a MANET, which allows communication between vehicles in a fully distri-
buted manner with decentralized coordination. In Infrastructural domain the RSU 
can connect to the infrastructural networks or to the Internet, allowing the OBU to 
access the infrastructure network (Fig. 1).  

 

Fig. 1. Wireless communication types and context data producers in VANETs 
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One of the main problems in VANETs is how disseminate to other cooperating ve-
hicles and access huge amounts of different types of context information from such a 
complex system in real-time or even before the occurred event. The existing context 
data dissemination and storage systems should be extended to support modelling and 
prediction of its dynamics in distributed algorithms for storage of real-time acquisi-
tion data with system scalability in mind. One of the solutions is presented in our 
research – the prediction based context data dissemination and storage model for  
cooperative vehicular networks. 

2 Vehicular Communication Networks (VANETs) Applications 

The VANET applications can be categorized in two categories: safety applications 
and comfort/entertainment applications: 

The safety applications enhance the protection of passengers by sending and  
receiving information pertinent to vehicle safety. Generally, these alerts, such as co-
operative collision warning, lane change warning, emergency video streaming, and 
incident management, are directly sent to the drivers or are received by the automatic 
active safety system [6]. 

The comfort/entertainment category of applications is referred to as non-safety 
applications, and aim to improve drivers and passengers comfort levels (make the 
journey more pleasant) and enhance traffic efficiency. They can provide drivers or 
passengers with weather and traffic information and detail the location of the nearest 
restaurant, petrol station or hotel and their prices. Passengers can play online games, 
access the internet and send or receive instant messages while the vehicle is connected 
to the infrastructure network [3]. The investments by the vehicle manufacturers show 
that these applications are becoming extremely popular. 

3 Related Works 

During the last years there was a huge interest in context data dissemination and sto-
rage in cooperating vehicular networks research. Liu and Lee investigate timely and 
adaptive data dissemination in the dynamically changing traffic environment and 
present the analytical theoretical model of the effects of the dynamic traffic factors. 
[1]. Ali et al. examine query starvation and bandwidth utilization problem in multi-
item queries in wireless broadcasting systems. [7]. Delot et al. present a system for 
data sharing in vehicular networks Vehicular Event Sharing with a mobile Peer-to-
peer Architecture (VESPA). In this system, a technique based on the concept of  
Encounter Probability is proposed for vehicles to share information using vehicle-to-
vehicle communications. [8]. Barberis and Malnati present the design and evaluation 
of a collaborative system for content diffusion and retrieval among traveling vehicles. 
This system relies on multicast epidemic dissemination of messages and exploits ve-
hicles mobility and their local storage capabilities [9]. Despite the fact that there is 
increasing number of research in this are there is still lack of solutions for the efficient 
way how to predict which data is needed to store in local, which data should be  
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forwarded to other vehicles and which should be stored in the hybrid vehicle cloud  
environment databases. 

4 Methodologies and the Model 

Fig. 2 illustrates a high-level view of our context dissemination and aggregation archi-
tecture and its logical flows of the contexts. In our approach the environment consists 
of the vehicle communicating with other vehicles directly using safety messages. The 
cooperating and communicating vehicles forms a hybrid VANET cloud system. 
Through the system it is exchanged entertainment related context data. The actual 
vehicle stores the acquired data in its local databases – safety DB and entertainment 
DB. Using the data from the local DB and from hybrid VANET cloud the vehicle 
reasoning engine reasons about the current, past and future situations and selects 
needed services from services cloud system. The services is adopted to user need and 
supported to the user. 

 

Fig. 2. High-level view of our context dissemination and aggregation architecture 

Due to not strict requirements of energy consumption in the proposed system it can 
be used more different sensors (physical and virtual) which generates huge amounts 
of context data. The data have to be acquired in the real time and stored in the data-
bases in efficient way thus using the methods of artificial intelligence it should be 
able to predict self-system and other systems performing in the transportation system 
dynamics and to model safety situations in real time and non-safety in near real-time. 
An example of the various sensors (physical and virtual) for the potential usage for 
the context acquisition is shown in the Table 1. 
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Table 1. An excerpt of example of the sensors used for the context acquisition and storage 

 Sensor Sample 
rate 
(S/s) 

No of 
Channels

No of 
Devices

Bandwidth

 (KB/s) 

Information 
source 

Data 
exchange

Historical
data? 

Safety (Sf)or 
entertainment 
data (E)? 

1 GPS coor-
dinates 

100 1 1 0.1 Vehicle inV + Sf, E 

2 Speed 10 1 1 0.01 Vehicle inV + Sf, E 

3 Reminders 1 1 1 0.001 Smartphone V2M - E 

4 User pref-
erences 

1 1 1 0.001 Smartphone V2M + E 

5 Road 
informa-
tion 

10 3 1 0.03 Other vehi-
cles, gov-
ernment, 
environment

V2I, 
V2V, 
V2M 

+ Sf 

6 Warnings 1000 
event 

3 1 3 Other vehi-
cles, gov-
ernment, 
environment

V2I, 
V2V, 
V2M 

- Sf 

7 Interaction 
with other 
vehicles 

1000 

event 

12 1 12 EnvironmentV2I, 
V2V, 
V2M 

+ Sf, E 

To achieve the higher efficiency of the data being saved in the local DB we pro-
pose to save the utility of the local context in a matrix ( LM ) for l data messages (m) 

from n sensors (s) (1). 
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The predicted utility of the contextual data messages can be weighted in a function 
which assigns a value to each data message of the data sensor. The value is calculated 
by the equation (2): 
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++++= ,...,, 122222111111
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Where Ty is the type of context data in the interval [1, 2, 3] (1 – entertainment re-
lated, 2 – entertainment and safety related, 3 – safety related). H is the parameter in 
the interval [0, 1] showing if the data should be used for historical saving (1) or not 
(0). Ex is the parameter in the interval [1-4] showing the data exchange domain (1 – 
V2M, 2 – InV, 3 – V2I, 4 – V2V) and cr is the coordinates of the data generation 
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location. The priority of the message (Pr) is calculated by the 
j

j

A

I
1=Pr +j  norma-

lized with values falling in a predetermined interval [1, 2, 3], where 3 means that the 
message priority is critical and it must be sent immediately and stored in the corres-
ponding DB, 2 means that the message have medium priority, and 1 means that the 
message is not important and can be rejected. 

jI  is the importance of the message in a predetermined interval [0, 1] where 0 is 

the safety related message and 1 is the infotainment related message. jA  is the mes-

sage age function normalized with values falling in a predetermined interval [1, 2, 3] 
which is calculated by the (3), where MT  is the subtraction from the current time and 

the message creation time. 
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To reduce the bandwidth and achieve a better efficiency of the data being provided 
for the exchange with other vehicles we propose to store the utility of the context in a 
matrix ( OM ) for l data messages (m) for the n of vehicles (v) (4). 
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The predicted utility of the contextual data messages can be weighted in a function 
which assign a value to each data message ( lm ) intended to send to the vehicle ( nv ). 

The value is calculated by the equation (5): 
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Where Exc is the parameter in the interval [1-4] of the special set of non-
confidential data and showing the data exchange domain (1 – V2M, 2 – InV, 3 – V2I, 
4 – V2V), n is showing number of cooperating vehicles in the cluster, Z is the para-
meter of prediction of the communication channel availability and calculated by the 
following: 
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Where C is the collision parameter calculated by the: 
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The utility of the context data for the exchange with the hybrid VANET cloud is 
stored in the matrix CM  for l data messages (m) for the r of the receiving entities (7). 
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The predicted utility of the contextual data messages for the exchange with the hybrid 
VANET cloud can be weighted in a function which assign a value to each data mes-
sage lm  intended to send to the receiving entity nr . The value is calculated by the 

equation (8). 
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Where Tye is the reduced Ty parameter in the interval [1, 2] (1 – entertainment re-
lated data, 2 – entertainment and safety related data), Hx is the special set of non-
confidential data parameter in the interval [0, 1] showing if the data should be used 
for historical saving (1) or not (0). 

5 Results and Discussion 

In this section we briefly present our simulation and modelling results. First we intro-
duce the simulation scenarios and then the evaluation of our solution. 

The evaluation of the proposed model is carried out by means of simulations and 
numerical methods. For the experiments it was used the data from the simula-tion 
environment NCTUns [10], It was chosen as using the existent Linux TCP/UDP/IP 
protocol stack providing high-accuracy results; it can be used with any actual Unix 
application on a simulated node without additional modifications. In experimental 
scenario a (Fig. 3) the network model is created where the data from the vehicles is 
sending to the VANET hybrid cloud DB server. The modelled network consists of the 
DB server, 802.11p RSU and 1 to 10 vehicles equipped with the 802.11 OBUs. In the 
experimental scenario b, the data is transferred in both ways – from vehicles to DB 
and from DB to vehicles. The simulations have carried out for 60 s. For the link layer 
bit rate it was used 27 Mb/s, the packet size – 1000 B. 



28 M. Kurmis et al. 

 

Fig. 3. Simulation sc
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Thus it can be used in real life applications where large number of data is needed to 
be stored locally, exchanged with other vehicles and vehicular hybrid cloud. 
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Abstract. The paper presents the possibilities of development the hydro meteo-
ro-logical data collection system (HMDCS) involving advanced technologies 
such as multi agent based interaction and data collection between several moni-
toring system’s nodes (i.e. buoys) based on self-organizing maps (SOM). The 
require-ments for such system development are rather complex and are attached 
to allow-ing the real-time monitoring, control, and prediction of the negative 
consequences of contamination of surface water recourses and making their 
evaluation by effec-tiveness in monitoring of Baltic Sea surface water. The  
experiment is based on the design an inexpensive, but reliable Baltic Sea auto-
nomous monitoring network (buoys), which would be able, continuously moni-
tor and collect temperature, waviness, and other required data. Moreover, it 
makes ability to monitor all the data from the costal-based station with limited 
transition speed by setting different tasks for agent based buoy system accord-
ing to the SOM. 

Keywords: wireless networking system, hydro meteorological sensors, multi 
agent systems, embedded systems. 

1 Introduction 

There is a variety of tools to monitor and evaluate the Baltic Sea hydro meteorologi-
cal data, but most of received information has low spatial coverage and low level of 
detail in time [2]. Sea wave height, water temperature, underwater noise data is used 
for many practical applications usually obtained from three sources: buoy measure-
ments, model calculations, and ship observations. Compared to other data acquisition 
methods, the buoy measurement is the most reliable and readily data source available 
continuously for years [13]. Basically the network of buoys involves mapping of  



32 G. Gricius et al. 

 

temperature, wave height and underwater noise at a buoy location using the date re-
trieved at other buoys locations [10]. However, many hydro meteorological data mea-
surements from sea buoys can be lost due to malfunctioning, maintenance, connection 
problems or dubious data recorded by the buoy. In order to ensure greater reliability 
of data collection it is necessary to develop the distributed information system, pre-
dicting complex situations and supporting the decision-making processes. Information 
provided from such system is important for decision makers and are needed to ensure 
the provision of information for decision-making institutions [3], [4], [7]. An impor-
tant feature of such a buoys network is the ability to monitor, collect and evaluate 
wide spatial coverage and real time hydro meteorological data of the Baltic Sea [4]. 
Hydro meteorological information system is faced with great data flows, but the data 
often is excess, depending on the observed region of the water. Therefore, the current 
traditional methods are no longer sufficient to ensure the rapid collection of data and 
valuable information extraction  

The purpose of this study is to show possibilities of development the hydro meteo-
rological data collection system (HMDCS) involving advanced technologies such as 
multi agent based interaction and data collection between several monitoring system’s 
nodes (i.e. buoys) based on self-organizing maps (SOM). The experiment is based on 
the design an inexpensive, but reliable Baltic Sea autonomous monitoring network 
(buoys), which would be able, continuously monitor and collect temperature, wavi-
ness, and other required data. Moreover, it makes ability to monitor all the data from 
the costal-based station with limited transition speed by setting different tasks for 
agent based buoy system according to the SOM. 

2 Sea Hydro Meteorological Data Monitoring 

Nowadays, there are numerous and varied designs for autonomous systems used for 
meteorological and oceanographic monitoring with different integration degrees. The 
buoy network system used in Canary Islands is one of them [1]. It has a control center 
that manages the transmission communications, and provides data in a useful form to 
diverse socioeconomic important sectors which make an exhaustive use of the littoral 
in the, and need data from the buoys to well manage the coastal environment. These 
buoys monitor water temperature, salinity, dissolved oxygen, hydrocarbons, and other 
characteristics, which allow to measure equipped other sensors such as fluorometer, 
turbidimeter and also each buoy is able to communicate via GSM modem. Following 
a programmed sampling rate (every hour), the ECU send to the central receiver unit a 
SMS message, which includes a sensor data set, GPS position and battery level. How-
ever, deeper analysis of the data has showed that such a sampling rate is not sufficient 
which means that data transmit protocol has to be re-viewed. 

In order to provide greater hydro-meteorological data monitoring reliability and 
faster data retrieval there are proposed variety of sensory systems networks [8], [9], 
and [12]. There are proposed communication technologies that enable communication 
between sensor nodes [12], the systems for communication between maritime  
platforms like vessels, commercial ships or buoys [9], real-time monitoring of the 
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underwater environment where an acoustic mesh network is located between the un-
derwater senor networks and central monitoring system [8]. The proposed models can 
solve various problems, but require more flexible solutions for complex data transfer 
problems. This problem can be solved by developing active autonomous sensor multi-
agent based system, which according to the situation is able to combine the data 
processing methods. 

3 Hydro Meteorological Data Sensory System 

3.1 Temperature Data Collection 

During the investigation stage of the HMDCS development, several types of tempera-
ture sensors were compared. The comparison possibilities are made analyzing their 
parameters according to the technical specification presented in datasheets. 

After comparative analysis of temperature sensors, we have selected digital sensor 
DS18B20. This digital temperature sensor can measurement temperatures within 
range from -55°C to +125°C by 12-bit precision, with accuracy – 0.50°C [11]. How-
ever, after additional calculations, it is possible to reduce the temperature measure-
ment error of up to 0.10°C. The most attractive is the fact, that these sensors have 
already been calibrated at the factory and their accuracy error is ±0.5°C in the range 
from -10°C to +85°C and ±2°C error over the operating range (55°C to +125°C). 
Sensor supply voltage is in the range of +3 to +5.5 V. In standby mode, current con-
sumption is close to zero (less than 1 µA), while the temperature conversion will be 
used during the current is about 1 mA. The measurement process lasts no more than 
0.7 sec. The DS18B20 communicates over a 1-Wire® bus that by definition requires 
only one data line (and ground) for communication with a central microprocessor. In 
addition, the DS18B20 can derive power directly from the data line ("parasite pow-
er"), eliminating the need for an external power supply. Each DS18B20 has a unique 
64-bit serial code, which allows multiple DS18B20s to function on the same 1-Wire 
bus. Thus, it is simple to use one microprocessor to control many DS18B20s distri-
buted over a large area. This part has already become the corner stone of many data 
logging and temperature control projects. 

3.2 Waviness Measurements 

At present, the sea and the oceans waviness measurements uses variety of methods, 
depending on the geographic region, measuring accuracy, and common tasks [5].  
The main and most commonly used are: 

• Ultrasound based sensors: 
─ Pros: suitable for measuring waves with a height of over 5 meters 
─ Cons: significant measurement errors 

• Rheostat-type structures:  
─ Pros: allows you to get a fairly accurate data 
─ Cons: because of its design features cannot be long-lasting 
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• Satellite image analysis:  
─ Cons: due to big error can used only for ocean waviness measurement, 

• GPS system : 
─ Cons: not suitable for measuring waves with a height of 0.5-2.0 meters range,  

• Accelerometer and gyroscope design: 
─ Pros: small measurement errors, easy implementation.  

For our experiment couple of accelerometer and gyroscope was used. Based on the 
experience of other scientists [2], accelerometer data were processed by removing the 
component of gravity, according to the formulas (1) – (13). 

  (1) 

Here XS, YS, ZS represent the accelerations measured in the sensor frame, XE, YE, ZE 
are the accelerations rotated into the earth coordinate frame; and the direction cosines 
for the above transformation are in terms of the Euler attitude angles.  

The coefficients a, b, and c are calculated by following formulas: 

  (2) 

  (3) 

  (4) 

  (5) 

  (6) 

  (7) 

  (8) 

  (9) 

  (10) 

Here θ, ψ and φ are data from gyroscope. After the accelerations have been rotated 
into the earth frame, the earth-referenced accelerations of the buoy are given by 

  (11) 

 A  (12) 

 1  (13) 

Where Ax, Ay, and Az are no gravitational accelerations along the earth oriented x, y, 
and z axes. 
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3.3 Data Transmissions 

Comparison of most popular data transmission protocols such as: Bluetooth, UWB, 
ZigBee, Wi-Fi and other where done [4]. We have decided that the best transmission 
protocol, for such type task (low cost, low power, mesh network support) ZigBee was 
preferable. So, this mash type network protocol has been used for developing of the 
HMDCS buoys network. ZigBee is an open standard for short range wireless net-
works based on the Physical Layer and the Media Access Control from IEEE 
802.15.4, focusing on minimizing the overall power consumption and at the same 
time maximizing network reliability [14]. 

ZigBee protocol offers three kinds of devices to form PAN (personal area  
network): 

1. End-devices, which periodically collect data and transmit them. 
2. Routers. They collect data from end-devices and forward them to the destination 

(like another router or to the final coordinator).  
3. Coordinator. One of the routers in a PAN is usually configured as coordinator. Its 

main function are parameterization and management of the PAN and the collection 
of the networks data. 

In our case, we have used so-called “Full function Devices” which collects data and 
works as router and Coordinator that manages PAN network and sends collected data 
via GSM to costal station (Fig. 1). Following ZigBee network configuration were 
used for data transmitting to the costal station. 

 

Fig. 1. Mash network 

4 Agent Action Distribution Using SOM 

The proposed multi-agent sensory system is based on the goal of the task distribution 
for agents according to the action similarities. This can be implemented applying 
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selforganising map neural networks (SOM). SOM defines a two-dimensional nonli-
near manifold as a regular array of discrete points. In this way, the application of an 
un-supervised learning allows multidimensional vector represent in two-dimensional 
output space. SOM output layer neurons retain topological structure according to 
internal data structure. The typical SOM neural network architecture is shown in  
Fig. 2. The input nodes represent parameter vector, which according to the similarity 
is projected in the two-dimensional output space - competitive layer. The input layer 
represents the parameters of agents target selection, and the competitive layer 
represents the autonomous agents based sensory system. 

 

Fig. 2. SOM for autonomous agents based sensory system 

In order to get the topological structure of the SOM the training process should be 
applied. Each unit in the competition layer array is associated with a parametric refer-
ence vector weight of dimension n. Each input vector is compared with the reference 
vector weight wj of each unit. The best match, with the smallest Euclidean distance is 
defined as response, and the input is mapped onto this location. Initially, all reference 
vector weights are assigned to small random values and they are updated as [6]: 

 Δ ,  (14) 

where α(t) is the learning rate at time t and hj(g, t) is the neighborhood function from 
winner unit neuron g to neuron j at time t. In general, neighborhood function decreas-
es monotonically as a function of the distance from neuron g to neuron n. This  
decreasing property is a necessary condition for convergence [6]. 

SOM competition layer nodes correspond to individual agents as active sensory 
nodes, which are able to process data at a different level (filtering, sampling, transfer  
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and other). From these characteristics depends the capacity of wireless network, data 
capture excess in central database, and so on. Assuming that each agent as an active 
buoy sensor node performs different actions, the central unit can distribute tasks for 
the agents in accordance with their capabilities and required information. In this case, 
we use three parameters, which determine the actions performed by agents - the signi-
ficance of the measurement data, hydro-meteorological characteristics of interest and 
the number of sampling rate. Under these settings, agents distribute the action accord-
ing to the common goal. For example if we need the raw data – the task will be for-
warded to agents that have a high data transfer bandwidth but do not have the filtering 
capabilities. 

5 Multi-agent System Model for Hydro Meteorological Sensory 
System 

For proper buoys operation multi-agent type system was designed. Agent software 
was developed using multi agent framework and works internally in the buoy. The 
Fig. 3 shows one buoy agent example. Buoy agent has main goal: measure data and 
different tasks are given by posting newMeasurmentGoal message from coordinator 
(SOM network). Buoy agent can read new data using capability Measure (Fig. 4). 
After sensors has read the data the messages onReadWTemper (for water tempera-
ture), oReadOTemper (for weather temperature) and onReadWaveHg (for wave 
height) occurs. 

 

Fig. 3. Buoy Agent schematic 

Buoy agent stores data in local DB and if it is necessary, it is able to post it to the 
other agents via ZigBee network using the plan SendData. 
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Fig. 4. Measure data capability 

6 Results and Discussion 

For sea waves height five different measurement methods were analyzed: using ultra-
sonic sensor, rheostat type sensor, accelerometer and gyroscope sensors, satellite  
photos and GPS data [5]. For data transmission from buoys to main station where 
analyzed different transmission methods and protocols, but most focused on mash 
type wireless networks and agent based communication methods [11],[15].  

For testing purposes experimental buoy sensory system was developed. The core 
component of the prototype is Arduino Mega platform with ATmega2560 microcon-
troller which operating at 16 MHz clock frequency, (Fig. 5 - 1). The experimental 
buoy system is powered by solar power supply, which also recharges Ni-Mh batteries, 
which allow buoy sensory system operate at the night (Fig. 5 - 3, 9, 10). Buoy status 
are shown on LCD display (Fig. 5 – 2). XBee Pro modules (Fig. 5- 4) implement 
communication via ZigBee protocol, which have 10mW transmission power and ac-
cording to the specifications, expected distance is about 1-1.5 km in the outdoor. 
Temperature measurements (underwater and weather) are implemented using 
DS18B20 sensors array connected in to the 1-wire network (Fig. 5 - 5). Data loging  
to MMC (Fig. 5 – 7). The wave height is measured using MPU6050 (Fig. 5 – 6)  
accelerometer/gyroscope and calculated by provided method. 

 

Fig. 5. Buoy electronic system prototype 
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The constructed prototype was placed in hermetic housing and tested in offshore 
Baltic Sea. The construction design and electronics solutions looks much promising: 
one buoy electronics cost only about 100 EUR, experimentally tested point to point 
network with 10mW Xbee modules in open sea have transmit distance for at least 900 
m (it is enough for building buoy mash type network). 

According to the Baltic Sea Monitoring Data Base [16] it was established hydro 
meteorological data collection mash type network, which allows the performance 
evaluation of each sensor node. This evaluation allows costal central station to dis-
tribute the agent performance according to the amount of required data. The Fig. 6 
shows the distribution of sensory nodes priorities using SOM neural network.   

 

Fig. 6. The distributed sensory nodes priorities using SOM neural network 

Each sensor node priority defines the importance of the measurements and the 
amount of data transmitted – i.e. sensor node with higher priority requires agent 
transmit larger amounts of data, which should allow more accurate assessment of the 
interested sea region. 

7 Conclusions 

This paper presents the possibilities of development the hydro meteorological data 
collection system (HMDCS) involving advanced technologies such as multi agent 
based interaction and data collection between several monitoring system’s nodes  
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(i.e. buoys) based on self-organizing maps (SOM). The construction design and elec-
tronics solutions of HMDCS looks much promising because of inexpensive, but relia-
ble Baltic Sea autonomous monitoring network (buoys), which would be able,  
continuously monitor and collect temperature, waviness, and other required data. The 
multi-agent type system was designed enabling to monitor the data from the costal-
based station with limited transition speed by setting different tasks for agent based 
buoy system according to the SOM. 
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Abstract. Fractal geometry is a useful tool for describing the complexity of struc-
tured data. However, fractal geometry does not substitute for other tools like sta-
tistics and should be used with other parameters for general analysis. Hence, the 
sensitivity to changes in complex data is studied here. For this purpose, samples 
with structured surfaces produced with different technologies and properties were 
measured and evaluated with many types of parameters. The parameters were 
compared and a selection of the results is presented in this article. 

1 Introduction 

Due to the continuously increasing pressure from competitors to improve the quality 
of products, there is a demand for objective measurement and control methods for 
materials, processes and production processes. However, it is almost impossible by 
conventional methods to describe many structures (e.g. defects, surfaces, cracks, time 
series from dynamic processes) because they are complex and irregular. One ap-
proach is the application of fractal geometry which is successfully used in science. 
Even though its applications in industry are quite rare and experimental, fractal ge-
ometry in conjunction with statistics, can be used as a useful and powerful tool for an 
explicit, objective and automatic description of production process data (laboratory, 
off-line and potentially on-line). Here, we carry out research into the mentioned tools 
on applications in industry [1 - 5]. For reliable usage of the methodology and analysis 
used, their properties and limitations have first to be defined. For this purpose we ana-
lysed 14 surfaces produced by 5 different processes and in different conditions, tab. 1. 
Fig. 1 shows 28 samples (with 14 surfaces). The samples were measured by 3 meth-
ods: by a surface roughness tester, by image-capturing with an electron microscope, 
and by image-capturing of metallographic samples using an optical microscope, fig. 
2. The measurements were analysed using the developed methodology with 30 pa-
rameters. This article focuses on data from a surface roughness tester. Data analyses 
from others measurement will be published later.  
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The aim of the research is; to compare standard and non-standard parameters, to 
find the optimal parameters for a complete analysis, and to specify the sensitivity to 
directionality of samples for these types of surfaces. 

Table 1. List of analysed samples with their production properties 

Sample Technology of surfaces production 

1 Polished surface to maximum gloss 

2 Ballotini (glass beads) blasting, grain size F120 (mean diameter 0.109 mm) 

3 Corundum blasting, grain size F36 (mean diameter 0.525 mm) 

4 Corundum blasting, grain size F12 (mean diameter 1.765 mm) 

5 Electro-erosion machining 29A 

6 Electro-erosion machining 42A 

7 Electro-erosion machining 54A 

8 Sandpaper, K400 

9 Emery cloth, 120 

10 Emery cloth, 80 

11 Vertical milling machine, milling cutter 20 mm, 120 rpm, feed 30 mm/min 

12 Grinding wheel, 98A 60 J 9 V C40 

13 Grinding wheel, 96A 36P 5V 

14 Vertical milling machine, milling cutter 20 mm, 120 rpm, feed 240 mm/min 

 

Fig. 1. Analysed samples with machined surfaces 



 Estimation of Fractal Dimension and Statistical Tools for Surface Evaluation 45 

 

 

Fig. 2. Measurement of samples, obtained data and analyses 

2 Methodology and Tools Used 

The unfiltered reading (raw data) from a surface roughness tester is called a profile 
(curve). The profile can be evaluated by various methods. The parameters obtained 
can be divided into three groups:   

ι) parameters of amplitude, useful for depth characterization (Std - Standard 
Deviation, Ra - Average Roughness, Rt - Maximum Roughness, Rz – 
Mean Roughness Depth, etc.). 

ιι) parameters of frequency,  used to describe surface profile spacing parameters 
and for corrugation frequency characterization (e.g. Sm - Mean Spac-
ing),  

ιιι) parameters of complexity and deformation, estimation of fractal dimension 
by Compass Dimension (Dc) [6,7,8], by EEE method [9] or Relative 
Length (LR) and Proportional Length (LP) of the profile.  

Average Roughness, Maximum Roughness, Mean Roughness Depth and Mean 
Spacing are surface profile parameters defined by standard ISO 4287-1997 [10]. 

Average Roughness (Ra) is also known as the Arithmetical Mean Roughness. The 
Average Roughness is the area between the roughness profile and its mean line, or the 
integral of the absolute value of the roughness profile height over the evaluation 
length: 
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(where l is the evaluation length, z is the deviation from the center line m, fig. 3). 
When evaluated from digital data, the integral is normally approximated by a trape-
zoidal rule: 
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(where n is the number of measurements). Graphically, the average roughness is 
the area (yellow in fig. 3) between the roughness profile and its centre line m divided 
by the evaluation length. In this field of research, a filtered profile is not being used. 
For this reason the Average Roughness is called Pa. 

 

 

Fig. 3. Parameters Ra, Rt, Rz, Sm; with the centre line m 

Maximum Roughness (Rt) also Maximum Height, or Total Roughness, is the verti-
cal distance from the deepest trough to the highest peak, fig. 3. For the unfiltered pro-
file, Maximum Roughness is denoted Pt. 

Mean Roughness Depth (Rz5) is the arithmetic mean of the single distance from the 
deepest trough to the highest peak from 5 sampling lengths (l1-l5), fig. 3. For the unfil-
tered profile, Mean Roughness Depth is denoted Pz5. 

Sm is the Mean spacing between peaks, now with a peak defined relative to the 
mean line. A peak must cross above the mean line and then cross back below it. If the 
width of each peak is denoted as Si, then the mean spacing is the average width of a 
peak over the evaluation length, fig 3: 
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The estimated Compass Dimension expresses the degree of complexity of the pro-
file by means of a single number [6]. A compass method [6,7,8] is based on measur-
ing the profile (curve) using different ruler sizes  (Fig. 4 A) according to the equation:  

 iiiii rrNrL ⋅= )()(       (4) 
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Where Li is the length in i-step of the measurement, ri is the ruler size and Ni is the 
number of steps needed for the measurement. If the profile is fractal, and hence the 
estimated fractal dimension is larger than the topological dimension, then the length 
measured increases as the ruler size is reduced. The logarithmic dependence between 
log2N(ri) and log2ri is called the Richardson-Mandelbrot plot (Fig. 4 B). The Compass 
Dimension is then determined from the slope s of the regression line: 
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For better comparison of the results, the dimension is multiplied by 1000 (DC 1000). 
The fractal dimension can also be estimated by a different method [7,8]. 

 

Fig. 4. Estimation of the fractal dimension by the compass method 

The rate of profile deformation can be evaluated from its Relative Length LR.  This 
fast and reliable method measures the ratio of the profile length lPIXEL (red curve in 
fig. 3) using the smallest ruler (1 pixel) rPIXEL and the length of the projection l (fig. 3) 
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l
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Another similar approach is to compute the Proportional Length of the profile LP. 
The Proportional Length is the ratio of the profile length measured with a defined  
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ruler lr (e.g. green line in fig. 4 A) and the length measured with the maximum ruler lr 

max (the length between the first and the last point of the profile)
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The EEE method (Evaluation of length changes with Elimination of insignificant 
Extremes) [9] stems from an estimation of the fractal dimension, so it measures 
changes of lengths in sequential steps. The method does not use a fixed “ruler” for its 
measurement in every step, but the line is defined by local extremes (maxima and 
minima). The method is based on length evaluation of a profile (curve or signal).  

The profile is defined by measured values and they are isolated points x1, x2, …, xn 
in the range z(x1), z(x2), …, z(xn). The points represent local extremes (maxima and 
minima). On the profile, unnecessary extremes are classified with a defined ruler and 
a new simplified function is defined by the remaining points. A relative length LR 1 of 
the new function is measured and the result is saved. 

The procedure for the elimination of insignificant extremes is applied to the simpli-
fied function (profile). The function obtained is also measured and the process is re-
iterated. The last function is formed from the global maximum and minimum of all 
functions, at which point the analysis is stopped. The steps i of the analysis are plotted 
against the computed relative lengths LR  i of the functions. The relation between the 
relative lengths LR  i and the steps of elimination i are evaluated by a suitable regres-
sion function that can be: a regression line, a quadratic function or a hyperbolic func-
tion. In the case of using a regression line, the dimension can be computed from the 
equation: 

 sDEEE +=1     (8) 

For better comparison of the results the dimension is multiplied by 1000 (DEEE 1000). 
More information can be found in [9]. 

3 Measurement of Samples 

The surface roughness tester Mitutoyo SV 2000 was used for taking measurements. 
All samples (2 samples with the same surface) were measured in 9 positions, each po-
sition in 3 directions, x, y, and transversely. The length of measurement is 4800 μm, 
and sampling interval is 0.5 μm. All data obtained is in the form of unfiltered profiles. 
A software tool for a data evaluation was developed in Matlab. 

4 Results 

The samples analyzed have clearly different structural characters. In fig. 1, the sam-
ples are ordered from smooth to the most structured surface (from the left to the 
right). The two upper lines represent the blasted and electro-eroded surfaces (random 
surfaces) and the two bottom lines represent the classically machined surfaces.  Fig. 5 
to fig. 9 show the results of the analyses for the surfaces from the measurement of the 
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profiles in one direction. A correlation between the chosen parameters is clearly visi-
ble (Pa, DEEE 1000, and LR). DC 1000 parameter correlates lower and Sm parameter does 
not correlate. To evaluate the parameters objectively, the Pearson's correlation coeffi-
cients were computed, see tab. 2 (the parameters are normally distributed). The aim is 
to specify the appropriate parameters for fast and reliable analysis for industrial data 
evaluation [1] (for example, production control or quality monitoring). Only the cho-
sen parameters should be used for a complete (global) analysis of the data in order to 
reduce processing time. Some parameters linearly correlate with others (they provide 
similar information about the data), tab. 2. If the situation is simplified and a linear 
correlation is assumed, we can specify suitable parameters for evaluation of these 
types of data as: Average Roughness, Pa (parameter of amplitude), Mean Spacing, 
Sm (parameter of frequency), Compass Dimension, DC 1000 (parameter of complexity 
and deformation). These 3 parameters provide diverse information about the data. 

A decisive number (a testing number, a quality number) is required in several ap-
plications. Only one number is evaluated from these 3 parameters by weight coeffi-
cients and can be compared with a specified quality scale. The weight coefficients 
have to be specified using an appropriate methodology [1, 2]. 

 

 

Fig. 5. Results of Pa parameter 

 

Fig. 6. Results of Sm parameter 
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Fig. 7. Results of fractal dimension estimation (DC 1000)  

 

Fig. 8. Results of fractal dimension estimation (DEEE 1000)  

 

Fig. 9. Results of relative length measurement (LR) 
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Table 2. Correlation coefficients of parameters 
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Standard Deviation,          Std 
[μm] 

0,92 0,92 0,90 0,74 0,37 0,98 0,99 1,00 1,00 

Average Roughness,         Pa 
[μm] 

0,92 0,92 0,89 0,74 0,37 0,98 0,98 1,00  

Maximum Roughness,       Pt 
[μm] 

0,93 0,93 0,92 0,79 0,34 0,99 1,00   

Mean Roughness Depth,  Pz5 
[μm] 

0,95 0,95 0,94 0,81 0,33 1,00    

Mean Spacing,                  Sm 
[μm] 

0,25 0,25 0,22 0,15 1,00     

Compass Dimension,  DC 1000 
[-] 

0,85 0,85 0,94 1,00      

EEE Dimension,      DEEE 1000 
[-] 

0,96 0,96 1,00       

Relative Length,                LR  
[-] 

1,00 1,00        

Proportional Length,         LP  
[-] 

1,00         

 
Measurements were taken at 9 different measurement points in the x, y and 

transverse direction for each of the 28 samples examined. This was done for all (9) 
methods presented.   

The mean values of the data obtained from individual samples of x-axis directions 
(μ1), Y-axis directions (μ2) and the transverse directions (μ3) were compared for each 
sample. Conformity of the mean values was tested by one-way analysis of variance 
(ANOVA) [11] at significance level α = 0.05 using Matlab software. Thus  

          3210 : μμμ ==H     (9) 
 01 : HnonH  

The test results are shown in tab. 3, where 0 means a rejection H0 and a benefit H1. 
1 does not constitute rejection H0.Samples 1 to 7 were prepared by technologies that 
produce random structures. Samples 8 to 14 were produced by a standard machining 
method that generates directionally visible structures (fig. 1). Samples 8, 9, 10, 12, 
and 13 have linearly oriented structures. Samples 11 and 14 have rotationally oriented 
structures, because of the milling technology. Parameters DC 1000, DEEE 1000, LR, and LP 
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show good results in recognition of the directionality. The only exception was for 
samples 11. These samples have a smooth rotationally-oriented structure that is iden-
tified as a random structure. 

Table 3. One-way analysis of variance (ANOVA), Null hypothesis: H0 
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1 A 1 1 1 1 1 1 1 1 1 
1 B 1 1 1 1 1 1 1 1 1 
2 A 1 1 1 1 1 1 1 1 1 
2 B 1 1 1 1 1 1 1 1 1 
3 A 1 1 1 1 1 1 1 1 1 
3 B 1 0 1 1 1 1 1 1 1 
4 A 1 1 1 1 1 1 1 1 1 
4 B 1 1 1 1 1 1 1 1 1 
5 A 1 1 1 1 0 1 1 1 1 
5 B 1 0 1 1 1 1 1 1 1 
6 A 0 1 1 1 1 1 1 1 1 
6 B 1 1 1 1 1 1 1 1 1 
7 A 1 1 1 1 1 1 1 1 1 
7 B 1 1 1 1 1 1 1 1 1 
8 A 1 1 1 1 0 0 0 0 0 
8 B 1 0 1 1 1 0 0 0 0 
9 A 1 1 1 1 0 0 0 0 0 
9 B 0 1 0 1 0 0 0 0 0 

10 A 1 0 1 0 0 0 0 0 0 
10 B 1 0 1 0 0 0 0 0 0 
11 A 1 1 1 1 0 1 1 1 1 
11 B 1 1 1 1 1 1 1 1 1 
 12 A 0 0 0 0 0 0 0 0 0 
12 B 1 1 1 1 0 0 0 0 0 
13 A 1 1 1 1 0 0 0 0 0 
13 B 1 1 1 1 0 0 0 0 0 
14 A 1 1 1 1 1 0 0 0 0 
14 B 1 1 1 1 1 0 0 0 0 

5 Conclusions 

The samples were measured by a surface roughness tester and analysed. Several  
parameters can be specified to evaluate these data types: Average Roughness, Pa (pa-
rameter of amplitude), Mean Spacing, Sm (parameter of frequency), Compass Dimen-
sion, DC 1000 (parameter of complexity and deformation). These 3 parameters provide 
diverse information about the data and can be used for a complete data analysis.  
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Parameters Compass Dimension (DC 1000), EEE Dimension (DEEE 1000), Relative 
Length (LR) and Proportional Length (LP) can be used for linear structure recognition 
of the presented data. Based on these results, it can be inferred that the tools 
represented here are suitable for surface description. 
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Abstract. Distribution functions are used for the description of energy distribu-
tion of elementary particles, atoms, and molecules in dynamic systems. These 
distribution functions depend on the energy of the system and on its properties. 
The paper focuses on the generalization of the relationships commonly used to 
study the statistical properties of particles in 3D space so that they become gen-
erally applicable onto an E-dimensional space. These relationships can then be 
applied e.g. for studying the properties of the particles in 2D and in 1D space. 

Two approaches are discussed to describe the classic (Maxwell Boltzmann) 
and quantum (Fermi-Dirac, Einstein-Bose) distribution functions. The first ap-
proach is based on standard theory of probability, the second one on the fractal 
theory. We have shown that both approaches lead to the same results for de-
fined boundary conditions. But the validity of the second one, i.e. the fractal 
approach, is much more general. 

Keywords: fractal physics, classic and quantum statistics, classical theory of 
statistics, fractal theory of statistics. 

1 Introduction 

Distribution functions can be conveniently used for the description of energy distribu-
tion of elements (elementary particles, atoms, molecules) in dynamic systems. These 
distribution functions depend on the energy (or temperature) of the system and on the 
the properties of the elements (distinguishability, spin). The paper focuses on the ge-
neralization of the relationships commonly used to study the statistical properties of 
particles in 3D (volume) so that they become generally applicable onto an E-
dimensional space. These relationships can then be applied, e.g. for studying the 
properties of the particles in 2D (such as surface effects), and in 1D space (e.g. quan-
tum wires). 

Two approaches are used to describe the classic (Maxwell Boltzmann) and quan-
tum (Fermi-Dirac, Einstein-Bose) distribution functions [1]. The first approach is 
based on the standard theory of probability, the second one on the fractal theory. It is 
shown that both approaches lead to the same results for defined boundary conditions. 
But the validity of the second one, i.e. the fractal approach, is much more general. 

According to it, the distribution function can be defined generally in E-dimensional 
space (motion in a straight line, the planar surface, in space ...). In this paper, the rela-
tionship between the fractal dimension D and the particle distribution functions (e.g. 
photon, electron, and molecule) is described. We also present how to derive all three 
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(classical and quantum) distribution functions under defined conditions from the gen-
eral fractal relationship. 

2 Energy Distribution Functions - Classical Approach 

The energy distribution function f(E) expresses the probability that a particle occupies 
certain energy state E. There are three distinctly different distribution functions in na-
ture. The first (Maxwell Boltzmann - MB) is used to describe the distribution of  
classic particles (e.g. molecules), the second and third ones are used to describe the 
distribution of quantum particles, fermions (Fermi-Dirac – FD) and bosons (Einstein-
Bose - EB).  

Let us start with the Maxwell Boltzmann distribution function (defined for iden-
tical but distinguishable particles) 

 [ ]TkEE
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MB /)(exp

1
)(

−
= . (1) 

The dependence of the molecule concentration n of an ideal gas on the energy E is an 
example of this classical approach 
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where g(E) is an energy distribution of possible states, 22
0 mv= EE −  is the kinetics 

energy, and 22 B
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sk TkmvE sk ==  is average kinetic energy of molecule, vsk is root-

mean-square speed, m is a molecule mass, and T is a thermodynamic  temperature. 
The Maxwell–Boltzmann speed distribution function is then [2] 
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By integrating of Eq. (2) we derive 

 Tnkp B= , (4) 

which is a relation defining the gas pressure (the ideal gas equation of unit volume of 
the gas respectively).  

Next, let us consider the Fermi Dirac distribution function (defined for identical 
indistinguishable particles with half integer spin - fermions)   
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 Statistics of Fractal Systems 57 

The dependence of the electron concentration n in a metals or semiconductors is an 
example of such quantum distribution function 
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where λν /0 hchEE ==−  is an energy of electrons with frequency ν and wave-

length λ. 
The distribution of density of energy wE of energy is then  
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where  Tnkw Bs =  is density of energy. 

Further, let us mention the Einstein-Bose distribution function (defined for iden-
tical indistinguishable particles with integer spin - bosons)   

 [ ] 1/)(exp
1

)(
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TkEE
Ef . (8) 

The dependence of the photon concentration n of thermal radiation on the energy E 
represents an example of such quantum distribution function: 
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λν /0 hchEE ==−  is an energy of photons with frequency ν and wavelength λ. 

The distribution of density of energy wE of energy is then Planck’s radiation law  
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where  Tnkw Bs =  is density of energy. More often are used the next formulations of 

Planck’s radiation law  

( )[ ] ( )[ ]1exp

π2

1exp

π2
d

d

d

d
33

32

−
=

−
===

kThc

h

kThc

hw

c

w
w ss

λλν
ν

λ
λ

νν . (11)
 

Considering 0d/dd/d 22
E == EwEw s  one can derive relation between the maximal 

wavelength of the function mm c νλ /=  and temperature Tm (so-called Wien’s dis-

placement law). The value m100941.5 3−×≈mmTνλ .  
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Other example is an Einstein model of specific heat 
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where )(EB Ef  is Einstein Bose distribution function (5). 

3 Fractal Approach 

3.1 Fractal Physical Field 

The following text allows unifying the description of the heat transfer proper-
ties assuming that structures transferring the heat are of fractal nature [3].  

In the previous papers [4] and [5], the density of quantity )(rρ  (e.g. mass density, 

density of electric charge, or density of heat radiation) was defined as 

 
EDKrcr −= N)(ρ , (13) 

where cN is an elementary quantity (e.g. mass unit, elementary charge or Boltzmann 
constant). 

Field intensity and potential of radial physical field can be calculated from terms  
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on the elementary cell dimension r. The last equations are very important for describ-
ing fractal physical fields not only with radial configuration but also in general cases. 
For a 3D space (E = 3), these equations then describe the spherical field for a point 
source of physical quantity (D = 0), the cylindrical field for line source (D = 1), the 
planar field for surface source (D = 2) and finally the volume field for homogeneously 
distributed sources (D = 3). 

The flow of energy can be derived from the density of quantity (13) and from the 
intensity of physical field (14) 
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The density of energy can be derived by similar  
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A special case takes place when the effective density of energy is for equipotential 
field 
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Then the frequency and the fractal dimension is connected by the following equa-
tion  
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where wα  is so called inverse coupling constant of energy density, v0 is the frequency 

for effective density of field, and λ0 is corresponding wave length. The fractal dimen-
sion can be from this equation derived as 
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3.2 Application to Thermal Field 

In this case, the physical quantity cN used in previous equations stands for elementary 
electric charge ( BN kc = ) and the material constant cV is proportional to the electric 

permittivity ( 2
BV kcc = ), see [6] and [7]. Application examples of mathematical eq-

uations (13), (14), (15) and (16) to thermal field are given in Table 1.  

Table 1. Physical quantities used for thermal field 
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It is defined by heat capacity, heat flow, and temperature. By combination of these 

quantities it is possible define other two: density of energy and flow of energy. These 
fractal quantities (with fractal dimension D) are generally defined in E-dimensional 

space, the unit of fractal measure [ ] 3m −−= DEK  was chosen so that the physical  
constants valid.  
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The dependence of density and flow of energy on the temperature can be evaluated 
by simple combination of equations from Table 1 
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4 Discussion of Statistics in E-dimensional Space 

4.1 The Heat Radiation in 3D 

Let’s first consider the properties of heat transfer in the three-dimensional space 
( 3=E ) just for the fractal dimensions of the heat source. This kind of heat transport 
occurs when the fractal dimensions lie in the interval 1,0∈D . In this case, the heat 

density (20) can be written using a generalised Planck radiation law 
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In this case, the inverse coupling constant (18) will be defined as 
0)1(w >−= DDα  (fractal structure is very sparse) and the distribution function will 

be Einstein – Bose: )1(1)(f EBEB −= αα  where coefficient EBα  represents the 

Boltzmann factor )(exp BEBw TkEΔ== αα  
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4.2 Heat Conduction and Heat Flow in 3D 

This kind of heat transport occurs when the fractal dimensions lie in the interval 
3,1∈D . In this case the )1( DD −  in Eq. (22) is negative and relation for energy 

density, which in this case represents the gas pressure, i.e. )()( rr TpTw = ), has to be 

rewritten into  

 ( ) 1

3

B1

3

rBr

)1(
1)(

−
−

−
−











 −−=
D

D

rD

D

cK

DDTk
TkKTp


, (24) 

where using the Moivre’s theorem  
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When the fractal dimension is D = 3 the Eq. (23) can be expressed as 
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where KNV AM =  is the molar gas volume, AB NkR =  is the molar gas constant, NA 

is the Avogadro constant, which represents the ideal gas equation. 
To describe the behaviour of real gases it is more practical to use the so-called 

compressibility factor. With the help of (24) and (26) it can be defined by the equa-
tion   
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In this case, the inverse coupling constant will be 0)1(w <−= DDα  (fractal 

structure is very thick) and the distribution function will be Fermi-Dirac: 
)1(1)(f FDFD += αα  where coefficient FDα  represents the Boltzmann factor 

)(exp BFDw TkEΔ=−= αα . Then the Eq. (24) can be rewritten to the form  
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4.3 Heat Conduction and Heat Flow in 2D 

This kind of heat transport occurs when the fractal dimensions lie in the interval 

2,0∈D . In this case the 2D−  in Eq. (22) is negative and relation for energy den-

sity, which in this case represents the e.g. gas pressure, i.e. )()( rr TpTw = ), has to be 

rewritten into  
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where using the Moivre’s theorem  
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In this case, the inverse coupling constant will be 1w =α . The distribution function 

will be constant; it means that all states on the surface have the same probability. 

4.4 Heat Conduction and Heat Flow in 1D 

This kind of heat transport occurs when the fractal dimensions lie in the interval 
1,0∈D . In this case the )1( +DD  in Eq. (22) is negative and relation for energy 

density, which in this case represents the gas pressure, i.e. )()( rr TpTw = ), has to be 

rewritten into  
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where using the Moivre’s theorem  
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In this case, the inverse coupling constant (18) will be defined as 
0)1(w >+= DDα  and the distribution function will be Einstein – Bose: 

)1(1)(f EBEB −= αα  where coefficient EBα  represents the Boltzmann factor 

)(exp BEBw TkEΔ== αα  
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5 Conclusion 

Fermion (electron) distribution function is occurring in 3D space for 3,1∈D , in 2D 

space for 2,0∈D  and in 1D space 1,0∈D . Then the coupling constant is defined 

in 3D as )1(w DD −=α  - it is less than zero, in 2D as 1w =α  and in 1D space as 

)1(w DD +=α  - it is higher than zero. 

Boson (photon) distribution function is occurred in 3D space for 1,0∈D , in 2D 

and 1D spaces not coupling constant defined. In 3D is this value equal to 
)1(w DD −=α  - it is higher than zero. 

The similar results can be obtained by analyzing of electrical field with focus to 
space charge limited currents [8] and entropy of fractal systems [9]. 



 Statistics of Fractal Systems 63 

Acknowledgements. This work was supported by the project from the Technology 
Agency of the CR (Grant TA03010548), and from “Centre for Materials Research at 
FCH BUT" No. CZ.1.05/2.1.00/01.0012 supported by ERDF. 

References 

[1] Beiser, A.: Perspectives of Modern Physics. McGraw-Hill, New York (1969) 
[2] Maxwell Boltzmann distribution, in Wikipedia,  

http://en.wikipedia.org/wiki/ 
Maxwell-Boltzmann_distribution 

[3] Mandelbrot, B.B.: Fractal Geometry of Nature. W. H. Freeman and Co., New 
York (1983) 

[4] Zmeskal, O., Nezadal, M., Buchnicek, M.: Fractal–Cantorian Geometry, Haus-
dorff Dimension and the Fundamental Laws of Physics. Chaos, Solitons & Frac-
tals 17, 113–119 (2003) 

[5] Zmeskal, O., Nezadal, M., Buchnicek, M.: Field and potential of fractal–
Cantorian structures and El Naschie’s ε(∞) theory. Chaos, Solitons & Fractals 19, 
1013–1022 (2004) 

[6] Zmeskal, O., Buchnicek, M., Vala, M.: Thermal Properties of bodies in fractal 
and cantorian physics. Chaos, Solitons & Fractals 25, 941–954 (2005) 

[7] Zmeskal, O., Vala, M., Weiter, M., Stefkova, P.: Fractal-cantorian geometry of 
space-time. Chaos, Solitons & Fractals 42, 1878–1892 (2009) 

[8] Zmeskal, O., Nespurek, S., Weiter, M.: Space-charge-limited currents: An  
E-infinity Cantorian approach. Chaos, Solitons & Fractals 34, 143–156 (2007) 

[9] Zmeskal, O., Dzik, P., Vesely, M.: Entropy of fractal systems, Computers and 
mathematics with applications (2013), doi:10.1016/j.camwa.2013.01.017 

 
 



Modelling Queues in Transportation Networks

Using P Systems
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Tř́ıda Svobody 26, 771 46, Olomouc, Czech Republic

zbynek.janoska@google.com
2 Department of Computer Science, VŠB – Technical university of Ostrava,

17. listopadu 15, 708 33 Ostrava – Poruba, Czech republic
jiri.dvorsky@vsb.cz

Abstract. This paper proposes variant of P system for passenger flow
modelling in transportation networks. Mobile membranes are used as
vehicles, which enable transportation of passengers within the network.
Performance of the system is shown on four examples, which examine the
queueing mechanisms and queue propagation in transportation networks.
Both artificial and real transportation systems are used in simulations
and results are discussed.

Keywords: P systems, mobile membranes, transportation, queue,
Prague Metro.

1 Introduction

Transportation has been a prominent topic in membrane computing for se-
veral years. P systems with symport/antiport rules were first introduced by
[12] and gained immediate attention in the community. The basic idea of sym-
port/antiport rules is to allow transportation of pairs of objects through the
membrane, either in the same or in different direction. Great number of research
articles were devoted to computational power of such systems (e.g. [1],[2],[5]).
P systems with carriers offer different approach to transportation in P systems
– objects are communicated through membranes using vehicles [11]. This model
however did not gain as much attention as symport/antiport rules. Yet another
approach to transportation was presented in [3] as P systems with transporta-
tion and diffusion channels. They allow transportation of objects between mem-
branes only if specific channels are present. Unlike in symport/antiport systems,
a single object can be communicated through membrane and unlike in P sys-
tems with carriers, transported objects are not bound with the vehicle. Recently,
an attempt to generalise communication strategies in P systems was presented
by [14].

In this paper we focus on modelling transport of passengers in transportation
network using mobile membranes as vehicles. Our primary aim is to develop
P system based model for passenger flow simulation in public transportation

I. Zelinka et al. (eds.), Nostradamus 2014: Prediction, Modeling and Analysis 65
of Complex Systems, Advances in Intelligent Systems and Computing 289,
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networks and we carry on with research initiated in our previous works [6,9].
In presented model, the communication of objects through membrane structure
is achieved using mobile membranes, not symport/antiport or carriers. This
formalization enables more expressive representation of modelled phenomena
and straightforward design of the model. Proposed model works with two types
of membranes. First type of membranes are stations, which are ordered in a
graph. Second type of membranes are vehicles, which are communicated between
the stations and carry passengers (multisets of objects).

This paper specifically focuses on mechanism of queues in transportation sys-
tems and several simulations, which explore the propagation of the queue in
network, are presented.

The paper is structured as follows: in section 2, a formal description of model
is given, in section 3, queueing mechanisms are examined on four examples.
Two examples are using hypothetical network and two are using Prague Metro
system, which was subject of simulation in previous work [9]. Section 4 discusses
some problems and limitations of proposed model and suggests future direction
of research. Section 5 contains short summary.

2 Model Description

There exist several levels of traffic modelling, ranging from macro-models, de-
scribing traffic flow only in terms of populations of object, to micro-models,
where every individual object in the system is examined in detail [7]. In mezo-
models, some parts of system are described in detail, while description of other
parts is simplistic. Such a model is suitable for focusing on certain part of traffic
flow phenomena, while retaining robust and computationally efficient. In passen-
ger flow modelling, meso-scale models enable detailed description of passenger
movement and behavior, while omitting unnecessary detailed description of ve-
hicle movement. This class of models is therefore recommended as most suitable
for passenger flow modelling [13].

With regards to this recommendation, proposed model is designed to capture
detailed behavior of passengers, while flow of vehicles is brief and simplistic.

Real world system consists of several components, which must be represented
in terms of P systems. Stations are considered as membranes. Network of sta-
tions is represented as a graph, similar to neural P systems [8]. Vehicles are
represented by membranes, but unlike classical membranes in P systems, they
are mobile - their position in the system changes as the system evolves. This evo-
lution is handled by a set of rules [10]. Finally, the passengers are represented
as objects. Their behavior follows set of rules, which change according to the
position of passengers (inside vehicle or at station). Two classes of membranes
– stations and vehicles – are recognized, with each of them serving different
purpose. Stations are ordered in a static graph structure, which is not evolved
during computation. Passengers enter and leave the system through stations.
Vehicles are mobile membranes (which can be created or dissolved at some of
the stations) and serve as the only mean of transportation for passengers. Vehi-
cles can be in two states – stopped or moving, which is denoted using membrane
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polarization. Passengers can enter or leave vehicles, while they are inside any
station and stopped. Movement between stations is not instantaneous and takes
some time, therefore all rules have time constant assigned to them and idea of
pending rules [4] is employed.

We believe this representation is very expressive – it is easy to see stations in
transportation systems as membranes, which are entered and left by passengers
– objects. Vehicles serve as membranes too – their function, same as function
of living membranes – is to protect its content and serve as a mean of selective
transportation (not all objects can enter the membrane and membrane can be en-
tered only on specific occasions). This expressiveness (compared to description
using i.e. set of differential equations, commonly used in transportation mod-
elling) together with massive parallelism of model – are two main advantages of
P systems for transportation modelling.

Formally, P systems for passenger flow simulation in public transportation
networks are following construct:

Π = (O, l, syn,R), (1)

where:

– O = {passenger{a,...,b}, empty}|a, b ∈ {l−{vehicle1, . . . , vehiclen}}} is a set
of objects, where passenger represents travelling passenger and empty rep-
resents empty seat inside a vehicle. To each passenger, a sequence {a, . . . , b}
is assigned. This sequence is an ordered sequence of all stations, which pas-
senger visits on his route from station a (current station) to station b (end
station of an individual route).

– l = {1, . . . , k, vehicle1, . . . , vehiclen} is a set of membranes with k stations
and n vehicles.

– syn ⊆ {(i, j, t)|i, j ∈ {l − {vehicle1, . . . , vehiclen}}, i �= j, t ∈ N} is a set of
synapses, representing topology of a network. Each synapse consists of two
labels of stations i, j and time t necessary to transport vehicle from station
i to station j.

– R is a set of rules, which describe the behavior of both types membranes
and objects inside them. In next sections, following notation will be used:
vehicle going to station k will be denoted by [k ]k, hence k is label of next,
not current station. Each vehicle can be in two states - stopped or moving.
Membrane polarization is used to distinguish between the two, therefore
moving vehicle to station k is denoted as [+k ]+k . Station with label m will
be denoted as (m )m. Default time necessary for application of every rule is
one time unit. Following set of rules is used to describe the evolution of the
system.

1. passenger{a,b,...,x} [a empty ]−a → [a passenger{b,...,x} ]−a is rule describ-
ing passenger entering a vehicle. Passenger, whose next stop is a enters a
vehicle going to station a, if there is an empty seat (empty) and the vehi-
cle is stopped (negative polarization). Once inside the vehicle, passengers
next station changes to b.
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2. [a passenger{a,b,...,x} ]−a → [a passenger{b,...,x} ]−a is rule describing
passenger staying inside a vehicle. Passenger, whose next stop is a and
who is already in a vehicle going to a, stays inside and his next stop
changes to b.

3. [a passenger{} ]−a → [a empty ]−a describes situation, where passenger
inside a vehicle has no next station, hence is in his final destination and
leaves the system. An empty object is created inside a vehicle.

4. [a passenger{b,c,...,x} ]−a → [a empty ]−a passenger{b,c,...,x} describes
passenger leaving the vehicle at transfer station. If passenger, whose next
stop is b, is inside vehicle going to a, he leaves the vehicle and empty
seat appears inside a vehicle. The passenger stays at the current station.

5. (i [j ]+j )i
t−→ (j [k ]−k )j is rule describing movement of vehicles in-

side a network. Moving vehicle at station i, whose next station is j, is
moved to station j, its next station is changed to k and the vehicle stops.
Application of the rule takes t time units.

6. (i [j ]−j )i → (i [j ]+j )i changes vehicle from stopped to moving state.

7. (i [ emptyn ]− )i → (i )i is rule describing situation, where vehicle
reaches its final destination (i.e. does not have next stop). Such a vehi-
cle is removed from the system (membrane is dissolved). empty objects
inside the membrane are removed from the system.

8. (i )i → (i [a emptyn ]−a )i is rule describing generation of vehicles
at start stations – vehicle going to station a is created at station i.
Inside a vehicle, there is n empty seats. The vehicle is stopped, therefore
passengers can enter the vehicle immediately.

9. (i )i → (i passenger{a,b,...,x} )i describes arrival of passenger to the
station i. For each passenger, who arrives at the station, a sequence of
stations to visit a, b, . . . , x is generated.

Schedule of vehicles is explicitly given for each of the start station. Global
clock for the whole system is assumed, and schedule for station is an array of
integers, denoting the time units from beginnining. Each time a global clock
reaches time in the schedule, new vehicle is created in the station. Distances
between stations are part of the membrane system definition, not part of the
schedule. One minute is used as a time unit in following simulations. The system
can not regulate the schedule of vehicles or numbers of generated passengers
during the computation – both schedule and membrane system are static.

Rules 1 to 4 and rule 6 are applied in the same computational step, with rule
4 having higher priority than rules 1 and 4. Priority relation exists between rules
1, 4 and 6: Rule 4 > Rules 1, 6. Prioritizing rule 4 allows all passengers to
first leave the vehicle and create empty seats, and than applying rules 1 (passen-
gers entering the vehicle) and 6 (changing the state of vehicle from stopped to
moving). Rules 2 (passengers staying inside vehicle) and 3 (passengers getting
out of vehicle at end stations) have no influence on applicability of other rules
and are applied in the same computational step.

Number n of empty seats inside a newly created vehicle is set to 500 in both
testing network and Prague Metro network.
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3 Results

Four simulations were conducted in order to test the performance of the model.
First two simulations use simple test network (see Fig. 1) and two use real net-
work of Prague Metro system (see Fig. 4). Aim of the simulations is to create
queues and to observe their propagation through the network. In all four sce-
narios, following methodology is employed: the topology of stations is given and
static. The generation of vehicles is governed by a schedule, which is a priori
known, as well as the numbers of passengers, generated at stations at given time.
The queues are created by inserting increased number of passengers to one of
the stations. The propagation of queues in network is observed with emphasis on
the behavior at transfer stations. From practical point of view, it is important
to know, whether a queue can “transfer” to different line, or whether it stays on
the line, where it was created.

The R project for statistical computing was used to perform simulations. Sev-
eral simulation were performed, however figures below show only one randomly
chosen simulation, since averaging leads to smoothed pattern, which does not
correspond with the behavior of every single simulation run.

3.1 Random End Station in Test Network

Test network consists of 17 stations, which are distributed along two lines –
lines A and B both have 7 stations with station in the middle being transfer
station. Distance between all consequent stations is 2 time units. Vehicles are
moving along lines A and B in both directions, which creates total of four lines:
A-original, A-reverse, B-original, B-reverse. The sequence of visited stations is
A1 – A2 – A3 – A4 – Transfer station – A5 – A6 – A7 – A8 for line A-original,
reverse order of stations for line A-reverse and similarly for lines B-original and
B-reverse. Capacity of vehicles is 500 seats and new vehicle is created at end
stations every four time units. At every time unit, m passengers are generated
at every station, where m is randomly taken from Poisson distribution with
mean 20. End stations for each generated passenger are randomly chosen from
all other stations in the system.

First simulation explores scenario, where at time step 500, 10 000 passengers
appears at station A1. End stations are generated randomly for all 10 000 pas-
sengers. Capacity of the vehicles is not sufficient to take in all the passengers
and as a result, the queue emerges. Results for selected stations are in Fig. 2.

Prior to insertion of passengers, the behavior of the system is cyclic and stable.
There are no queues emerging at any station. After insertion of 10 000 passengers
at station A1, a massive queue is instantly created. This queue is dissolved during
approximately 100 steps and the dissolution is linear. At station A2, the queue
is created gradualy, and its dissolution is very quick (16 steps). Time between
the creation and dissolution of the queue is slightly greater than at station A1.

At transfer station, the character of queue changes. Instead of increased num-
bers of passengers at station, a greater variability in their numbers is observable.
Dissolution of the queue takes almost 150 time units. After the transfer station,
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Transfer station

A 4

A 3

A 2

A 1

A 5

A 6

A 7

A 8

B 4

B 3

B 2

B 1

B 5

B 6

B 7

B 8

Fig. 1. Testing network

the queue dissolves at all stations in all directions. The behavior is stable and
cyclic at all stations (see station A5 in Fig. 2).

3.2 One End Station in Test Network

Second simulation uses the same network as first simulation and the only diffe-
rence is, that all 10 000 passengers generated at station A1 have end station A8
(at first simulation, the stations were generated randomly).

Results at stations A1 and A2 are identical as in first simulation (see Fig. 3),
but character of the queue at transfer station is different. Queue with the shape
of turned over letter V emerges. Length of the queue is 170 time units and its
dissolution is linear, once it reaches its peak. At station A5, the queue is still
present, however the numbers of waiting passengers are substantially lower (up
to 150 passengers, compared to 3 000 passengers at transfer station). Queue is
still observable at station A6, however at station A7, it is dissolved. At lines B
(stations B4 and B5 ), the queue was not observed.

In both simulations with test network, a propagation of the queue was ob-
served. In case of randomly chosen end stations, the queue propagated from
station A1 to transfer station, where it dissolved. In case of all 10 000 pas-
sengers travelling from station A1 to station A8, the queue was still present
after transfer station, however the numbers of waiting passengers were lower. In
neither scenario, transfer of the queue to another line was observed. This may
be due to randomly generated end stations for passengers from other stations.
Even if fully occupied vehicle enters stations B5 or B4, the numbers of passen-
gers travelling from these stations to outer part of the network are on average
lower than numbers of passengers traveling from other parts of the network to
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Fig. 2. Queues at selected stations for simulation 1
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Fig. 3. Queues at selected stations for simulation 2
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these stations (in these specific scenarios the number of passengers travelling
to these stations is on average 4.3 times bigger than the number of passengers
travelling from these stations to outer part of the system).

3.3 Simulations in Prague Metro system

Prague Metro system consists of three lines, labeled A (Dejvická – Depo Hos-
tivař), B (Zlič́ın – Černý Most) and C (Letňany – Háje), which intersect at
three stations (A–B - Můstek, A–C - Muzeum, B–C - Florenc). Prague Metro
consists of 53 stations in total and approximately 1.5 millions of people are trans-
ported every day. Trains are in service from approximately 4:40 a.m. to 24 a.m.
(midnight) and their frequency changes in time. In five-year periods, survey of
passenger occupancy is performed with last survey taking place at 2008. Prague
Public Transit Company provided detailed data about transit intensity, which
were used in this case study. Current (April 2013) schedule of trains was used
as basis for generation of trains at start stations. Estimation of passenger flow
during the day and preliminary results were published in [9].

Můstek

Muzeum

Florenc

Hlavńı nádraž́ı

Náměst́ı republiky

Staroměstská

Národńı ťŕıda

I.P. Pavlova

Náměst́ı ḿıru

Křǐźıkova

Vltavská

Dejvická

Zlič́ın

Háje

Depo Hostivǎr

Černý Most

Letňany

Studůlky

Rajská zahrada

Hradčanská

Fig. 4. Prague metro – schematic map

Both simulations explored situation, when increased number of passengers
travel from one part of a system to another. In first case, we inserted a huge
number of passengers to station Zlič́ın and set their end station as Černý Most
(passengers were transported through line B). In second simulation we explored
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Fig. 5. Insertion of 1 000 passengers to Zlič́ın station
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Fig. 6. Insertion of 10 000 passengers to Zlič́ın station
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Fig. 7. 5 000 fans going to the game
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Fig. 8. 10 000 fans going to the game
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somehow more realistic situation of football fans traveling from Prague main
train station (Hlavńı Nádraž́ı on map) to Hradčanská station near the football
stadium.

In first simulation, we examined queueing behavior in cases when 1 000 and
10 000 passengers are inserted to Zlič́ın station (see Figs. 5 and 6). Passengers
were introduced to the station at 16:00 and their end station was set to Černý
Most, therefore they were about to travel through whole line B. In case when
only 1 000 passengers were introduced to the system, the queue was dissolved
during 5 minutes and no propagation of the queue was observed, not even on
station immediately after the first station (Fig. 5 top right).

In case of 10 000 passengers inserted into the system, a massive queue prop-
agated through the whole system. On second station, only up to 100 passengers
were waiting in the queue, but at Můstek station, which is transfer station be-
tween lines A and B, there were almost 1 500 passengers in the queue and its
dissolution took 25 minutes (at the beginning, the queue was only 20 minutes
long). Last station, where the queue was observable, was Rajská zahrada sta-
tion, which is 23th and penultimate station on line B. In correspondence with
results on test network, transfer of the queue to other lines of the system was
not observed. Maximal number of passengers waiting in the queue was 1500 at
Můstek station, and the queue was observable yet one hour after it was created.
Another simulation where 5 000 passengers were introduced into the system was
performed. The queue had also up to 1 500 passengers at Můstek station and
was was observable up to 18th station on the B line (results are not show here
for the sake of brevity).

The second scenario explored the situation, when increased number of football
fans travels from Hlavńı Nádraž́ı (main train station) to Hradčanská station near
football stadium. 1 000, 5 000 and 10 000 passengers were introduced into the
system during 10 minutes long interval. This scenario is somehow different from
others, because passengers change trains at Muzeum station (main train station
is on line C, Hradčanská station is on line A).

Figures 7 and 8 show results of simulation for 5 000 and 10 000 fans. In case
of 1 000 fans, a small queue is observed on the second station, but is dissolves
during 5 minutes and does not appear in any other station.

In case of 5 000 fans, the queue propagates to Muzeum station (transfer
station) and then on new line. Increase of the number of passengers can be
seen at first three station (Hlavńı Nádraž́ı, Muzeum and Můstek). At station
Staroměstská, there is no sign of queue, as well as no queue is observable at
any other station on either of the lines. The same applies for situation, when 10
000 fans are introduced to the system., but on a greater scale. The shape of the
queue changes as it propagates. At first station, it grows rapidly and dissolves
slowly, at later stations the growth slows down and the dissolution is quicker.
Again, the queue is restricted to the route from main train station to the football
stadium and can not be seen at other lines.
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4 Discussion

Proposed model is designed to simulate transportation of passengers in trans-
portation networks, however can be seen in a more general way as a model of
transportation of objects inside a network. Proposed methodology differs from
ideas already known from P systems. P systems with symport/antiport rules
do not incorporate the idea of vehicles, which carry the objects between mem-
branes, P systems with carriers consider these vehicles to be objects, while more
realistic representation (with respect to transportation modelling) is to consider
them as membranes, which is approach presented in this paper. Primary aim
of this article is to simulate creation and propagation of queues inside networks
and computational power of proposed model is not examined. Main disadvan-
tage from computational point of view is need to store route for each individual
passenger. This is to make the model more realistic – passengers in public trans-
portation systems have a priori known origin and destination stations as well
as route which they need to take. If the model were to be used to examine flows
in network in general (like in the first two simulations in test network), differ-
ent approach could be used to set end stations of passengers (i.e. application of
rules describing passenger behavior – leaving the vehicle, staying in the vehicle
or changing vehicles – could be probabilistic). For the application in passen-
ger flow simulation, proposed model of assigning route to each passenger at the
beginning of his route seems to be the most expressive.

The model considers only two types of behavior of passengers – getting on
and off the train. Other types of behavior like waiting, changing the destination
or route during the trip etc. are not considered. More types of objects, which
are transported, can be included, but for current application the design of model
with one type of transported object is sufficient. Graph structure of stations is
static, but dynamic feature can be added through alternation of costs (i.e. time
intervals) between stations.

For real world applications, the crucial problem is the estimation of traffic
flow between the stations and its variation in time. In case of Prague Metro,
the flow between the stations is known, however the variation in time is not and
was estimated from train schedule (more on this topic in [9]). The results of
simulations in Prague Metro should therefore be taken with caution.

Unfortunately, it is not possible to compare the results of the simulation to
the real flow in Prague Metro, since only total number of passengers travelling
from station A to station B is known and not the distribution of the flow in time.
Simulations in both networks had the aim to examine queueing mechanisms in
networks and specifically the queue propagation in network. Queues were created
by adding great number of objects at one of the stations, but different approach
could be taken. One possibility would be to slowly increase the numbers of gene-
rated passengers over time, another to create queues at transport stations, where
flows from several directions meet. Results of simulations show two important
findings: the shape and length of the queue changes as it propagates; and the
queues do not transfer to other lines. Especially the second finding has a pra-
ctical value, because increased traffic on certain line does not require increased
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vehicle frequency on other lines. These findings are however restricted to the two
networks, which were examined and should not be generalized.

5 Summary

This paper proposes model for simulation of passenger flow in public transporta-
tion networks. Focus is on application of the model for real world phenomena and
not on computational power. The model uses different formalization of transport
than currently used variants of P systems and combines mobile membranes with
structuring membranes in a graph.

Four simulations are performed, two in test network with random flow of pas-
sengers and two in Prague Metro system using empirical data of traffic flow.
Simulations explore creation and propagation of queues inside a network. Ob-
served behavior in tested networks shows, that queues do not transfer to other
parts of network on transfer stations, however this behavior should not be gene-
ralized.

Proposed model is robust and simple and could be a valuable tool for explo-
ration of traffic flow in networks, not only public transportation systems, but in
any network, where objects are transported using vehicles with given schedules.
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vol. 7564, pp. 405–415. Springer, Heidelberg (2012)

7. Hoogendoorn, S.P., Bovy, P.H.L.: State-of-the-art of Vehicular Traffic Flow Mod-
elling. Delft University of Technology, Delft (2001)
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Abstract. In this paper a previous successful research on chaos enhanced  
particle swarm optimization algorithm (PSO) is expanded. The possibility of 
adaptive change of control parameters of chaotic systems that is used as a pseu-
do-random number generator for the velocity calculation in PSO algorithm is 
investigated. To evaluate the performance of newly designed algorithm the 
CEC´ 13 benchmark set was used.  

Keywords: Particle swarm optimization, chaos, Lozi map, PSO, Evolutionary 
algorithm. 

1 Introduction 

The Particle Swarm Optimization algorithm (PSO) [1 - 4] is one of the most widely 
used Evolutionary Computation Techniques (ECT’s). In past years it was proposed 
that the implementation of chaotic sequences as chaotic pseudo-random number gene-
rators (CPRNG’s) could significantly improve the performance of ECT’s such as PSO 
on many optimization tasks [5 -10]. In this research it is examined the effect of differ-
ent parameter setting of Lozi chaotic map on the CPRNG and subsequently on the 
performance of chaos enhanced PSO algorithm. Furthermore the tuned CPRNG is 
implemented into the previously designed adaptive multi-chaotic approach [9] as the 
second CPRNG. The performance of the proposed algorithm is tested at the CEC´13 
benchmark set. 

2 Particle Swarm Optimization Algorithm 

A brief description of PSO algorithm follows in this section. The PSO algorithm takes 
inspiration from the natural swarm behavior of birds and fish. It was firstly introduced 
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by Eberhart and Kennedy in 1995 [1]. Each particle in the population represents a 
candidate solution for the optimization problem that is defined by the cost function 
(CF). In each iteration of the algorithm, a new location (combination of CF parame-
ters) for the particle is calculated based on its previous location and velocity vector 
(velocity vector contains particle velocity for each dimension of the problem). 

According to the method of selection of the swarm or subswarm for best solution 
information spreading, the PSO algorithms are noted as global PSO (GPSO) or local 
PSO (LPSO). Within this research the PSO algorithm with global topology (GPSO) 
[6] was utilized. The chaotic PRNG is used in the main GPSO formula (1), which 
determines a new “velocity”, thus directly affects the position of each particle in the 
next iteration. 
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Where: 
vi

t+1
 - New velocity of the ith particle in iteration t+1. 

w – Inertia weight value. 
vi

t - Current velocity of the ith particle in iteration t. 
c1, c2 - Priority factors 
pBesti – Local (personal) best solution found by the ith particle.  
gBest - Best solution found in a population.  
xij

t - Current position of the ith particle (component j of dimension D) in iteration t.  
Rand – Pseudo random number, interval (0, 1). CPRNG is applied only here. 

 
The maximum velocity was limited to 0.2 times the range as it is usual. The new posi-
tion of each particle is then given by (2), where xi

t+1 is the new particle position: 
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Finally the linear decreasing inertia weight [3, 4] is used in the typically referred 
GPSO design that was used in this study. The dynamic inertia weight is meant to slow 
the particles over time thus to improve the local search capability in the later phase of 
the optimization. The inertia weight has two control parameters wstart and wend. A 
new w for each iteration is given by (3), where t stands for current iteration number 
and n stands for the total number of iterations. The values used in this study were 
wstart = 0.9 and wend = 0.4. 
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3 Lozi Chaotic Map 

The Lozi map is a simple discrete two-dimensional chaotic map. The map equations 
are given in (4). The typical parameter values are: a = 1.7 and b = 0.5 with the respect 
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4 Tuning Experiment 

In the first experiment, the impact of different control parameters on the performance 
of chaos enhanced PSO was examined. The goal was to improve the performance on 
multi-modal problems. For this reason the Rotated Schwefel’s Function (f(15)) from 
the CEC`13 Benchmark set [12] was used with dimension setting 10. Number of par-
ticles was set to 40 and number of iterations was 2500. The Lozi map parameters 
were changed with the step of 0.05 in following way: parameter a: from 1.3 to 1.7; 
parameter b: from 0.1 to 0.6. For the each combination 100 repeated runs of the 
chaos-embedded PSO algorithm were performed. 

For some parameter setting the Lozi map does no exhibit expected chaotic beha-
vior or the dynamics is reduced only to two-value sequence (bifurcation). However 
with respect to [13] all possible combinations in given range were tested. 

Summary of the mean results of tuning experiment is given in Table 1. The best re-
sult and corresponding parameters values are highlighted by bold. Based on the  
results of the first tuning experiment, the updated (tuned) CPRNG was constructed 
utilizing the Lozi map with following setting: a = 1.5 and b = 0.45. The x,y plot of 
tuned Lozi map is given in Fig. 3 (left). The distribution of CPRNG based on tuned 
Lozi map is given in Fig. 3 (right) and sample sequence of tuned CPRNG is depicted 
in Fig. 4. 

Table 1. Tuning experiment - mean results for f(15);100 runs 

a/b 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 

1.3 911 830 704 1344 1638 1569 1383 1389 1467 1356 1402 

1.35 851 820 716 665 1057 1497 1383 1437 1481 1391 1285 

1.4 753 703 689 676 655 838 1397 1416 1424 1229 1325 

1.45 658 715 724 713 547 617 593 1214 1373 1276 1270 

1.5 703 760 757 731 671 749 701 534 1203 1171 1217 

1.55 725 732 699 752 702 713 750 762 625 1118 1204 

1.6 679 826 737 701 643 807 657 643 692 745 1066 

1.65 761 680 756 681 760 798 715 706 812 708 685 

1.7 615 771 752 715 696 696 774 724 747 701 690 
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Table 2. The bold numbers represents the best mean results. Furthermore the perfor-
mance of pairs of algorithms is compared, where 1 stands for “win” of the “algorithm 
1” (the first from the pair - left); number 2 stand for “win” of algorithm 2 (the second 
from the pair - right) and 0 stands for draw. The final score is also given in Tables 1 
and 2 as a sum of points for wins (1 point) and draws (0.5 point). 

Table 2. Mean results comparison – Experiment 1 

f(x) GPSO GPSO Lozi 1 GPSO Lozi 2    A1 vs. A2 A1 vs. A3 A2 vs. A3 

f(1) -1.400E+03 -1.400E+03 -1.400E+03 0 0 0 

f(2) 1.599E+05 1.750E+05 7.729E+04 1 2 2 

f(3) 1.739E+06 7.130E+06 4.203E+06 1 1 2 

f(4) -7.450E+02 -8.150E+02 -2.130E+02 2 1 1 

f(5) -1.000E+03 -1.000E+03 -1.000E+03 0 0 0 

f(6) -8.890E+02 -8.900E+02 -8.920E+02 2 2 2 

f(7) -7.970E+02 -7.950E+02 -7.960E+02 1 1 2 

f(8) -6.800E+02 -6.800E+02 -6.800E+02 0 0 0 

f(9) -5.970E+02 -5.960E+02 -5.970E+02 1 0 2 

f(10) -5.000E+02 -4.990E+02 -5.000E+02 1 0 2 

f(11) -3.980E+02 -3.970E+02 -3.980E+02 1 0 2 

f(12) -2.870E+02 -2.880E+02 -2.910E+02 2 2 2 

f(13) -1.810E+02 -1.820E+02 -1.880E+02 2 2 2 

f(14) 1.420E+02 1.200E+02 1.600E+02 2 1 1 

f(15) 5.960E+02 7.280E+02 5.790E+02 1 2 2 

f(16) 2.010E+02 2.010E+02 2.010E+02 0 0 0 

f(17) 3.140E+02 3.130E+02 3.150E+02 2 1 1 

f(18) 4.340E+02 4.220E+02 4.260E+02 2 2 1 

f(19) 5.010E+02 5.010E+02 5.010E+02 0 0 0 

f(20) 6.020E+02 6.030E+02 6.020E+02 1 0 2 

f(21) 1.088E+03 1.093E+03 1.100E+03 1 1 1 

f(22) 1.000E+03 1.077E+03 1.049E+03 1 1 2 

f(23) 1.656E+03 1.660E+03 1.649E+03 1 2 2 

f(24) 1.205E+03 1.210E+03 1.207E+03 1 1 2 

f(25) 1.307E+03 1.309E+03 1.305E+03 1 2 2 

f(26) 1.355E+03 1.353E+03 1.333E+03 2 2 2 

f(27) 1.632E+03 1.637E+03 1.637E+03 1 1 0 

f(28) 1.747E+03 1.745E+03 1.762E+03 2 1 1 

Best: 11 10 13 Score: 16.5 : 11.5 14.5 : 13.5 9.0 : 19.0 
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According to results presented in Table 2, the PSO with tuned Lozi map based 
CPRNG (GPSO Lozi 2) managed to obtain the highest number of the best mean re-
sults (13) and in direct comparison outperformed the GPSO Lozi 1 version with the 
final score 19:9. Based on these results a second experiment was designed and is pre-
sented in the following section. 

6 Performance Experiment 2  

In this experiment the (optimized) tuned Lozi map is used as a part of multi-chaotic 
PSO approach [9], where two different CPRNGs are used and alternated. Initially the 
first CPRNG (gen1) is used until the stagnation of gBest value occurs for longer than 
1/10 of total number of iterations. At this point the first CPRNG is replaced (switched 
over) with the second CPRNG (gen2). For full details about this technique, please see 
[9]. During this second experiment the tuned Lozi map based CPRNGs was integrated 
into the multi-chaotic approach in following way: 

The CPRNG based on Lozi map with typical setting was used as gen1 and the 
tuned Lozi map based CPRNG served as gen2. This design is compared with the orig-
inal design [9] where the Lozi map with typical setting served as gen1 and CPRNG 
based on Burgers chaotic map [9,11] was employed as gen2. Therefore three PSO 
variants are compared in this experiment: 

• GPSO with single CPRNG (single-chaotic) based on tuned (optimized) Lozi map 
(a = 1.5, b =0.45) (see experiment 1); noted GPSO Lozi 2 

• Multi-chaotic GPSO; gen1 = Lozi (a = 1.7, b = 0.5) gen2= Lozi (a = 1.5, b = 0.45); 
noted GPSO Multi 1 

• Multi-chaotic GPSO; gen1 = Lozi (a = 1.7, b = 0.5) gen2= Burgers; Original design 
from [9]; noted GPSO Multi 2 

All algorithms were set identically to the performance experiment 1 as in the previous 
section. The mean results are summarized and presented in Table 3.  

According to results given in Table 3, it seems that using two CPRNGs based on 
similar map with different setting in the multi-chaotic scheme may prove effective for 
some types of optimization problems. Nevertheless the single-chaotic approach  
with the optimized CPRNG parameters structure has demonstrated overall the best  
performance. 

 
 
 
 
 
 
 



86 M. Pluhacek et al. 

Table 3. Mean results comparison  

f(x) GPSO Lozi2 GPSO Multi 1 GPSO Multi 2    A1 vs. A2 A1 vs. A3 A2 vs. A3 

f(1) -1.400E+03 -1.400E+03 -1.400E+03 0 0 0 

f(2) 7.729E+04 1.079E+05 1.367E+05 1 1 1 

f(3) 4.200E+06 1.894E+06 2.160E+06 2 2 1 

f(4) -2.130E+02 -8.210E+02 -7.820E+02 2 2 1 

f(5) -1.000E+03 -1.000E+03 -1.000E+03 0 0 0 

f(6) -8.920E+02 -8.910E+02 -8.930E+02 1 2 2 

f(7) -7.960E+02 -7.940E+02 -7.950E+02 1 1 2 

f(8) -6.800E+02 -6.800E+02 -6.800E+02 0 0 0 

f(9) -5.970E+02 -5.960E+02 -5.970E+02 1 0 2 

f(10) -5.000E+02 -5.000E+02 -4.990E+02 0 1 1 

f(11) -3.980E+02 -3.970E+02 -3.990E+02 1 2 2 

f(12) -2.910E+02 -2.840E+02 -2.860E+02 1 1 2 

f(13) -1.880E+02 -1.840E+02 -1.790E+02 1 1 1 

f(14) 1.600E+02 1.200E+02 1.370E+02 2 2 1 

f(15) 5.790E+02 6.930E+02 7.620E+02 1 1 1 

f(16) 2.010E+02 2.010E+02 2.010E+02 0 0 0 

f(17) 3.150E+02 3.140E+02 3.130E+02 2 2 2 

f(18) 4.260E+02 4.240E+02 4.270E+02 2 1 1 

f(19) 5.010E+02 5.010E+02 5.010E+02 0 0 0 

f(20) 6.020E+02 6.030E+02 6.020E+02 1 0 2 

f(21) 1.100E+03 1.100E+03 1.096E+03 0 2 2 

f(22) 1.049E+03 1.039E+03 1.036E+03 2 2 2 

f(23) 1.649E+03 1.773E+03 1.685E+03 1 1 2 

f(24) 1.207E+03 1.205E+03 1.205E+03 2 2 0 

f(25) 1.305E+03 1.310E+03 1.307E+03 1 1 2 

f(26) 1.333E+03 1.374E+03 1.350E+03 1 1 2 

f(27) 1.637E+03 1.660E+03 1.652E+03 1 1 2 

f(28) 1.762E+03 1.762E+03 1.762E+03 0 0 0 

Best: 15 10 11 Score: 17.0 : 11.0 15.0 : 13.0 11.5 : 16.5 

7 Conclusion 

In this initial research study the influence of Lozi chaotic map control parameter set-
ting on the performance of chaotic PSO algorithm was deeply investigated. In the first 
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experimental part the tuning experiment was evaluated. It seems that the setting of 
control parameter value may significantly alter the performance of PSO algorithm 
with CPRNG based on the Lozi map. According to the results of tuning experiment 
the performance experiment 1 was designed and the performance of PSO with tuned 
CPRNG was compared with canonical version and CPRNG with typical setting from 
literature. The performance of PSO algorithm was improved when the tuned CPRNG 
was used. 

Afterwards second performance experiment was designed to investigate the possi-
bility of using two “different” CPRNGs based on same chaotic map with different 
setting. According to presented data it seems that the adaptive change of Lozi map 
setting according to the performance of PSO is an interesting an promising way for 
future research. The future studies will focus on detailed clarification of change in 
behavior of particles according to the CPRNG setting and output sequences. Results 
presented in this study are very encouraging for future research in this area. 
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Abstract. In this paper a new approach for PSO algorithm driven by chaotic 
pseudorandom number generator is investigated. The ensemble learning method 
that has been successfully implemented in many evolutionary computational 
techniques is applied here for the selection of priority factors in the velocity 
calculations formula. The goal is to improve the performance of chaos driven 
PSO. The promising results are compared with previously published results of 
SPSO-2011 on the CEC´ 13 benchmark set.  

Keywords: Particle swarm optimization, chaos, PSO, Evolutionary algorithm, 
optimization, Ensemble learning. 

1 Introduction 

The Particle Swarm Optimization algorithm (PSO) [1, 2] is one of the most widely 
used Evolutionary Computation Techniques (ECT’s). The PSO is also one of the best 
known representatives of the “Swarm intelligence” [2]. The main area of application 
is in global optimization. In recent years, the demand for fast and effective optimizers 
is increasing and as a reaction for this, the PSO is intensively studied and regularly 
modified [3 - 9]. In this paper, two modern trends in ECTs modification are connected 
into a new PSO modification. The first one represents the Ensemble learning method 
that has been successfully used in Differential Evolution [10, 11]. The second modifi-
cation is the implementation of chaotic sequences as the chaotic pseudo-random num-
ber generators (CPRNG’s) for ECT’s [12 -19]. In this paper, the Ensemble of priority 
factors is implemented into PSO algorithm driven by CPRNG’s based on two chaotic 
systems: The Burgers map and Dissipative standard map. The performance of the 
proposed algorithm is tested on the CEC´13 benchmark set [20] and compared with 
the previously published results of state-of-art representative SPSO-2011 [21]. 
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2 Particle Swarm Optimization 

A brief description of PSO algorithm follows in this section. The PSO algorithm takes 
inspiration from the natural swarm behavior of birds and fish. It was firstly introduced 
by Eberhart and Kennedy in 1995 [1]. Each particle in the population represents a 
candidate solution for the optimization problem that is defined by the cost function 
(CF). In each iteration of the algorithm, a new location (combination of CF parame-
ters) for the particle is calculated based on its previous location and velocity vector 
(velocity vector contains particle velocity for each dimension of the problem). 

According to the method of selection of the swarm or subswarm for best solution 
information spreading, the PSO algorithms are noted as global PSO (GPSO) or local 
PSO (LPSO). Within this research the PSO algorithm with global topology (GPSO) 
[6] was utilized. The chaotic PRNG is used in the main GPSO formula (1), which 
determines a new “velocity”, thus directly affects the position of each particle in the 
next iteration. 
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Where: 
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 - New velocity of the ith particle in iteration t+1. 

w – Inertia weight value. 
vi

t - Current velocity of the ith particle in iteration t. 
c1, c2 - Priority factors 
pBesti – Local (personal) best solution found by the ith particle.  
gBest - Best solution found in a population.  
xij

t - Current position of the ith particle (component j of dimension D) in iteration t.  
Rand – Pseudo random number, interval (0, 1). CPRNG is applied only here. 

 
The maximum velocity was limited to 0.2 times the range as it is usual. The new posi-
tion of each particle is then given by (2), where xi

t+1 is the new particle position: 
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Finally the linear decreasing inertia weight [5, 7] is used in the typically referred 
GPSO design that was used in this study. The dynamic inertia weight is meant to slow 
the particles over time thus to improve the local search capability in the later phase of 
the optimization. The inertia weight has two control parameters wstart and wend. A new 
w for each iteration is given by (3), where t stands for current iteration number and n 
stands for the total number of iterations. The values used in this study were wstart = 0.9 
and wend = 0.4. 
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3 Ensemble Learning Implementation 

In this study the ensemble learning [10, 11] technique was used for the selection of 
priority factor values for each particle. Thus the priority factor values can be different 
for each particle in this design. 

As a first step within this new initial designed ensemble implementation, the vector 
of possible priority values is defined (4).  

 c = {0.2, 0.5, 1, 1, 2, 2, 2, 2} (4) 

Subsequently two expanded vectors c1 (5) and c2 (6) are created from c. These vectors 
contain priority factor values for each particle that are initially randomly selected 
from c. Where rc1-1 is the priority factor 1 for the first particle and rc1-n is the priority 
factor 1 for the last particle etc. During the run of the PSO algorithm the performance 
of each particle is evaluated repeatedly. If the best solution found by the particle 
(pBest) has not changed for five iterations, a new pair of priority factors for that par-
ticle has been generated otherwise the priority factors have retained. 

 c1 = {0.2, 0.5, 1, 1, 2, 2, 2, 2, rc1-1,…………,rc1-n} (5) 

 c2 = {0.2, 0.5, 1, 1, 2, 2, 2, 2, rc2-1,…………,rc2-n} (6) 

where: 
rc1 – randomly selected number from c 
rc2 – randomly selected number from c 
n – number of particles 

 
Definition of the vectors c, c1 and c2 is completed only once during the initial popula-
tion creation. The new priority factors during the search (learning) process are ran-
domly selected from c1 and c2 vectors. 

4 Chaotic Maps 

In this section two discrete dissipative chaotic systems (maps) are described. These 
two chaotic maps were used as CPRNG’s for the velocity calculation in PSO (See 
(1)). The choice was based on previous research [15 - 18] 

4.1 Burgers Chaotic Map 

The Burgers map (See Fig. 1) is a discretization of a pair of coupled differential equa-
tions The map equations are given in (7) with control parameters a = 0.75 and  
b = 1.75 as suggested in [19].  
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Fig. 1. x,y plot of Burgers map 

4.2 Dissipative Standard Map 

The Dissipative standard map is a two-dimensional chaotic map [19]. The parameters 
used in this work are b = 0.6 and k = 8.8 based on previous experiments [15-18] and 
suggestions in literature [19]. The x,y plot of Dissipative standard map is given in  
Fig. 2.The map equations are given in (8). 
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Fig. 2. x,y plot of Dissipative standard map 

5 Experiment Setup 

In this study, three different PSO variants with Ensemble of priority factors were 
comprised: 
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• GPSO with canonical pseudo random number generator – noted GPSO-E  
• GPSO with CPRNG based on Burgers map – noted GPSO-E Burger 
• GPSO with CPRNG based on Dissipative standard map – noted GPSO-E Disi 
 
The CEC`13 benchmark set [20] was evaluated for the dimension setting 10 with the 
population size 40 and number of iterations 2500. For comparison reasons with 
SPSO-2011 both mean and median gBest values were recorded [21]. 

6 Results 

In this section the results are summarized. Table 1 contains the median results for all 
PSO variants with Ensemble of priority factors. These median results are presented 
alongside the total number of the best results obtained. Furthermore the performance 
of pairs of algorithms is compared, where 1 stands for “win” of the “algorithm 1” (the 
first from the pair - left); number 2 stand for “win” of algorithm 2 (the second from 
the pair - right) and 0 stands for draw. The final score is also given in Table 1 as a 
sum of points for wins (1 point) and draws (0.5 point). 

In Table 2, the comparison of median results for the GPSO-E Burger and SPSO-
2011 is given. Furthermore an illustrative example of gBest mean history is depicted 
in Fig. 3. The bold numbers within all tables represents the best results. 

 

Fig. 3. Mean gBest history for f(14) – PSO variants with Ensemble of priority factors 
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Table 1. Median results comparison GPSO-E, GPSO-E Burger and GPSO-E Disi 

f(x) GPSO-E GPSO-E Burger GPSO-E Disi  A1 vs. A2 A1 vs. A3 A2 vs. A3 

f(1) -1.400E+03 -1.400E+03 -1.400E+03 0 0 0 

f(2) 6.828E+04 2.706E+05 8.939E+04 1 1 2 

f(3) 1.385E+05 8.310E+05 1.460E+05 1 1 2 

f(4) -7.950E+02 -7.940E+02 -9.510E+02 1 2 2 

f(5) -1.000E+03 -1.000E+03 -1.000E+03 0 0 0 

f(6) -8.890E+02 -8.900E+02 -8.900E+02 2 2 0 

f(7) -7.960E+02 -7.970E+02 -7.970E+02 2 2 0 

f(8) -6.800E+02 -6.800E+02 -6.800E+02 0 0 0 

f(9) -5.960E+02 -5.970E+02 -5.970E+02 2 2 0 

f(10) -4.990E+02 -4.990E+02 -4.990E+02 0 0 0 

f(11) -3.960E+02 -3.970E+02 -3.950E+02 2 1 1 

f(12) -2.870E+02 -2.870E+02 -2.880E+02 0 2 2 

f(13) -1.820E+02 -1.820E+02 -1.820E+02 0 0 0 

f(14) 1.640E+02 4.700E+01 1.770E+02 2 1 1 

f(15) 7.350E+02 8.750E+02 6.770E+02 1 2 2 

f(16) 2.010E+02 2.010E+02 2.010E+02 0 0 0 

f(17) 3.150E+02 3.140E+02 3.150E+02 2 0 1 

f(18) 4.200E+02 4.290E+02 4.220E+02 1 1 2 

f(19) 5.010E+02 5.010E+02 5.010E+02 0 0 0 

f(20) 6.030E+02 6.020E+02 6.020E+02 2 2 0 

f(21) 1.100E+03 1.100E+03 1.100E+03 0 0 0 

f(22) 1.171E+03 9.600E+02 1.078E+03 2 2 1 

f(23) 1.698E+03 1.601E+03 1.693E+03 2 2 1 

f(24) 1.209E+03 1.208E+03 1.206E+03 2 2 2 

f(25) 1.308E+03 1.305E+03 1.306E+03 2 2 1 

f(26) 1.317E+03 1.317E+03 1.400E+03 0 1 1 

f(27) 1.628E+03 1.640E+03 1.634E+03 1 1 2 

f(28) 1.700E+03 1.702E+03 1.700E+03 1 0 2 

Best: 12 14 12 Score: 12.0 : 16.0 12.0 : 16.0 13.0 : 15.0 

 
From Table 1, it follows that the highest number of best results was obtained by the 

GPSO-E Burger version. Consequently the performance of GPSO-E Burger was 
compared to the SPSO-2011 [21] (see Table 2). 
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Table 2. Median results comparison SPSO-2011 [21] and GPSO-E Burger 

f(x) SPSO-2011 GPSO-E Burger Difference 

f(1) -1.40E+03 -1.40E+03 0.00E+00

f(2) 6.79E+05 2.71E+05 4.08E+05

f(3) 4.37E+08 8.31E+05 4.36E+08

f(4) 4.99E+04 -7.94E+02 5.07E+04

f(5) -1.00E+03 -1.00E+03 0.00E+00

f(6) -8.57E+02 -8.90E+02 3.35E+01

f(7) -7.14E+02 -7.97E+02 8.34E+01

f(8) -6.79E+02 -6.80E+02 1.10E+00

f(9) -5.46E+02 -5.97E+02 5.10E+01

f(10) -5.00E+02 -4.99E+02 6.00E-01

f(11) -1.70E+02 -3.97E+02 2.27E+02

f(12) -6.52E+01 -2.87E+02 2.22E+02

f(13) 2.28E+02 -1.82E+02 4.10E+02

f(14) 7.16E+03 4.70E+01 7.11E+03

f(15) 8.02E+03 8.75E+02 7.15E+03

f(16) 2.02E+02 2.01E+02 1.00E+00

f(17) 6.11E+02 3.14E+02 2.97E+02

f(18) 6.91E+02 4.29E+02 2.62E+02

f(19) 5.37E+02 5.01E+02 3.62E+01

f(20) 6.23E+02 6.02E+02 2.07E+01

f(21) 1.54E+03 1.10E+03 4.36E+02

f(22) 9.72E+03 9.60E+02 8.76E+03

f(23) 1.13E+04 1.60E+03 9.66E+03

f(24) 1.34E+03 1.21E+03 1.36E+02

f(25) 1.50E+03 1.31E+03 1.97E+02

f(26) 1.63E+03 1.32E+03 3.11E+02

f(27) 2.98E+03 1.64E+03 1.34E+03

f(28) 1.80E+03 1.70E+03 9.80E+01

7 Conclusion 

In this initial research study altogether three different version of PSO with global 
topology and ensemble of priority factors were tested and compared on the CEC`13 
benchmark suite. From Table 1, it follows that the highest number of the best results 
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was obtained by means of version with CPRNG based on Burgers map. However it 
seems that for many benchmark test problems the performance of all three versions is 
similar or very comparable. The overall best performing version GPSO-E Burger is 
compared in Table 2 with the state-of-art representative SPSO-2011. It is clear that 
for the majority of benchmark functions, the performance of GPSO-E Burger is supe-
rior to the performance of SPSO-2011. The median values are used given that there 
are no mean values presented in the original SPSO-2011 results paper [21]. It seems 
that through utilization of the ensemble of priority factors it is possible to achieve 
good performance of chaos driven PSO algorithm on the given benchmark set. Future 
research will focus on different approaches for ensemble implementation, further on 
testing of higher dimensional settings and finally on the comparisons with different 
promising state-of-art representatives of PSO algorithm. 
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Abstract. This research deals with the hybridization of the two softcomputing 
fields, which are chaos theory and evolutionary computation. This paper aims 
on the deeper investigations on the multi-chaos-driven evolutionary algorithm 
Differential Evolution (DE) concept. This research is aimed at the embedding 
and alternating of set of two discrete dissipative chaotic systems in the form of 
chaos pseudo random number generators for the DE. In this paper the novel ini-
tial concept of DE/rand/1/bin strategy driven alternately by two chaotic maps 
(systems) is deeply investigated in terms of determining the optimal switching 
moment of two different chaotic systems. From the previous research, it follows 
that very promising results were obtained through the utilization of different 
chaotic maps, which have unique properties with connection to DE. The idea is 
then to connect these two different influences to the performance of DE into the 
one multi-chaotic concept. Repeated simulations were performed on the se-
lected shifted benchmark function in higher dimensions. Finally, the obtained 
results are compared with canonical DE. 

Keywords: Differential Evolution, Deterministic chaos, Dissipative systems. 

1 Introduction 

This research deals with the hybridization of the two softcomputing fields, which are 
chaos theory and evolutionary computation techniques (ECT’s). These days the evo-
lutionary algorithms (EA’s) are known as powerful tool for almost any difficult and 
complex optimization problem. Differential Evolution (DE) [1] is one of the most 
potent heuristics available. 

A number of DE variants have been recently developed with the emphasis on adap-
tivity/selfadaptivity [2], ensemble approach [3] or utilization for discrete domain 
problems. Together with this persistent development in such mainstream research 
topics, the basic concept of chaos driven DE have been introduced. 
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Recent research in chaos driven heuristics has been fueled with the predisposition 
that unlike stochastic approaches, a chaotic approach is able to bypass local optima 
stagnation. This one clause is of deep importance to evolutionary algorithms. A chao-
tic approach generally uses the chaotic map in the place of a pseudo random number 
generator [4]. This causes the heuristic to map unique regions, since the chaotic map 
iterates to new regions. The task is then to select a very good chaotic map as the 
pseudo random number generator. 

Several papers have been recently focused on the connection of DE and chaotic 
dynamics either in the form of hybridizing of DE with chaotic searching algorithm [5] 
or in the form of chaotic mutation factor and dynamically changing weighting and 
crossover factor in self-adaptive chaos differential evolution (SACDE) [6].  

Nevertheless the focus of our research is the direct embedding of chaotic systems 
in the form of chaos pseudo random number generator (CPRNG) into the DE 
(ChaosDE) [7] and the deeper investigation on the influence of natural chaotic dy-
namics implementation into evolutionary algorithm to its overall performance. 

Also the PSO (Particle Swarm Optimization) algorithm with elements of chaos was 
introduced as CPSO [8]. The concept of ChaosDE proved itself to be a powerful heu-
ristic also in combinatorial problems domain [9]. At the same time the chaos embed-
ded PSO with inertia weigh strategy was closely investigated [10], followed by the 
introduction of a PSO strategy driven alternately by two chaotic systems [11]. Recent-
ly the chaos driven firefly algorithm has been introduced [12]. 

The organization of this paper is following: Firstly, the motivation for this research 
is proposed. The next sections are focused on the description of the concept of chaos 
driven DE and the used test function. Results and conclusion follow afterwards. 

2 Motivation 

This research is an extension and continuation of the previous successful initial expe-
riment with chaos driven DE (ChaosDE) [13], [14] with test functions in higher di-
mensions. In this paper the concept of DE/rand/1/bin strategy is deeply investigated in 
terms of determining the optimal switching moment of two different driving chaotic 
systems. To be more precise this research is focused on the influence of the time, 
when two different CPRNGs are alternated to the performance of DE.  

From the previous research it follows, that very promising results were obtained 
through the utilization of Delayed Logistic, Lozi, Burgers and Tinkerbell maps. The 
last two mentioned chaotic maps have unique properties with connection to DE: 
strong progress towards global extreme, but weak overall statistical results, like aver-
age cost function (CF) value and std. dev., and tendency to premature stagnation. 
While through the utilization of the Lozi and Delayed Logistic map the continuously 
stable and very satisfactory performance of ChaosDE was achieved. The idea is then 
to connect these two different influences to the performance of DE into the one multi-
chaotic concept. 
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3 Differential Evolution 

DE is a population-based optimization method that works on real-number-coded indi-
viduals [1]. DE is quite robust, fast, and effective, with global optimization ability. It 
does not require the objective function to be differentiable, and it works well even 
with noisy and time-dependent objective functions. Due to a limited space and the 
aims of this paper, the detailed description of well known DE algorithm basic prin-
ciples is insignificant and hence omitted. Please refer to [1], [16] for the detailed de-
scription of the used DERand1Bin strategy (both for ChaosDE and Canonical DE) as 
well as for the complete description of all other strategies. 

4 The Concept of ChaosDE 

The general idea of ChaosDE and CPRNG is to replace the default pseudorandom 
number generator (PRNG) with the discrete chaotic map. As the discrete chaotic map 
is a set of equations with a static start position, we created a random start position of 
the map, in order to have different start position for different experiments (runs of 
EA’s). This random position is initialized with the default PRNG, as a one-off rando-
mizer. Once the start position of the chaotic map has been obtained, the map gene-
rates the next sequence using its current position. 

4.1 Chaotic Maps 

This section contains the description of discrete dissipative chaotic maps used as the 
chaotic pseudo random generators for DE. In this research, direct output iterations of 
the chaotic maps were used for the generation of real numbers in the process of cros-
sover based on the user defined CR value and for the generation of the integer values 
used for selection of individuals. Following chaotic maps were used: Burgers (1), and 
Lozi map (2). 

The Burgers mapping is a discretization of a pair of coupled differential equations 
which were used by Burgers [13] to illustrate the relevance of the concept of bifurca-
tion to the study of hydrodynamics flows. The map equations are given in (4) with 
control parameters a = 0.75 and b = 1.75 as suggested in [14]. 
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The Lozi map is a discrete two-dimensional chaotic map. The map equations are 
given in (5). The parameters used in this work are: a = 1.7 and b = 0.5 as suggested in 
[14]. For these values, the system exhibits typical chaotic behavior and with this pa-
rameter setting it is used in the most research papers and other literature sources. 
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Function minimum: Position for En: (x1, x2…xn) = s; Value for En: y = 0 
Function interval: <-30, 30>. 

Where si is a random number from the 90% range of function interval; s vector is 
randomly generated before each run of the optimization process. 

The novelty of this research represents the simulation of the DE performance de-
pendency on switching of the driving chaotic systems.  

In this paper, the canonical DE strategy DERand1Bin and the Multi-Chaos DE-
Rand1Bin strategy driven alternately by two different chaotic maps (ChaosDE con-
cept) were used. Parameter settings for both canonical DE and ChaosDE were ob-
tained analytically based on numerous experiments and simulations (see Table 1). 

Table 1. Parameter set up for canonical DE and ChaosDE 

DE Parameter Value 

Popsize 75 

F 0.8 

Cr 0.8 

Dimensions 30 

Generations 1500 

 
Investigation on the moment of manual switching over between two driving chao-

tic maps represents the main aim of this paper. 
Experiments were performed in the combined environments of Wolfram Mathema-

tica and C language, canonical DE therefore used the built-in C language pseudo 
random number generator Mersenne Twister C representing traditional pseudorandom 
number generators in comparisons. All experiments used different initialization,  
i.e. different initial population was generated in each run of Canonical or Chaos  
driven DE. 

6 Experiment Results 

This initial research utilizes the maximum number of generations fixed at 3000 gener-
ations. This allowed the possibility to analyze the progress of DE within a limited 
number of generations and cost function evaluations.  

The statistical results of the experiments are shown in Table 2, which represent the 
simple statistics for cost function (CF) values, e.g. average, median, maximum values, 
standard deviations and minimum values representing the best individual solution for 
all 50 repeated runs of canonical DE and several versions of ChaosDE and Multi-
ChaosDE. 
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Table 3 compares the progress of several versions of ChaosDE, Multi-ChaosDE 
and Canonical DE. This table contains the average CF values for the generation  
No. 750, 1500, 2250 and 3000 from all 50 runs. The bold values within the both 
Tables 2 and 3 depict the best obtained results. Following versions of Multi-ChaosDE 
were studied: 

• Burgers-Lozi-Switch-500: Start with Burgers map CPRNG, switch to the Lozi map 
CPRNG after 500 generations. 

• Burgers-Lozi-Switch-1500: Start with Burgers map CPRNG, switch to the Lozi 
map CPRNG after 1500 generations. 

• Lozi-Burgers-Switch-500: Start with Lozi map CPRNG, switch to the Burgers map 
CPRNG after 500 generations. 

• Lozi-Burgers-Switch-1500: Start with Lozi map CPRNG, switch to the Burgers 
map CPRNG after 1500 generations. 

The graphical comparison of the time evolution of average CF values for all 50 
runs of ChaosDE/Multi-ChaosDE and canonical DERand1Bin strategy is depicted in 
Fig. 5. Finally the Figures 6 – 10 confirm the robustness of Multi-ChaosDE in finding 
the best solutions for all 50 runs. 

Obtained numerical results given in Tables 2 and 3 and graphical comparisons in 
Figures 5 - 10 support the claim that all Multi-Chaos versions have given better over-
all results in comparison with the canonical DE version. From the presented data it 
follows that Multi-Chaos DE versions driven from the start by Lozi map and followed 
by the Burgers Map have given the best overall results. 

Table 2. Simple results statistics for the shifted Ackley’s original function – 30D 

DE Version Avg CF Median CF Max CF Min CF StdDev 

Canonical DE 3.809154 3.81851 4.644817 3.073961 0.400671 

Burger-Lozi-Switch-500 0.000822 0.00073 0.002665 0.000145 0.000532 

Burger-Lozi-Switch-1500 0.018648 1.73E-05 0.931305 3.91E-06 0.131703 

Lozi-Burger-Switch-500 0.11797 4.51E-07 1.501747 8.05E-08 0.362244 

Lozi-Burger-Switch-1500 1.57E-05 1.1E-05 5.54E-05 2.23E-06 1.3E-05 

Table 3. Comparison of progress towards the min. for the shifted Ackley’s original function  

DE Version 

Generation No.

750 

Generation No.

1500 

Generation No.

2250 

Generation No. 

3000 

Canonical DE 12.98826 8.475582 5.534645 3.809154 

Burger-Lozi-Switch-500 2.836886 0.202722 0.010288 0.000822 

Burger-Lozi-Switch-1500 1.504561 0.022077 0.01887 0.018648 

Lozi-Burger-Switch-500 4.366281 0.137792 0.118069 0.11797 

Lozi-Burger-Switch-1500 7.747079 1.597677 0.003364 1.57E-05 
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Fig. 5. Comparison of the time
and all four versions of Multi-C
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Fig. 9. Comparison of the tim
sion: Lozi- Burgers -Switch-15
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7 Conclusion 

In this paper, the novel concept of multi-chaos driven DERand1Bin strategy was more 
deeply analyzed and compared with the canonical DERand1Bin strategy on the se-
lected benchmark function in higher dimension. Based on obtained results, it may be 
claimed, that the developed Multi-ChaosDE gives considerably better results than 
other compared heuristics. 

The novelty of this research represents the deeper investigation and simulation of 
the DE performance dependency on switching of the two driving chaotic systems. 

For the both Burgers-Lozi-Switch versions the progressive Burgers map CPRNG 
secured the faster approaching towards the global extreme from the very beginning of 
evolutionary process. The very fast switch over to the Lozi map based CPRNG 
(Burgers-Lozi-Switch-500 version) helped to avoid the Burgers map based CPRNG 
weak spots, which are the weak overall statistical results, like average CF value and 
std. dev.; and tendency to stagnation. The aforementioned weak spots of the Burgers 
map based CPRNG have fully revealed in the case of later alternating of both maps. 
The initial faster convergence (starting of evolutionary process) and subsequent con-
tinuously stable searching process without premature stagnation issues are visible 
from Fig. 5 (red and green lines).  

Through the utilization of Lozi-Burgers-Switch versions, the strong progress to-
wards global extreme given by Burgers map CPRNG helped to the evolutionary 
process driven moderately from the start by mans of Lozi map CPRNG to achieve the 
best avg. CF and median CF values. The moment of switch (at 500 and 1500 genera-
tions) is clearly visible from Fig. 5 (magenta and black lines). From the results, it 
seems that it is better to keep the Lozi map based CPRNG for more generations to 
ensure the stable searching process. These versions were able to reach the best indi-
vidual minimum and median CF values. 

Future plans are including the testing of combination of different chaotic systems 
as well as the adaptive switching and obtaining a large number of results to perform 
statistical tests. 
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Department of Computer Science, VSB - Technical university of Ostrava,
17. listopadu 15/2172, 708 33 Ostrava - Poruba, Czech Republic

{lenka.skanderova,adam.rehor.st}@vsb.cz

Abstract. Differential evolution is one of the great family of evolu-
tionary algorithms. As well as all evolutionary algorithms differential
evolution uses pseudorandom numbers generators in many steps of algo-
rithm. In this paper we will compare pseudorandom numbers generators
as Mersenne Twister, Crypto Random, Random number generator in Mi-
crosoft .NET System.Random class, Visual Studio 2010, Multiply-with-
carry, Xorshift and chaotic numbers generators as Logistic map, Arnold
Cat Map and Sinai. The main goal of this paper is compare these pseu-
dorandom numbers generators and chaotic numbers generators from the
view of differential evolution convergence’s speed to the global minimum.

1 Introduction

Evolutionary algorithms (EAs) are based on three basic principles – natural
selection, crossing and mutation. They work with the population of individuals.
Individuals are created by their parameters and fitness value, which says how
this individual is good in the population. At the beginning the population is
generated randomly, that means that parameters of individuals are generated
in their bounds randomly [1]. For this step EAs need pseudorandom numbers
generators as well as in crossing etc.

In [2] authors describe the embedding of Lozi map as the generator of pseu-
dorandom numbers in DE, where Schwefel’s function with higher dimensions
has been used as the testing function. In [3] authors use three different chaotic
attractors – Dissipative standard map, Lozi map and Arnold Cat map as the
pseudorandom numbers generators in Particle Swarm Optimization (PSO) algo-
rithm. Two chaotic attractors used as the pseudorandom numbers generators in
PSO algorithm – the initial study has been described in [4]. Authors of [5] deal
with the question if evolutionary algorithms really require randomness. In [6]
authors study DE driven by selected six chaotic systems in the task of reactor
geometry optimization. Paper [7] mentions chaos driven DE with Lozi Map in
the task of chemical reactor optimization and in [8] authors deal with impact
of various chaotic maps on the performance of chaos enhanced PSO Algorithm
with inertia weight.

I. Zelinka et al. (eds.), Nostradamus 2014: Prediction, Modeling and Analysis 111
of Complex Systems, Advances in Intelligent Systems and Computing 289,
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2 Differential Evolution (DE)

DE has been used at first by Ken Price and Rainer Storm in 1995 [1].

Parameters Exact principle of DE is described for example in [1]. The quality
of DE is influenced by it’s control parameters:

– Number of population - NP says how many individuals will be in one pop-
ulation. (Suggestion value is 10D.)

– Problem dimension - D means the number of cost function arguments.
– Generations - Generations set the number of evolution cycles.
– Crossing threshold - CR may have value from 0 to 1. (Suggestion value is

0,8 - 0,9.)
– Mutation constant - F - may have value from 0 to 2. (Suggestion value is

0,3 -0,9.)

In present time, there are many improved algorithms of DE, for example in [9]
authors speak about a Taguchi-crossover differential evolution (TCDE), in [10]
authors mention a prediction adaptive grouping differential evolution (AGDE)
and in [11] a modified differential evolution algorithm (MDE) is described. In
this research we will deal with DE called DE/rand/1/bin.

3 Pseudorandom Numbers Generators

3.1 Mersenne Twister (MT)

Mersenne Twister (MT) has been proposed by Makoto Matsumoto and Takuji
Nishimura in 1997. It is mentioned that Mersenne Twister (MT) is a modification
of a Twisted Generalized Feedback Shift Register (TGFSR). It has a long period
– 219937 − 1 and a 623 dimensional equidistribution up to 32-bit accuracy [12].

MT is very popular and it is used in many areas of research, for example
in [13], where Mersenne Twister hardware implementation for the Monte Carlo
Localization Algorithm has been described. In [14], where Makoto Matsumoto is
one of the author, variants of MT suitable for graphic processors are mentioned.
MT is used in [15] as one of the pseudorandom numbers generators for massively
parallel simulations on GPU. In [16] authors mention MT in connection with de-
terministic parallel random-number generation for dynamic-multithreading plat-
forms.

3.2 Microsoft .NET System.Random class, Visual Studio 2010, (VS
2010)

As we can read in [17] pseudorandom numbers are chosen from a finite set of
numbers. This pseudorandom numbers generator is based on Donald E. Knuth’s
subtractive random number generator algorithm, see [18].

Authors mention that this pseudorandom numbers generator starts with a
seed value. This seed is time-dependent, because it is the way how to produce
different sequences of numbers [17].
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3.3 Crypto Random

This pseudorandom numbers generator is an improvement of pseudorandom
number generator of Microsoft .NET System.Random class in Visual Studio
2010 and it has been used in our research as experimental. Code of this pseudo-
random numbers generator is described in [19].

3.4 Multiply-with-Carry (MWC) and Xorshift

The author of both pseudorandom numbers generators is G. Marsaglia. It is
commonly known that G. Marsaglia is an author of the famous Mother of all
random numbers generators, which produces uniformly distributed pseudoran-
dom 32-bits values. Its period is then 2250.

Big advantage of Xorshift is its speed. It generates numbers very fast, see [20]
and [21]. Xorshift produces a sequence of 232− 1 integers, or sequence of 264 − 1
pairs x, y or a sequence of 296 − 1 triples x, y, z by means of repeated use of a
simple computer construction [22].

MWC can generate sequences of random numbers with great periods from 260

to 22000000 very fast, see [23] and [24].

4 Discrete Chaotic Systems as Pseudorandom Numbers
Generators in Evolutionary Algorithms

In recent time discrete chaotic systems have been used as the generators of pseu-
dorandom numbers in EAs. In [25] chaotic differential evolution algorithm based
on competitive coevolution is described. Other researchers deal with evolution-
ary synthesis of chaotic systems in [26] and in [27] deal with symbolic regression
of deterministic chaos systems using GPA-ES system. In [28] authors describe
chaos synchronization problem using Takagi-Sugeno fuzzy observer. Performance
of enhanced PSO algorithm with Lozi chaotic map is described in [29]. In [30]
authors mentioned chaotic populations in genetic algorithms.

4.1 Logistic Map

Logistic map is defined by Eg.1. If 0 ≤ a < 1 the map has a sink at x = 0 and
every initial condition between 0 and 1 is attracted to this sink. If 1 < a < 3
the map has a sink at x = a−1

a . If a is greater than 3, the fixed point x = a−1
a is

unstable. When a grows above 1+
√
6 ≈ 3.45, the period-two sink also becomes

unstable. Many periodic orbits arise as a is increased from 3.45 to 4 [31]. For
better illustration see Fig.1.

xn+1 = ax(1− xn) (1)
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Fig. 1. Logistic map, bifurcation diagram

4.2 Arnold Cat Map

Arnold Cat Map is defined by Eq.2.

xn+1 = (xn + yn) mod 1,

yn+1 = (xn + kyn) mod 1
(2)

In [32] authors study the problem of period distribution of the generalized dis-
crete Arnold Cat Map over the Galois ring Z(2e). Authors of [32] say that one
goal of their paper is development of chaotic based Arnold Cat Map for encryp-
tion/decryption of DICOM files. In [34] Arnold Cat Map is mentioned in connec-
tion with chaos based cryptosystem for still visual data. In [35] Arnold Cat Map
is mentioned in connection with secure medical image protection scheme based
on chaotic maps and in [36] authors use Arnold Cat Map in connection with a
maximum entropy-based chaotic time-variant fragile watermarking scheme for
image tampering detection.

4.3 Sinai

Sinai is defined by Eq.3.

xn+1 = (xn + yn + σ cos(2Θyn)) mod 1,

yn+1 = (xn + 2yn) mod 1
(3)

In [37] Kolmogorov-Sinai is mentioned in connection with statistics of Poincare
recurrences in local and global approaches, in [38] with entropy production in
classical Yang-Mills theory from Glasma initial conditions. In [39] authors con-
nect Kolmogorov-Sinai with relationship between dynamical entropy and en-
ergy dissipation far from thermodynamic equilibrium. In [40] correlation prop-
erties of exactly solvable chaotic oscillators is described. In [41] Sinai billiard is
mentioned.
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5 Motivation

The main goal of this paper is to compare pseudorandom numbers generators
and chaotic numbers generators used in evolutionary algorithm DE together. We
have chosen six testing functions and we are interesting in which pseudorandom
numbers generator will be better from the view of DE’s convergence’s speed to
the global minimum.

6 Experiment Design

For experiments HP Pavilion dv7-6050 with processor Intel Core i7 with fre-
quency 2 GHz, 4 GB RAM and graphic card AMD Radeon HD 6770M and
Microsoft Visual Studio 2010 have been used. The experiments have been pro-
cessed by Mathematica 8 and Gnuplot 4.6. Precise setting of DE is mentioned in
Table 1. As testing functions Egg Holder’s, Griewangk’s, Pathological’s, Rana’s,
Rastrigin’s and Schwefel’s functions have been chosen. For Egg Holder’s, Patho-
logical’s and Rana’s functions there is not common formula for easy calculation of
global minimum. Griewangk’s global minimum is f(x) = 0 as well as Rastrigin’s.
Schwefel’s global minimum is f(x) = −418.9829D where D means dimension.

The parameter a of logistic map has been set to a = 4. The initial value of x
has been set to x0 = 0.02. In Arnold Cat Map the initial value of x has been set
to x0 = 0 and the initial value of y has been set to y0 = 1√

2
. Parameter k has

been set to k = 0.1. In Sinai the initial value of x has been set to x0 = 0.5 and
the initial value of Y has been set to y0 = 0.5. The value of parameter σ has
been set to σ = 0.1.

Table 1. DE setting

Parameter Value

NP 50
D 20
F 0.4
CR 0.6
Generations 1500

7 Results

Results are mentioned in Tables 2, 3, 4, 5, 6 and 7, where we can see minimum,
maximum and average reached values for DE, where Egg Holder’s, Griewangk’s,
Pathological’s, Rana’s, Rastrigin’s and Schwefel’s functions have been used as
testing functions.



116 L. Skanderova and A. Řehoř

Table 2. Comparison of pseudorandom numbers generators (PRNGs) and chaotic
numbers generators from the view of DE’s convergence’s speed, where Egg Holder’s
function has been used as cost function. Setting of DE is mentioned in Table 1

PRNG Min Max Average

Arnold Cat Map -13243.326 -6828.035 -8350.747
Crypto Random -9876.216 -7274.433 -8416.598
Logistic map -10420.003 -8143.635 -9157.682
MT -10227.992 -7214.173 -8389.643
MWC -8465.763 -6567.594 -7266.990
VS 2010 -15485.638 -7052.491 -8800.282
Sinai -12284.573 -6804.800 -8181.811
Xorshift -10239.755 -6828.035 -8350.747

Table 3. Comparison of pseudorandom numbers generators (PRNGs) and chaotic
numbers generators from the view of DE’s convergence’s speed, where Griewangk’s
function has been used as cost function. Setting of DE is mentioned in Table 1.

PRNG Min Max Average

Arnold Cat Map 0.101 0.335 0.210
Crypto Random 0.120 0.313 0.199
Logistic map 0.111 0.304 0.195
MT 0.089 0.393 0.213
MWC 0.551 0.823 0.708
VS 2010 0.101 0.375 0.205
Sinai 0.140 0.332 0.228
Xorshift 0.079 0.326 0.210

Table 4. Comparison of pseudorandom numbers generators (PRNGs) and chaotic
numbers generators from the view of DE’s convergence’s speed, where Pathological’s
function has been used as cost function. Setting of DE is mentioned in Table 1.

PRNG Min Max Average

Arnold Cat Map 3.943 6.471 5.663
Crypto Random 4.821 6.278 5.744
Logistic map 3.805 6.363 5.766
MT 4.499 6.219 5.647
MWC 5.513 6.719 6.369
VS 2010 2.970 6.373 5.329
Sinai 3.352 6.599 5.722
Xorshift 4.677 6.234 5.686
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Table 5. Comparison of pseudorandom numbers generators (PRNGs) and chaotic
numbers generators from the view of DE’s convergence’s speed, where Rana’s func-
tion has been used as cost function. Setting of DE is mentioned in Table 1.

PRNG Min Max Average

Arnold Cat Map -5908.480 -4366.865 -4931.769
Crypto Random -5808.122 -4478.561 -5065.123
Logistic map -6559.807 -4732.013 -5498.817
MT -5904. 120 -4608.468 -5113.732
MWC -5237.811 -4139.292 -4593.440
VS 2010 -5964.770 -4514.558 -5051.146
Sinai -5993.439 -4102.931 -4893.173
Xorshift -5700.747 -4447.350 -5100.393

Table 6. Comparison of pseudorandom numbers generators (PRNGs) and chaotic
numbers generators from the view of DE’s convergence’s speed, where Rastrigin’s
function has been used as cost function. Setting of DE is mentioned in Table 1.

PRNG Min Max Average

Arnold Cat Map 0.100 8.812 4.296
Crypto Random 0 6.660 2.535
Logistic map 0 7.761 2.548
MT 0 6.965 3.269
MWC 33.106 63.861 49.776
VS 2010 0 8.522 3.788
Sinai 0.048 8.039 3.632
Xorshift 0 7.683 3.194

Table 7. Comparison of pseudorandom numbers generators (PRNGs) and chaotic
numbers generators from the view of DE’s convergence’s speed, where Schwefel’s
function has been used as cost function. Setting of DE is mentioned in Table 1.

PRNG Min Max Average

Arnold Cat Map -8379.658 -8142.7811 -8355.970
Crypto Random -8379.658 -8261.219 -8370.183
Logistic map -8379.658 -8261.219 -8378.473
MT -8379.658 -8261.219 -8377.289
MWC -8379.658 -8261.219 -8378.530
VS 2010 -8379.658 -8261.219 -8368.998
Sinai -8379.658 -8261.219 -8363.076
Xorshift -8379.658 -8142.781 -8355.970
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8 Conclusion

From the results mentioned in previous section we can make sme conclusions:

– Egg Holder’s Function: When we look at the Table 2, we will see that the
best results were reached when Logistic map with parameter a = 4 had been
used as chaotic numbers generator. The speed of DE’s convergence to the
global minimum is the best in this case. It is clear from the column Average.
On the other hand the smallest minimum value was reached when VS 2010
had been used as pseudorandom numbers generator.

– Griewangk’s Function: From Table 3 we can see that the best results
were reached when Logistic map with parameter a = 4 had been used as
pseudorandom numbers generator. From the column Average we can see that
average reached value is the smallest for Logistic map. That means that DE
converged to the global minimum faster when Logistic map with parameter
a = 4 had been used than when other pseudorandom numbers had been
used. When we look at the column Min, we will see that minimum reached
values are comparable. It is true that the best results were reached when
Xorshift had been used. However, DE did not reached the global minimum
in any case of pseudorandom numbers generator.

– Pathological’s Function: Table 4 say that the best results were reached
when generator of pseudorandom numbers of VS 2010 had been used. When
we look at the other pseudorandom numbers generator we will see, that the
results of all pseudorandom numbers generators are comparable for Patholog-
ical function. It is interesting that the minimum value of fitness was reached
when VS 2010 had been used too.

– Rana’s Function: DE reached the best results when Logistic map had
been used as pseudorandom numbers generator. We can see that the average
reached value of fitness is the smallest as well as minimum reached value for
the row Logistic map. Results of other pseudorandom numbers generators
are comparable.

– Rastrigin’s Function: We can see in Table 6 that the global minimum was
reached when Crypto Random, Logistic map, MT, VS 2010 and Xorshift
had been used. When Arnold Cat Map, Sinai and MWC had been used the
global minimum was not reached. From the view of DE convergence’s speed
Crypto Random and Logistic map reached the best results. The average
reached values of MT, VS 2010, MT and Xorshift are comparable. The worst
values were reached when MWC had been used.

– Schwefel’s Function: In Table 7 there are results for Schwefel’s function.
As we can see DE convergence’s speed was the best when MWC and Logistic
map had been used as the pseudorandom numbers generators. The global
minimum was reached for all pseudorandom numbers generators.

From Tables 2, 3, 4, 5, 6 and 7 we can see that the best pseudorandom numbers
generator from the view of DE convergence’s speed has become Logistic map.
DE’s convergence’s speed was the best almost for all chosen cost functions except
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Pathological. On the other hand when we look at the Table 4 we will see that the
average reached values are comparable for all pseudorandom numbers generators.
When VS 2010 had been used, DE reached the smallest minimum value.

Acknowledgement. The following grants are acknowledged for the financial
support provided for this research: Grant Agency of the Czech Republic - GACR
P103/13/08195S, is partially supported by Grant of SGS No. SP2014/42, VB -
Technical University of Ostrava, Czech Republic, by the Development of human
resources in research and development of latest soft computing methods and
their application in practice project, reg. no. CZ.1.07/2.3.00/20.0072 funded by
Operational Programme Education for Competitiveness.

References

1. Zelinka, I., Celikovsky, S., Richter, H., Chen, G., et al. (eds.): Evolutionary Algo-
rithms and Chaotic Systems. SCI, vol. 267. Springer, Heidelberg (2010)

2. Senkerik, R., et al.: Chaos driven evolutionary algorithm: A new approach for
evolutionary optimization. International Journal of Mathematics and Computers
in Simulation 7, 363–368 (2013)

3. Pluhacek, M., et al.: On the behavior and performance of chaos driven PSO algo-
rithm with inertia weight. Computers & Mathematics with Applications 66, 122–
134 (2013)

4. Pluhacek, M., et al.: Chaos PSO Algorithm Driven Alternately by two Different
Chaotic Maps - an Initial Study. In: 2013 IEEE Congress on Evolutionary Com-
putation (CEC), pp. 2444–2449 (2013)

5. Zelinka, I., et al.: Do Evolutionary Algorithms Indeed Require Randomness? In:
2013 IEEE Congress on Evolutionary Computation (CEC), pp. 2283–2289 (2013)

6. Senkerik, R., et al.: Investigation on the Differential Evolution Driven by Selected
Six Chaotic Systems in the Task of Reactor Geometry Optimization. In: 2013 IEEE
Congress on Evolutionary Computation (CEC), pp. 3087–3094 (2013)

7. Senkerik, R., Davendra, D., Zelinka, I., Pluhacek, M., Kominkova Oplatkova, Z.:
Chaos Driven Differential Evolution with Lozi Map in the Task of Chemical Reactor
Optimization. In: Rutkowski, L., Korytkowski, M., Scherer, R., Tadeusiewicz, R.,
Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2013, Part II. LNCS, vol. 7895, pp. 56–66.
Springer, Heidelberg (2013)

8. Pluhacek, M., Senkerik, R., Zelinka, I.: Impact of Various Chaotic Maps on the
Performance of Chaos Enhanced PSO Algorithm with Inertia Weight – An Initial
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Abstract. In this paper we discuss alternative tool for symbolic regression so
called Analytical programming and compare its variants powered by classical
random as well as chaotic random-like number generator. Experimental data are
used from the previous experiments reported for genetic programming. Selected
algorithms are differential evolution, SOMA, particle swarm, simulated anneal-
ing and evolutionary strategies. All of them are mutually used in scheme Master-
Slave meta-evolution for final complex structure fitting and its parameter
estimation.

1 Introduction

In [19] is discussed an alternative approach for symbolic structures and solutions syn-
thesis, used here as well as brief well known methods. For example Genetic Program-
ming (GP), [3,4] or Grammatical Evolution (GE), [16], [5]. Generally, there are two
well known methods, which can be used for symbolic structures synthesis by means of
computers. Another interesting research was carried out by Artificial Immune Systems
(AIS) or/and systems, which do not use tree structures like linear GP and other similar
algorithm like Multi Expression Programming (MEP), etc. In this chapter, a different
method called Analytic Programming (AP) [19], is presented. AP is a grammar free
algorithmic superstructure, which can be used by any programming language and also
by any arbitrary Evolutionary Algorithm (EA) or another class of numerical optimiza-
tion method. This paper describes use and results of AP with EA’s like Differential
Evolution (DE), Self-Organizing Migrating Algorithm (SOMA) on selected GP test ex-
amples. All case studies has been carefully prepared and repeated in order to get valid
statistical data for proper conclusions.

The initial idea of symbolic regression by means of a computer program was pro-
posed in GP [3,4]. The other approach of GE was developed in [5] and AP in [6].
Another interesting investigation using symbolic regression were carried out in [7] on
AIS and Probabilistic Incremental Program Evolution (PIPE), which generates func-
tional programs from an adaptive probability distribution over all possible programs.
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Yet another new technique is the so called Transplant Evolution, see [8], [9] and [10]
which is closely associated with the conceptual paradigm of AP, and modified for GE.
GE was also extended to include DE by [11]. Generally speaking, it is a process which
combines, evaluates and creates more complex structures based on some elementary
and noncomplex objects, in an evolutionary way. Such elementary objects are usually
simple mathematical operators (+,−,×, ...), simple functions (sin, cos, And, Not, ...),
user-defined functions (simple commands for robots – MoveLeft, TurnRight, ...), etc.
An output of symbolic regression is a more complex “object” (formula, function, com-
mand,...), solving a given problem like data fitting of the so-called Sextic and Quintic
problem [12,13], randomly synthesized function [13], Boolean problems of parity and
symmetry solution (basically logical circuits synthesis) [14,6], or synthesis of quite
complex robot control command by [4,15]. Examples mentioned in [19] are just a few
samples from numerous repeated experiments done by AP, which are used to demon-
strate how complex structures can be produced by symbolic regression in general for
different problems, see [19].

2 Used Methods

For our experiments described here standard hardware and algorithms has been used.
All important information about algorithms used in our experiments are mentioned and
referred here.

2.1 Evolutionary Algorithms

Comparing to the previous method of genetic programming and grammatical evolu-
tion, in this research is used symbolic (in this case AP) regression with evolutionary
algorithms like Self-Organizing Migrating Algorithm (SOMA) and Differential Evolu-
tion (DE), simulated annealing (SA), Evolutionary strategies (ES) and Particle Swarm
(PSO). Together with combinations of all used algorithms has been used approach
called Analytic Programming (AP) [19]. AP has been powered by chaotic number gen-
erator and compared with the same AP powered by classical pseudorandom number
generator. Due to space limits we report here results for DE-SOMA and SOMA-DE
test results.

2.2 Experiment Design

Our experiments has been set so that analytic programming powered by classical pseu-
dorandom number generator and deterministic chaos generators (see for example [20],
[21] and [22]), were used. Based on the fact that deterministic chaos generators were
successfully used in the past [20], [21] and [22] for classical evolutionary algorithms,
we have selected logistic equation (1), and data series generated by this equation with
setting A = 4 as a random numbers to replace classical classical pseudorandom number
generator in symbolic regression. Algorithms selected for our experiments were SOMA
[2] and differential evolution (DERand1Bin) [1], simulated annealing (SA) [24] and
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[25], Evolutionary strategies (ES) [23] and Particle Swarm (PSO) [26]. Due to space
limits we report here results for DE-SOMA and SOMA-DE test results.

xn+1 = Axn (1− xn) (1)

The cost function has been defined according to Equation 2 and the main aim of
the used evolution was to find formula, that gives the smallest value of Equation 2. To
verify more properly the functionality of AP, a set of comparative simulations based
on selected examples from Koza’s GP, have been done. Two algorithms were used for
comparison of AP with GP - DE and SOMA. Simulations were focused on selected
examples from [4] and [12], see also Eq. 3 and 4.

n

∑
1
|datai− synthesized datai| (2)

x6 − x4 + x2 (3)

x5 − 2x3 + x (4)

Based on the studies in [4] and[12], the above mentioned problems have been se-
lected for comparative study. Data (50 equidistantly located points) are generated by
means of polynomials x6 − x4 + x2 and x5 − 2x3 + x in range [-1, 1].

All experiments were done in Mathematica 9, on MacBook Pro, 2.8 GHz Intel Core 2
Duo. Because this is pioneering experiment, we have used one data set and repeat each
experiment 50 times. The aim was to compare performance of symbolic regression
with classical pseudorandom number generator (Mersenne-twister) and chaotic one.
Algorithm setting was based on well known recommended setting for each algorithm,
as demonstrated in Tab. 1.

Table 1. Algorithms setting

DE SOMA
NP 500 PopSize 500
Dimensions 100 Dimensions 100
Generations 500 Migrations 10
F 0.9 PRT 0.1
CR 0.5 PathLength 3

Step 0.11

3 Results

The results of our experiments, based on AP with DE, SOMA, SA, ES and PSO are
summarized and visualized on Fig. 1 - 8, and in Tables 2 - 3.
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Table 2. Sextic problem, better values are bold faced

DE-SOMA Logistic eq. Mersenne Twister SOMA-DE Logistic eq. Mersenne Twister
Minimum 0.08469 0.03807 Minimum 0.02332 0.01374
Mean 0.27846 0.24658 Mean 0.13580 0.08419
Median 0.25806 0.23523 Median 0.12108 0.06504
Maximum 0.84326 0.53340 Maximum 0.34255 0.20998

Table 3. Quintic problem, better values are bold faced

DE-SOMA Logistic eq. Mersenne Twister SOMA-DE Logistic eq. Mersenne Twister
Minimum 0.05621 0.07492 Minimum 0.00870 0.01487
Mean 0.26239 0.26832 Mean 0.11655 0.10726
Median 0.23946 0.24356 Median 0.11409 0.07113
Maximum 0.78554 0.69073 Maximum 0.33879 0.39995

Fig. 1. Typical result of evolutionary fitting of
quintic problem for DE-SOMA. The genera-
tor of the pseudorandom numbers was Logistic
equation.

Fig. 2. Typical result of evolutionary fitting of
quintic problem for DE-SOMA. The generator
of the pseudorandom numbers was Mersenne
Twister generator.

Fig. 3. Typical result of evolutionary fitting of
sextic problem for DE-SOMA. The generator
of the pseudorandom numbers was Logistic
equation.

Fig. 4. Typical result of evolutionary fitting of
sextic problem for DE-SOMA. The generator
of the pseudorandom numbers was Mersenne
Twister generator.
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Fig. 5. Typical result of evolutionary fitting of
quintic problem for SOMA-DE. The genera-
tor of the pseudorandom numbers was Logistic
equation.

Fig. 6. Typical result of evolutionary fitting of
quintic problem for SOMA-DE. The generator
of the pseudorandom numbers was Mersenne
Twister generator.

Fig. 7. Typical result of evolutionary fitting of
sextic problem for SOMA-DE. The generator
of the pseudorandom numbers was Logistic
equation.

Fig. 8. Typical result of evolutionary fitting of
sextic problem for SOMA-DE. The generator
of the pseudorandom numbers was Mersenne
Twister generator.

4 Conclusion

The main goal of this research was to test whether it is possible to use AP with deter-
ministic chaos generators instead of pseudorandom one. Two version of AP has been
used. The first one was powered by classical pseudorandom number generator and the
second one by pseudo-chaotic number generator, in this case by logistic equation. Ap
was used with SOMA as well as with DE algorithms. Obtained results (see Figures 1 -
8) shows that AP can be used for that kind of task and both cases, i.e. AP with PRNGS
as well as AP with chaos can be used. In Tables 2 - 3 it is visible that mostly Mersenne
Twisted generator gives better results, that are slightly better rather than those with lo-
gistic equation. A few times vas AP with logistic equation better, see Table 2. It is clear
that more experiments under different setting of algorithms and generators is needed.
Generators based on chaos can be tuned for different level of chaos and one can get
wide spectra of results.

Based on results from [20], [21] and [22], we are going to use chaotic generators
with variable level of chaos in order to get more results that show dependance of AP
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performance on numerical precision of chaotic generators. As was reported in [20], [21]
and [22], it is possible to use deterministic chaos generators instead of pseudorandom
number and set by control parameter periodicity of obtained data series. It is reported in
[20], [21] and [22]. More information about mutual fusion of evolutionary algorithms
and deterministic chaos can be found in [17] and [18], while about AP in [19].
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No. SP2013/159, VŠB - Technical University of Ostrava, Czech Republic, and by Euro-
pean Regional Development Fund under the project CEBIA-Tech No. CZ.1.05/2.1.00/
03.0089. Special thanks also belong to the research group MERLIN of Ton Duc Thang
University, Ho Chi Minh City, Vietnam.

References

1. Price, K.: An Introduction to Differential Evolution. In: Corne, D., Dorigo, M., Glover, F.
(eds.) New Ideas in Optimization, pp. 79–108. McGraw-Hill, London (1999)

2. Zelinka, I.: SOMA – Self Organizing Migrating Algorithm. In: Babu, B.V., Onwubolu, G.
(eds.) New Optimization Techniques in Engineering. STUDFUZZ, vol. 141, pp. 167–218.
Springer, Heidelberg (2004)

3. Koza, J.: Genetic Programming: A paradigm for genetically breeding populations of com-
puter programs to solve problems, Stanford University, Computer Science Department, Tech-
nical Report, STAN-CS-90-1314 (1990)

4. Koza, J.: Genetic Programming. MIT Press (1998)
5. Ryan, C., Collins, J.J., O’Neill, M.: Grammatical evolution: Evolving programs for an arbi-

trary language. In: Banzhaf, W., Poli, R., Schoenauer, M., Fogarty, T.C. (eds.) EuroGP 1998.
LNCS, vol. 1391, pp. 83–96. Springer, Heidelberg (1998)

6. Zelinka, I., Oplatkova, Z., Nolle, L.: Analytic programming – Symbolic regression by means
of arbitrary evolutionary algorithms. Int. J. of Simulation, Systems, Science and Technol-
ogy 6(9), 44–56 (2005)

7. Johnson, C.: Artificial immune systems programming for symbolic regression. In: Ryan,
C., Soule, T., Keijzer, M., Tsang, E.P.K., Poli, R., Costa, E. (eds.) EuroGP 2003. LNCS,
vol. 2610, pp. 345–353. Springer, Heidelberg (2003)

8. Weisser, R., Osmera, P.: Two-Level Transplant Evolution for Optimization of General Con-
trollers. In: New Trends in Technologies, Sciyo (2010)

9. Weisser, R., Osmera, P.: Two-level Tranpslant Evolution. In: 17th Zittau Fuzzy Colloquium,
Zittau, Germany (2010)

10. Weisser, R., Osmera, P., Matousek, R.: Transplant Evolution with Modified Schema of Dif-
ferential Evolution: Optimization Structure of Controllers. In: International Conference on
Soft Computing MENDEL, Brno, Czech Republic (2010)

11. O’Neill, M., Brabazon, A.: Grammatical Differential Evolution. In: Proceedings of Interna-
tional Conference on Artificial Intelligence, pp. 231–236. CSEA Press (2006)

12. Koza, J., Bennet, F., Andre, D., Keane, M.: Genetic Programming III. Morgan Kaufmann,
New York (1999)



Analytic Programming Powered by Chaotic Dynamics 129

13. Zelinka, I., Oplatkova, Z.: Analytic programming – Comparative study. In: Proceedings of
Second International Conference on Computational Intelligence, Robotics, and Autonomous
Systems, Singapore (2003)

14. Koza, J., Keane, M., Streeter, M.: Evolving inventions, pp. 40–47. Scientific American (2003)
15. Oplatkova, Z., Zelinka, I.: Investigation on artificial ant using analytic programming. In:

Proceedings of Genetic and Evolutionary Computation Conference, Seattle, WA, pp. 949–
950 (2006)

16. O’Neill, M., Ryan, C.: Grammatical Evolution, Evolutionary Automatic Programming in an
Arbitrary Language. Springer, New York (2003)

17. Zelinka, I., Chen, G., Celikovsky, S.: Chaos Synthesis by Means of Evolutionary algorithms.
International Journal of Bifurcation and Chaos 18(4), 911–942 (2008) ISSN 0218-1274

18. Zelinka, I., Celikovsky, S., Richter, H., Chen, G. (eds.): Evolutionary Algorithms and Chaotic
Systems. SCI, vol. 267. Springer, Heidelberg (2010)

19. Zelinka, I., Davendra, D., Senkerik, R., Jasek, R., Oplatkova, Z.: Analyti-
cal Programming - a Novel Approach for Evolutionary Synthesis of Sym-
bolic Structures. In: Kita, E. (ed.) Evolutionary Algorithms. InTech (2011),
http://www.intechopen.com/books/evolutionary-algorithms/
analytical-programming-a-novel-approach-for-evolutionary-
synthesis-of-symbolic-structures
, doi:10.5772/16166, ISBN: 978-953-307-171-8

20. Zelinka, I., Senkerik, R., Pluhacek, M.: Do Evolutionary Algorithms Indeed Require Ran-
domness? In: IEEE Congress on Evolutionary Computation, Cancun, Mexico, pp. 2283–
2289 (2013)

21. Zelinka, I., Chadli, M., Davendra, D., Senkerik, R., Pluhacek, M., Lampinen, J.: Hidden
Periodicity - Chaos Dependance on Numerical Precision. In: Zelinka, I., Chen, G., Rössler,
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Abstract. This paper proposed a bio-inspired model for information
diffusion in complex networks using ant colony optimization. This model
introduces selfishness in forwarder nodes and unacquainted nodes. Ant
colony optimization important parts are finding shortest path and man-
aging the selfish nodes and disjoined nodes. The proposed approach is
simulated in two types of networks: lattice network and scale free net-
work. The simulation results show that the proposed approach has higher
performance and higher reachability than epidemic model.

Keywords: Bio-inspired, information diffusion, ant colony optimiza-
tion, complex networks.

1 Introduction

Complex networks have been studied in many fields of science over the past
decade. A complex network is constructed with many non-identical elements
connected by diverse interactions of networks [1],[2]. The Internet and World
Wide Web are good examples of complex networks which have led many com-
puter scientists to model and manage the complexity of these two networks. One
interesting researche in complex network area is understanding dissemination in-
formation and its relation to network characteristic.

In order to describe the complexity of the network, some models were pro-
posed. In 1998, Lattice network was introduced by Watts and Strogatz (WS) as
a concept of small-world network [3]. The small-world pattern has been shown
to be ubiquitous in many real networks. Lattice network is widely used in many
applications, for example, in distributed parallel computation, distributed con-
trol and wired circuits [4],[5]. Other model described evolving networks model
which presented the dynamics (assembly, evolution) of network by addition or
removal of nodes and edges known as complex dynamical network. This network
was first introduced by Barabasi and Albert as Scale-free network [6]. The social
network like blogs, Facebook and twitter are the examples of complex dynamical
networks [7].
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Some recent studies of complex networks discussed about epidemic spreading
scenarios which in general focus on deriving epidemic threshold [8] or virus spread-
ing [9]. These works mainly concentrate on the susceptible-infected-susceptible
(SIS) and susceptible-infected-removed (SIR) models [10],[11]. SIR model goal is
to describe virus spreading and how the vaccination works, in this case, the recov-
ered population either gets vaccinated or immune. This model cannot represent
information diffusion because not all the nodes in the network can get infected
by the virus. Blocking or immune in SIR model happen when the node already
infected by the virus and the rest of the population will not get infected by the
virus. Information diffusion often uses SIS model paradigm to infect all suscepti-
ble node. SIS model do not take node behavior into account. Information rate for
all nodes pair are the same. Epidemic routing of complex network has been stud-
ied over various complex network models, e.g. heterogeneous networks, Lattice
network and Scale-free network [12], [13]. However, these models cannot properly
described how dissemination process of information in the real world. For exam-
ple, in many technological communication network, each node not only acts as
source or target but also forwards information to others [14],[15] or selfish node
which only save or ignore the information [16]. In information dissemination of so-
cial network e.g. Facebook [17], people can share or forward information to others
or choose to save and ignore the information.

The ubiquity of information dissemination in complex network technology has
led to following question: How do social networks mediate the transmission of
information? What factors are there affecting the spreading of information in real
world? To answer these questions, this paper introduces the bio-inspired model
approach using the ant colony optimization (ACO) [18]. ACO is based on real
ant behavior attempting to find a shortest path from nest to food source. While
foraging, ants communicate with pheromone to mark the used path and attracts
other ants. This cooperative behavior of ants provides a positive feedback. Since
each ant moves simultaneously and independently, this decentralized control
makes ants adapt to traffic condition and networks. This model can overcome
some important factors in dissemination information, i.e. disjoined node will be
discovered in short time, forwarding information to all close neighbor and handle
selfish node which only save or ignore the information. Simulation of information
diffusion using two types of networks, lattice network and scale free network will
be presented and discussed under this model.

2 Preliminaries and Definitions

2.1 Lattice and Scale Free Network Model

Lattice Network Model. is defined as an approximation of networks whose
nodes are randomly located [12]. Lattice network can also be viewed as a ho-
mogeneous network, in which all nodes have approximately the same number of
edges. Lattice network characterized by high clustering coefficient, low diameter
and same degree distribution. The structure of the lattice network is simple and
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useful for theoretical analysis. An algorithm to construct Watts-Stogatz Lattice
network in Small-world model is presented in Algorithm 1.

Algorithm 1. Lattice Network in Small-world Model

Require: start with ring lattice with N nodes
Ensure: every node connected to its first 2M neighbors

while constructing network do
if transition probability p between (p = 0) and (p = 1) then

randomly rewire each edge with probability p
delete duplicate edges

else
stop randomization

end if
end while

Scale Free Network Model. is a dynamic network which aim is to repro-
duce how the network was built and evolved. This network first introduced by
Barabasi and Albert in 1998 by considering two main ingredients: growth and
preferential attachment.

– Growth: Observation from most networks developed over time by adding
new nodes and new links to existing graph structure

– Preferential attachment: expresses the probability of a new or existing node
that to be connected to a node which already has a large number of links.

The Scale Free network is the model of the network based on power-law degree
distribution. Algorithm 2 is the scheme of Scale-free model.

Algorithm 2. Scale-Free Network Model

Require: start with a small number (mo) of nodes
Ensure: preferential attachment with probability πi

while each time step do
if a new node is introduced m where m <= mo then

link the new node m to existing nodes in the network
choose the nodes to which the new node connects based on πi

else
stop linked

end if
end while

2.2 Information Diffusion Model

Modeling the diffusion of information has been an active research area nowadays
and has proven to be a challenging task. There are several types of approach
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or modeling dissemination of information e.g. probabilistic method [19], rumor
spreading [20] and based on epidemic routing technique [21]. However, this ap-
proach only considered to spread the information to as many users as possible.
The information dissemination process is almost the same with the spreading
epidemic, where the final target is to ensure all the nodes have the information.
Below are description to understand the basic concept of epidemic routing and
the proposed ACO for dissemination information:

Epidemic Routing Model. was routing scheme proposed for disruption/delay
tolerant network (DTN). The goals of epidemic routing are to maximize message
delivery rate, minimize message delivery latency and aggregate system resources
consumed in message delivery by set a maximum buffer size in node [22].

However, due to many delivered messages and increasing traffics make network
exhausted and cause many dropping packets. To overcome this problem, some
epidemic routing enhancements are proposed i.e. prioritized epidemic routing
(PREP) by classifying the type of message to reduce the delay and the overhead
[23], Oracle based optimal algorithm to lower traffic and contention [24], and
opportunistic routing by making replication packet and anti-packet to control
the overhead [25].

All these solutions do not take into account the node characteristic in the
network where there are disjoint node, forwarding node and selfish node. To
overcome this problem the proposed ACO model is introduced.

Ant Colony Optimization Model. The basic idea of the ant colony opti-
mization (ACO) is taken from the food searching behavior of real ants. Ants
deposit a pheromone on the ground when they are on the way to search for
food.The concentration of pheromone on a certain part is an indication of its
usage. Ants smell the presence of pheromone and tend to choose paths where
pheromone concentration is higher. In ACO, solutions are constructed repet-
itively by adding solution components to partial solutions stochastically [26].
The ACO meta-heuristic is targeted towards optimization problems that can be
solved as shortest path problems on graphs. Ants construct solutions to optimiza-
tion problems by moves around in a graph and use stigmergy to communicate
their experiences.

3 The Proposed Technique

The proposed diffusion information model has similarity with epidemic spreading
model. In this model, the number of total nodes N is divided into two compart-
ments: Susceptible and Infected. The structure of bio-inspired modeling is shown
in Fig. 1.

As shown in Fig. 1, the information diffusion in bio-inspired model can be
summarized as follows:

1. Susceptible compartment consist of two groups, unacquainted and selfish
nodes. Unacquainted are people who are not informed and had interest to
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Fig. 1. Structure of Bio-Inspired Information Diffusion Model

forward the information. Selfish nodes are people who are decided to save
the information and ignore the information.

2. Infected or forwarder are the people who diffuse the information to other
contacts.

3. When a forwarder contacts the unacquainted, the unacquainted will become
a forwarder with rate λ.

4. A forwarder can become a selfish node at rate γ if he or she does not want
to forward the information.

5. The unacquainted can become a selfish node at rate δ if he or she do not
interested at the information.

6. A selfish node can become forwarder at rate ∂ if he or she decided to forward
the information.

S(t) define number of nodes at time t that have no acknowledge about the
information and I(t) define number of nodes at time t that are forwarding the
information. The proposed method is described as follow:

S(t) + I(t) = N

[U(t) + L(t)] + F (t) = N
(1)

U(t) denoted the number of nodes unacquainted and L(t) define number of
nodes that become selfish nodes and F (t) denoted number of nodes forward the
information. This is similar to real life where a person may or may not forward
the information when he or she hears it from another person, which is explained
by these equation:

dF (t)

dt
= λU(t)F (t) + ∂L(t)F (t)− γF (t)L(t) (2)

dU(t)

dt
= −λF (t)U(t)− δU(t)L(t) (3)

λ is information rate which forwarder can contact the unacquainted and γ or
saving rate defined the rate of forwarder become a selfish node. In the real world,
people are not selfish all the time, but depend on the willingness. From social
perspective, a selfish user is willing to help or give information to others with
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whom he or she has interest or concern, on the other side, selfish due to situation
[27]. The selfishness of a node is affected by its neighbor. If a selfish node has
selfish neighborhood, the selfishness will become higher, but if a selfish node has
cooperative node neighborhood then the selfish node may become cooperative
node [28]. Selfish node equation is described as follow:

dL(t)

dt
= δL(t)U(t) + γF (t)L(t)− ∂L(t)F (t) (4)

δ is ignore rate which unacquainted not interested to the information and
become selfish node and ∂ define the rate which selfish node decided or will-
ingly forward the information . Information rate usually assumed have the same
rate for all pairs by calculate the degree of nodes. However it might not be a
good approximation to modeling the information diffusion [29]. To enhance the
modeling of information diffusion, information rate by each pair of node will be
calculated using ACO approach. To find the information rate or λ for each pair
of nodes at time t :

λ =
P(i,s)k̄

N
(5)

Where k̄ define mean degree and P(i,s) define the probability of diffuse the
information between interested nodes and forwarding nodes.

P(i,s) =
[ξis]

α
[ηis]

β∑
hεΩ [ξih]

α
[ηih]

β
(6)

The probability of diffusing information is taken from the Ant Colonization
Optimization (ACO) approach where each ant tries to find a path in the net-
work based on pheromone trail and the minimum weight. Ω defined as set of
nodes which are feasible to be visited from node i, α is parameters weight of the
influence trails , β is parameters weight of the visibility and ηis define the attrac-
tiveness of move from node i to s which is heuristic value. ξis define pheromone
level laid between node i and s. In this paper, the value of α is set to 1.0 be-
cause it is the value of maximum network capacity is reached and short path is
discovered faster [30].

The pheromone can distributes the traffic load evenly among the nodes, thus it
is capable of discovering disjoined node by marking the intermediate nodes which
have been visited. Pheromone values are the results of stigmergy and heuristic val-
ues reflect a node local situation. This equation combine between pheromone and
heuristic values that resulting in balanced load, because data flows are adaptively
spread over multiple paths with a preference of the best paths.

To update the pheromone value:

ξis = (1− ρ) · ξis + ρξ0 (7)

Where (1− ρ) is called the pheromone decrease constant. This value is used
to simulate that each ants has to make decision about the next hop over to take
and ξ0 is initial pheromone value. Pheromone evaporation is important value
to balance between exploitation (e.g. of the route that have good resource) and
exploration (e.g. of new alternative routes).
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4 Evaluation and Simulation Results

This section compares the proposed bio-inspired model with Ant Colony Opti-
mization (ACO) with standard epidemic routing model. The proposed model is
simulated using MATLAB. The parameter values that used in the simulation is
presented in Table 1.

Table 1. Experiment Parameter Value

Parameter Value

Total number of Nodes 2500

Total area 250x250

Mean degree Lattice Network 4

Mean degree Scale-Free Network 2-20

Ignore rate 0.001

Saving rate 0.001

(a)

(b)

Fig. 2. Simulation result of total nodes and time step in (a) Lattice Network (b) Scale
Free Network
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(a)

(b)

Fig. 3. Number of nodes diffuse the information in (a) Lattice Network (b) Scale Free
Network

In the lattice network showed by Fig. 2.a, the ER model has diffusion in-
formation time slightly faster than the ACO model, because the information
diffusion model in ER does not take into account the possibility of storing or
ignoring information, but assumes that each node diffuse the information to the
neighboring nodes. In the scale free network (Fig. 2.b), ACO models have diffu-
sion time faster than the ER model because it can find the shortest route. ACO
model is checked every disjoint node and update each path in the routing table
periodically.

Fig. 3 respectively shows the total number of nodes that diffuse the informa-
tion in lattice network and scale free network. In Lattice network, the number
of nodes diffuse the information is slightly higher in ER model compare to ACO
model since all nodes have the same degree. Meanwhile, in Scale Free network,
node degree is distributed by power law function. There for, ACO model can
adaptively diffuse the information to all nodes faster than ER model.
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5 Conclusion

This paper introduced the bio-inspired modeling with Ant Colony Optimization
(ACO) for information diffusion. The proposed model takes into account self-
ishness in unacquainted nodes and forwarder nodes. In real world, selfish node
behaviors exist when people intend to choose to ignore the information or just
save the information by itself.In addition, disjoint node represent people who
had small circle or small contacts. Information diffusion for each pair of node is
calculated by ACO approach by combining heuristic value and pheromone value.
Therefore, the route exploration become faster and balanced because the data
spreaded adaptively. It has been shown that proposed model has higher perfor-
mance and reachability than epidemic model. For the future work, the type of
information and calculation of spreading delay will be presented.
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Abstract. This paper analyses the application of the Chaos driven Dis-
crete Artificial Bee Algorithm to the flowshop with zero intermediate
storage problem. Nine unique chaos maps are embedded in the Discrete
Artificial Bee Algorithm alongside the Mersenne twister and evaluated
on the Taillard problem sets for the total flowtime criterion. Based on
the obtained results and statistical analysis, it is shown that a num-
ber of chaos driven algorithms significantly performed better than the
Mersenne Twister variant.
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storage, Chaos Maps.

1 Introduction

Evolutionary algorithms (EA’s) are generally classified by their application of
randomness or stochasticity, the ability to generate a random event, which in
turn, provides the spark of perturbation towards the desired goal. The task of
generating this stochasticity is generally in the realm of pseudorandom number
generators (PRNG); a structured sequence of mathematical formulation which
tries to yield a generally optimal range of distributed numbers within a specified
range.

This research evolves around the generation of chaotic sequences which are
then used as Chaos Random Number Generators (CPRNG’s) in an EA. The
chaotic behaviour when observed may seem erratic and somewhat random,
however, these systems are deterministic, whose precise description of future
behaviour is well known. The proposition is then to reconcile the notion of non-
linearity of these systems.

This aperiodic non-repeating behaviour of chaotic systems is the foundation
of this research. The objective is then to analyse different chaotic systems, which
in this case are the discrete dissipative systems, and to analyse as to which of
these improve the application of EA’s.

Current literature contains a number of research devoted to certainty, ergod-
icity and the stochastic property of chaotic systems. Recently, chaotic sequences
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have been adopted instead of random sequences with improved results. They
have been used to enhance the performance of EA’s ([1], [2]). They have also
been used together with some heuristic optimisation algorithms ([4], [33]) to
express optimisation variables. The choice of chaotic sequences is justified theo-
retically by their unpredictability, i.e. by their spread-spectrum characteristics,
non-periodic, complex temporal behaviour, and ergodic properties [18].

A family of enhanced CPRNG’s has been developed by [15], where the main
imputes is the generation of very long series of PRNG’s. The application of using
PRNG’s in EA’s has been debated by [32] and a number of case studies have
applied chaos to different problems [21], [22], [25], [6], [18], [16], [31], [4] and [5]
amongst others.

This paper looks to expand upon this class of research and to ascertain if
chaos can improve the discrete variant of the Artificial Bee Algorithm (ABC)
[19]. For comparison, we utilise the Mersenne Twister (MT) as the canonical
PRNG in ABC, and compare it with nine different chaotic maps. The following
sections describe the ABC algorithm and the utilised chaotic maps. It is followed
by the flowshop with zero immediate storage description. The work is concluded
by experimentations and conclusion.

2 Artificial Bee Colony

Artificial Bee Colony (ABC) algorithm is based on the foraging nature of honey
bee swarm, initially modelled by [10] to optimise multi-variable and multi-modal
continuous functions. Subsequent experiments by the originator has demon-
strated that the performance of the ABC algorithm is competitive to other
population-based algorithms with an advantage of employing fewer control pa-
rameters ([12], [13] [11]).

The outline of the canonical ABC is quite straightforward. The ABC algo-
rithm classifies the foraging artificial bees into three groups, namely, employed
bees, onlookers and scouts. A bee that is currently exploiting a food source is
called an employed bee. A bee waiting in the hive for making decision to choose
a food source is named as an onlooker. A bee carrying out a random search
for a new food source is called a scout. In the ABC algorithm, each solution to
the problem under consideration is called a food source and represented by an
D -dimension real-valued vector, whereas the fitness of the solution corresponds
to the nectar amount of the associated food resource.

The main steps of the ABC are described as the following:

Initialisation of Parameters
The initial parameters are the number of food sources (FS) which is equal to
the number of the employed bees or onlooker bees, the number of trials after
which a food source is assumed to be abandoned (limit), and a termination
criterion. In the basic ABC algorithm, for every food source, there is only
one employed bee.
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Initialisation of the Population
The population can be termed as a list of individuals ofFS number of randomly
generated D -dimensional real-valued vectors. Let Xi = {xi1, xi2, ..., xiD} be
a ith food source in the population, where each food source can be generated
as:

xij = LBj + (UBj − LBj) · r (1)

for j = 1, 2, . . . , D and i = 1, 2, . . . , FS, where D is the dimension of the
problem and r is a real valued random number in the range of [0,1].

Initialisation of the Bee Phase
At this stage, each employed bee xi generates a new food source xt in the
neighbourhood of its present position.

xt = xij + (xij − xkj) · r (2)

where k ∈ {1, 2, . . . , FS} ∧ k �= i and j ∈ {1, 2, . . . , D} are randomly chosen
indices and r is a real valued random number in the range of [-1,1]. The
new xt is evaluated and compared to the current xi in the populations. if xt

improves on xi, it then replaces the latter in the new population.

Onlooker Bee Phase
An onlooker bee evaluates the nectar amount information taken from all
the employed bees and selects a food source xi depending on its probability
value pi given in equation (3).

pi =
fi

FS∑
i=1

fi

(3)

where fi is the nectar amount of the ith food source. Once the food source
is obtained, a modification is done on xi using equation (2). If the new mod-
ified food source has a better or equal nectar amount then the existing food
source, it replaces the incumbent in the population.

Scout Bee Phase
If a food source xi cannot be improved through a predetermined number
of iterations (limit), the food source is abandoned, and the corresponding
employed bee becomes a scout. The scout then produces a new food source
randomly as given in equation (1). In the canonical ABC algorithm, at each
iteration at most one scout goes outside to search for a new food source.

3 Discrete Artificial Bee Algorithm

The discrete variant of the ABC algorithm (DABC) has been developed by [19] to
solve the flowshop lot-streaming problem. Subsequently, DABC has been applied
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to solve the permutative flowshop scheduling problem, with total flowtime min-
imisation [28], no-idle permutation flowshop scheduling problem with the total
tardiness criterion [29] and multi-objective flexible job-shop scheduling problem
with maintenance activities [14].

The basic outline of the DABC is now presented.

Solution Representation
The permutation based representation constitutes an easy procedure to de-
code a schedule, which has been widely used in literature for a variety of
permutation flow shop scheduling problems [30]. This representation is used
for DABC, where each permutation Θ = {x1, x2, .., xD}, where D is the size
of the permutation.

Employed Bee Phase
In the DABC, which has a permutation based neighbourhood structure, in-
sert and swap operators are commonly used to produce neighbouring solu-
tions in the literature [30]. The insert operator of a permutation Θ is defined
by removing a job from Θ from its original position j and inserts it into
another position k such that (k ∈ {j, j − 1}).
The swap operator produces a neighbour of Θ by interchanging two jobs
of Θ in the different positions. To enrich the neighbourhood structure and
diversify the population, four neighbouring approaches based on the insert or
swap operator are separately utilised to generate neighbouring food sources
for the employed bees as follows:

– Performing one insert operation to a sequence Θ.
– Performing one swap operation to a sequence Θ.
– Performing two insert operations to a sequence Θ.
– Performing two swap operations to a sequence Θ.

The best strategy is selected using an adaptive mechanism, which is gen-
erally problem dependent. In terms of selection, new food source is always
accepted if it is better than the current food source.

Onlooker Bee Phase
A tournament selection with the size of two is used to select a new food
source. In the tournament selection, an onlooker bee selects a food source
xi in such a way that two food sources are picked up randomly from the
population, and compared to each other, then the better one is chosen. On-
looker bees use the same method of producing a new neighbouring solution
as employed bees. Naturally, if the new food source improves upon the cur-
rent food source, it replaces it in the population.

Self Adaptive Strategy
Both employed bees and onlookers apply a self-adaptive strategy to find
neighbouring food sources. The self-adaptive strategy is presented as fol-
lows. At the beginning, an initial neighbour list (NL) with a specified length
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is generated by filling the list one by one randomly from four neighbouring
approaches explained before. Then the DABC algorithm is started. During
the evolution process, one approach from the NL is taken out and used to
generate a new food source for an employed bee or onlooker. If the new food
source successfully replaces the current one, this approach will enter into a
winning neighbouring list (WNL). Once the NL is empty, it is refilled as
follows: 75% of the NL is refilled from the WNL list, and then the rest of
25% is refilled by a random selection from four different approaches. If the
WNL is empty, the latest NL is used again. The above process is repeated
until a termination criterion is reached. As a result, the proper neighbouring
approach can be gradually learned by the algorithm itself to suit the partic-
ular problem and the particular phase of search process [19].

Local Search
DABC contains embedded local search. In employed bee phase, each bee
may perform local search with given probability. If a random number in
range [0, 1] is lesser than this probability, fixed count of swap or insert oper-
ations are applied to a food source generated by a bee. Local search serves
to enhance the exploitation ability of DABC algorithm.

Scout Bee Phase
Contrary to ABC, in the DABC scout bee phase, the exhausted food source
is replaced by new solution generated from the best solution in the popu-
lation, upon which at least three insert operations are performed. This way
DABC exploits the knowledge of best food source found so far, rather than
generating new random one.

4 Chaos Induced Discrete Artificial Bee Algorithm

In all the variants of ABC and DABC, very little attention has been paid to the
stochasticity of the algorithm. The basic premise is the use of widely available
PRNG’s. Using the stock DABC algorithm of [19], we have included the most
popular Mersenne Twister [17] as the default PRNG.

Alternatively, we have included nine unique chaotic systems as CPRNG for the
DABC. These new chaos embedded algorithms (hereafter referred to as variants)
can be collectively labelled as CDABC. The basic premise of this work is to
ascertain if any improvement can be achieved in DABC by using chaotic systems
in place of PRNG.

The chaotic map can be utilised in two forms, the first is to generate a large
chaotic sequence from inception of the map and use it iteratively. The second
approach is to use a random start position of the algorithm for each experiment.
We use the second approach, as to have a unique sample for each experiment,
and eliminate the need to store large values in memory. This is similar concept to
having a seed input to a PRNG. The different chaotic systems used as CPRNG’s
are given in the following section 5.
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5 Chaos Systems

The most interesting chaotic systems, which can be utilised as CPRNG are
discrete dissipative chaotic maps. These maps have the general description of
being a linear set of equations, easily formulated, with a fine course grain over
the solution landscape. This last attribute allows the parsing of unique values
over a period of the chaotic oscillation. In total, nine unique chaotic systems
were considered for this experiment. The following sections describe the different
systems. All operating parameters were obtained from [26].

Arnold’s Cat Map
The Arnold’s cat map is a two dimensional discrete chaotic map, which is a
torus into itself. The equations are given in (4). The parameter of k = 2.0.

Xn+1 = Xn + Yn · (mod1)
Yn+1 = Xn + k · Yn · (mod1)

(4)

Burgers Map
The Burgers map arose from the study of hydrodynamics, where the dis-
cretization of coupled differential equations led to a bifurcation effect of the
system. The equation is given in (5) and the control parameters are α = 0.75
and β = 1.75.

Xn+1 = (α ·Xn)− Y 2
n

Yn+1 = (β · Yn) + (Xn · Yn)
(5)

Delayed Logistic
The Delayed Logistic is a two-dimensional map which is a phase shifted one-
dimensional logistic equation. The equation is given in (6) and the parameter
α = 2.27.

Xn+1 = α ·Xn · (1− Yn)
Yn+1 = Xn

(6)

Dissipative Standard Map
The Dissipative Standard Map is a two-dimensional chaotic system. The
equation is given in (7) and the operating parameters are β = 0.1 and k =
8.8.

Xn+1 = Xn + Yn−1 · (mod2Θ)
Yn+1 = (β · Yn) + (k · sinXn (mod2Θ))

(7)

Henon Map
The Henon map is a discrete-time dynamical system, which was introduced
as a simplified model of the Poincare map for the Lorenz system. The equa-
tion is given in (8) and the control parameters are α = 1.4 and β = 0.3.

Xn+1 = α−X2
n + (β · Yn)

Yn+1 = Xn
(8)
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Ikeda Map
The Ikeda map is a discrete-time dynamical system derived as a model of
light going around across a nonlinear optical resonator. A 2D real example
of the Ikeda map is given in equation (9). The operating parameters are α
= 0.75, β = 1.75, γ = 1 and μ = 0.9.

Xn+1 = γ + μ · ((Xn · cosφ)− (Yn · sinφ))
Yn+1 = μ · ((Xn · sinφ) + (Yn · cosφ))
φ = β − α

(1+X2
n+Y 2

n )

(9)

Lozi Map
The Lozi map is a simple discrete two-dimensional chaotic map. The equation
is given in (10) and the control parameters are α = 1.7 and β = 0.5.

Xn+1 = 1− (α · |Xn|) + (β · Yn)
Yn+1 = Xn

(10)

Sinai Map
The Sinai map is a simple two-dimensional discrete system similar to the
Arnolds Cat map. The equation is given in (11) and the control parameter
is δ = 0.1.

Xn+1 = Xn + Yn + (δ · cos 2Θ · Yn · (mod1))
Yn+1 = Xn + 2 · Yn · (mod1)

(11)

Tinkerbell Map
The Tinkerbell map is a two-dimensional complex discrete-time dynamical
system. The equation is given in (12) and the operating parameters are α =
0.9, β = -0.6, ρ = 2 and υ = 0.5.

Xn+1 = X2
n − Y 2

n + (α ·Xn) + (β · Yn)
Yn+1 = (2 ·Xn · Yn) + (ρ ·Xn) + (υ · Yn)

(12)

6 Flowshop with Zero Intermediate Storage

One of the most challenging and practical scheduling problem in the flowshop
class is the one with no storage or stoppage between machines [20]. Consider a
flow shop with zero intermediate storage (FSSZIS) subject to different operating
procedures. A job, when it goes through the system, is not allowed to wait at
any machine. For this process, all subsequent machines have to be idle, at the
completion of the job on a machine upstream. Therefore, the jobs are pulled
down the line by machines which have become idle. This constraint can be also
refereed to as the no-wait constraint, and minimising the makespan in such a
flow shop is referred to as the

Fm |nwt |Cmax

Among all types of scheduling problems, FSSZIS owns lots of important ap-
plications in different industries such as chemical processing [24], food processing
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[9], concrete ware production [8], and pharmaceutical processing [23] amongst
others.

For the computational complexity of the FSSZIS scheduling problem, [7]
proves that it is strongly NP-complete. Therefore, only small size instances of
this flowshop problem can be solved with reasonable computational time by
exact algorithms.

The following notations are used to formulate the FSSZIS problem: assume n
as number of jobs to be scheduled, m as the number of machines in the flowshop,
ti,j as the processing time for the ith job on the jth machine, di,k as the minimum
delay on the first machine between the start of job i and job k due to the no-wait
constraint, [i] as the job processed in position i , C[i] as the completion time of
the job processed in position. TFT represents the total flow time, i.e. the sum
of flow times of all jobs.

The minimum delay time di,k and completion time C[i] can be calculated as:

di,k = ti,1 + max
2≤j≤m

(
j∑

p=2
ti,p −

j−1∑
p=1

tk,p

)
C[i] =

m∑
j=1

t[1],j ,

C[i] =
i∑

k=2

d[k−1],[k]+
m∑
j=1

t[1],j , i = 2, 3, . . . , n.

(13)

All jobs are assumed to be available at time zero, the total flow time can then
be given as in (14).

TFT =
n∑

i=2

(
i∑

k=2

d[k−1],[k] +
m∑
j=1

t[1],j

)
+

m∑
j=1

t[1],j =

n∑
i=2

i∑
k=2

d[k−1],[k]+
n∑

i=1

m∑
j=1

t[i],j =

n∑
i=2

(n+ 1− i)d[i−1],[i] +
n∑

i=1

m∑
j=1

ti,j

(14)

where
n∑

i=1

m∑
j=1

ti,j is the sum of the processing time of all jobs in all machines [3].

7 Results

The experimentations was conducted on the Taillard data sets [27], which is a set
of 12 data classes of different sizes, each of which contains ten unique instances;
therefore a total of 120 data instances.

The operating parameters of CDABC are given in Table 1. All parameters
were kept constant for all the experimentation, in order not to introduce a bias.
All experiments were conducted on the machine having Intel i7-3610QM CPU
processor running at 2.3GHz with 8GM of RAM. All codes were written in the
C programming language.



Scheduling the Flowshop with Zero Intermediate Storage Using CDABC 149

Table 1. DABC Operating parameters

Parameter Value
Food Source (FS) 30
Limit (food source) 50
Loop (Local Search) 200
Local search probability (PL) 0.2
Neighbourhood List (NL) 20
Winning Neighbourhood List (WNL) 0.75 x NL
Iterations 100

For each instance, fourteen (14) repeated experimentations were conducted
by each variant of CDABC in order to obtain statistical variance. Therefore,
1680 individual experiments were conducted by each variant, leading to a sum
total of 16800 experimentations for all ten variants.

The average results obtained by the 140 experiments of each problem data
class are given in Tables 2 and 3. From the results, it can be concluded that
the two most promising results are from the Tinkerbell and Delayed Logistic
map systems. Tinkerbell has the best average results for the 20x5, 20x10, 100x5,
100x10, 100x20, 200x10, 200x20 and 500x20 data sets. Delayed Logistic obtains
the best results for the remaining data sets of 20x20, 50x5, 50x10 and 50x20
data sets. Additionally, it obtains better cumulative average value and standard
deviation.

Table 2. Summarised results for Mersenne Twister, Arnold Cat, Burgers, Delayed
Logistic and Dissipative Maps

MT Arnold Cat Burgers Delayed Logistic Dissipative
20x5 16211.94 16333.94 16188.50 16183.76 16315.27
20x10 23560.44 23787.04 23525.30 23520.45 23756.47
20x20 38593.95 38857.17 38551.00 38537.12 38842.35
50x5 84813.39 86367.90 83775.64 83207.16 85919.88
50x10 119748.21 122404.80 118449.56 117580.99 121999.04
50x20 175302.27 178829.33 173224.56 171925.68 178313.36
100x5 332715.06 344226.62 326877.84 324506.33 341968.45
100x10 458246.87 475807.93 450901.06 447582.99 472777.88
100x20 637540.68 661497.84 628598.67 623943.67 657132.23
200x10 1821165.26 1912745.61 1786033.84 1770658.18 1895025.71
200x20 2463227.25 2591044.94 2420490.61 2398351.19 2571131.01
500x20 15572075.59 16013990.10 15067932.90 14815045.71 15870479.40

Average 1811933.41 1872157.77 1761212.46 1735920.27 1856138.42
StdDev 4403079.05 4528691.58 4260041.78 4188289.04 4487960.06
Time 5.76 5.60 13.99 19.58 6.47

The paired t-test experiment is conducted pairwise on all the different variants
of CDABC. All the raw results were used for the computations, implying that
for each variant, all 1680 results were pairwise compared. The results comprising
of the t and p values is given in Table 4. For all the t-test comparisons, the p
value is compared to a 95% confidence level. In terms of significance, it can be
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Table 3. Summarised results for Henon, Ikeda, Lozi, Sinai and Tinkerbell Maps

Henon Ikeda Lozi Sinai Tinkerbell
20x5 16432.11 16241.76 16233.55 16378.60 16182.42
20x10 23911.16 23641.86 23622.57 23826.85 23516.82
20x20 39085.52 38667.38 38646.44 38959.71 38546.31
50x5 86881.14 85028.39 84597.73 86821.97 83370.07
50x10 123106.13 120354.07 119831.39 122926.35 117754.74
50x20 180033.85 175847.83 175407.02 179771.59 172261.97
100x5 347755.44 334855.24 333891.74 346144.03 323948.20
100x10 480264.36 462990.53 460947.43 478851.04 447040.17
100x20 668043.29 645101.83 641935.18 665638.75 622663.85
200x10 1933300.76 1847125.13 1837010.47 1929469.41 1764057.10
200x20 2623881.93 2504658.01 2492349.47 2614873.97 2391550.34
500x20 16042336.93 15575355.41 15441420.64 16147232.41 14890741.87

Average 1880419.38 1819155.62 1805491.14 1887574.56 1740969.49
StdDev 4536745.05 4404156.64 4366160.60 4566556.19 4209720.31
Time 5.67 8.35 9.70 5.15 18.28

postulated from the results that all variants of CDABC are significantly different.
Therefore, it becomes obvious that the order of the best performing variants is
given as Delayed Logistic, Tinkerbell, Burgers, Lozi, Mersenne Twister, Ikeda,
Dissipative, Arnold Cat, Sinai and Henon Map.

Table 4. Paired t-test results: t and p values

MT Arnold Cat Burgers DL Disspative Henon Ikeda Lozi Sinai
t p t p t p t p t p t p t p t p t p

MT - - - - - - - - - - - - - - - - - -
Arnold Cat 19.58 0.00 - - - - - - - - - - - - - - - -

Burgers 15.2 0.00 18.1 0.00 - - - - - - - - - - - - - -
DL 15.42 0.00 17.61 0.00 14.69 0.00 - - - - - - - - - - - -

Dissipative 20.49 0.00 11.23 0.00 11.205 0.00 17.61 0.00 - - - - - - - - - -
Henon 21.16 0.00 6.67 0.00 18.84 0.00 18.25 0.00 15.54 0.00 - - - - - - - -
Ikeda 7.43 0.00 17.71 0.00 17.37 0.00 16.92 0.00 17.45 0.00 19.33 0.00 - - - - - -
Lozi 5.17 0.00 17.52 0.00 17.79 0.00 17.13 0.00 17.49 0.00 18.79 0.00 11.82 0.00 - - - -
Sinai 19.47 0.00 9.95 0.00 18.08 0.00 17.65 0.00 14.82 0.00 4.64 0.00 17.9 0.00 17.68 0.00 - -

Tinkerbell 15.97 0.00 18.06 0.00 15.93 0.00 6.84 0.00 18.21 0.00 18.72 0.00 17.57 0.00 17.98 0.00 18.07 0.00

8 Conclusion

The main premise of this research is to experimentally verify the application
of chaos map used as CPRNG’s in the DABC algorithm. A total of nine dif-
ferent discrete dissipative chaotic maps were embedded in the canonical DABC
algorithm and experiment was conducted on the flowshop with zero intermedi-
ate storage problem. The Taillard data sets were utilised and a total of 16,800
experiments were conducted by the different variants to validate the hypothesis.

From the obtained results, the top four performing variants were the Delayed
Logistic, Tinkerbell, Burgers and Lozi maps. In the paired t-test results, all vari-
ants were shown to be significantly different. Therefore, we can state that using
chaos maps improves the DABC algorithm, and provide significant improvement
over Mersenne Twister for the this specific flowshop with zero intermediate stor-
age problem.
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Abstract. In this paper we discuss a method useful for spectra ana-
lysis – analytical programming and its implementation. Our goal is to
create mathematical formulas of emission lines from spectra, which are
characteristic for Be stars. One issue in performing this task is symbolic
regression, which represents the process in our application, when mea-
sured data fit the best represented mathematical formula. In past this
was only a human domain; nowadays, there are computer methods, which
allow us to do it more or less effectively. A novel method in symbolic re-
gression, compared to genetic programming and grammar evolution, is
analytic programming. The aim of this work is to verify the efficiency of
the parallel approach of this algorithm, using CUDA architecture.

Keywords: analytical programming, spectra analysis, CUDA, evolu-
tionary algorithm, differential evolution, parallel implementation, sym-
bolic regression.

1 Introduction

Nowadays, astronomy is one of the scientific disciplines which produce enormous
amounts of data per day, which needs to be processed automatically. In our
work we focused on the spectra analysis of Be star-candidates. Be stars are hot
B-type stars (effective temperature 10,000 to 30,000K) with luminosity class
III to V (i.e. not supergiant stars) whose spectrum has shown at least once an
emission line – usually hydrogen in the Balmer line, see Figure 1. Sometimes,
other emission lines are visible, for example neutral helium. Even when the
spectrum goes back to normal, the star remains in the Be star class [9]. Some of
them are among the brightest stars in the sky [2].

Non-image data, such as spectra, are also mainly distributed in astronomy in
Flexible Image Transport System (fits) format, standardized in 1981 [1]. This
format can have the *.fts, *.fits, *.fit extensions and a major feature it has
is that images metadata are store in a human readable ASCII header. In our
work we processed fits format data files with fv FITS Editor, available from the
standard Ubuntu repository.
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of Complex Systems, Advances in Intelligent Systems and Computing 289,
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Fig. 1. An example of spectra with a characteristic Be star emission.

2 Overview of Analytical Programming

Analytical programming, proposed in 2005 [4], was inspired by Hilbert spaces and
genetic programming. The principles and general philosophy behind analytical
programming (AP) stem from these two methods. Into AP an idea about the
evolutionary creation of symbolic solutions is taken from GP while from Hilbert
spaces the idea of functional spaces and the building of the resulting function
by means of the search process is adopted in AP. The core of AP is based on a
set of functions, operators and so-called terminals, which are usually constants
or independent variables as well as in GP and GE. The main aim of AP is
to synthesize a suitable program which would fit the measured data as well
as possible (with the given precision). For this reason, a discrete set handling
(DSH) idea [7,8] was adopted in AP [5]. Discrete set handling creates an interface
between the Evolutionary Algorithm (EA) and the problem. Therefore, we can
use in AP almost any evolutionary algorithm. The individual is represented
as a non-numerical value and a numerical value is added to the evolutionary
process as an integer index. This index represents an individual from the General
Function Set (GFS).

2.1 Versions of AP

There are three versions of AP. APbasic is a basic version of AP and uses con-
stants from the terminal set. APmeta – in this version there are constants not
defined in the terminal set; in the terminal set there is only one general constant
K and every constant K is estimated by a different or the same evolutionary
algorithm. We can mention one disadvantage of this version – because of run-
ning evolution under evolution, it could be very slow for a large number of steps.
There is a big number of evaluations of the fitness function. The last version is
APnf – constants are estimated by non-linear fitting algorithm.
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2.2 General Function Set

The GFS is a set of all mathematical objects – functions, operators and terminals.
GFS consists of functions with different numbers of arguments. GFS is user-
defined, so the content may differ. We must split the content of GFS into classes
based on the numbers of arguments: 0args are terminals, 1args (sin, cos, tan, . . .),
2args (+,−, ∗, /, . . .), etc. Choosing the right set may have a large influence on
the convergence of AP.

2.3 Evolutionary Algorithm

AP was designed to be a very robust method and we can use almost any evo-
lutionary algorithm. Individual steps, such as mutation, crossover, etc. are fully
handled by the chosen evolutionary algorithm. Operations which make EAs when
the algorithm is run do not have any influence on performance. Thus the result
performance depends mainly on the correct choice of GFS individuals. For every
evolutionary algorithm, the main goal is generally to reduce the fitness value to
below a user-defined threshold, or to achieve maximum number of migrations for
a Self Organizing Migrating Algorithm (SOMA), or in the case of Differential
Evolution (DE) – generations.

2.4 Mapping Operators

Mapping is the phase when an individual is transformed into a useful mathemat-
ical function. It consist of two parts, DSH and security functions, to exclude the
creation of pathological individuals. In the evolutionary algorithm the individual
is represented by a vector of indexes and is remapped to mathematical objects
from GFS.

2.5 Reinforced Evolution

By running evolution, more or less suitable individuals are created, so one very
good idea is to include the best individual as the terminal in GFS. The main
idea of reinforcement is based on the addition of a just-synthesized and partly
successful program in an initial set of terminals [3]. The decision on whether the
best value will be added to GFS is ensured by a user-defined threshold value. If
it is reached, from that moment it is added in GFS as a terminal, best solution
and updated whenever a better solution with lower fitness is found.

2.6 Security Procedures

Evolution can result in an expression, which is not mathematically correct, thus
we create a pathological individual (without argument). We can prevent this by
distributing GFS into classes ordered by the number of arguments. By mapping
from evolution space to GFS, we measure the distance to the end of the expres-
sion. When the number of arguments is greater than the distance to the end of
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Fig. 2. Schema of mapping and security principles. Because of measuring distance to
end of expression is tan replaced by ω [4]

the expression, we choose individuals from the lower class. We must also pay
attention so as to exclude errors from the fitness function, such as division by
zero, functions with an imaginary or real part (if not expected), frozen functions
(an extremely long time to get a cost value), etc. [3].

3 Parallel Implementation Using CUDA – An Overview

CUDA (Compute Unified Device Architecture) is a platform for parallel com-
puting, developing by NVIDIA. CUDA is SIMT (Single Instruction Multiple
Threads). Its main feature is that one instruction is executed by thousands of
threads. However, kernels can effectively perform only basic operations. In the
CUDA device various types of memory reside, as you can see in Table 1. Note:
registers are the fastest memory on the GPU.

The idea of implementing AP on parallel architecture is based on successful
parallel implementation of evolutionary algorithms on CUDA, where a significant
speeding up was achieved [10,11]. We were inspired to implement a parallel
version of AP on CUDA, because of the good results achieved by the evolutionary
algorithms when implemented on CUDA, although execution of this number of
operations and structures may lead to worse performance results, as expected.



Better and Faster Spectra Analysis Using Analytical Programming 157

Table 1. CUDA Memory Types and Characteristics [13], (u.c. ≡ unless cached)

Memory Location Cached Access Scope

Register On-chip No Read/Write One thread
Local On-chip Yes Read/Write One thread
Shared On-chip N/A Read/Write All threads in a block
Global Off-chip (u.c) Yes Read/Write All threads + host
Constant Off-chip (u.c.) Yes Read All threads + host
Texture Off-chip (u.c.) Yes Read/Write All threads + host

Fig. 3. The flowchart of AP implementation

4 Testing Parallel Implementation – Methods, Datasets,
Results

We cut the spectra from Figure 1 and obtained only the emission line in Figure 4
with 50 equidistant points, to satisfy our requirements. The data on the Be stars
spectra come from the archive of the Astronomical Institute of the Academy of
Sciences of the Czech Republic1.

1 Available from: http://astropara.projekty.ms.mff.cuni.cz/spectra/newest/

http://astropara.projekty.ms.mff.cuni.cz/spectra/newest/
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Fig. 4. Extracted emission line (blue) of Be star and our best result (red dots) of the
SOMA algorithm with deterministic chaos

To by able to carry out a comparison in our tests we used a classical pseudo-
random number generator and on the other site we tried to compare it to im-
plemented deterministic chaos, with setting A = 4, which equation is as follows:

xn−1 = Axn(1 − xn)

We carried out tests with SOMA and DE as the main evolutionary algorithm
of AP. For estimating constants we chose the SOMA algorithm. The measured
results are shown in Tables 2 and 3.

The settings for our implementation are shown in Table 2.

Table 2. Algorithm settings

DE SOMA SOMA constants

NP 500 PopSize 500 PopSize 10
Dimensions 40 Dimensions 20 Dimensions 20
Generations 100 Migrations 10 Migrations 5
F 0.9 PRT 0.1 PRT 0.1
CR 0.5 PathLength 4 PathLength 3

Step 0.21 Step 0.25

Thanks to the use of deterministic chaos against a pseudo-random number
generator (PRNG) we speed up the running time by using simple mathematical
operations, which is good for the CUDA kernel. Convergence of the fitness value
is also a bit better.
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Table 3. Minimum, average and maximum fitness achieved from our tests. Each
method was tested 10 times.

DE PRNG DE Chaos SOMA PRNG SOMA Chaos

MIN 4.02327 4.00432 0.85327 0.83326
AVG 4.30381 4.27877 1.41000 1.39508
MAX 4.57460 4.51520 1.84721 1.91367

Table 4. Duration of execution of AP: with SOMA 95238096 evaluation of the cost
function in the main EA, with DE 100000000

[s] DE PRNG DE Chaos SOMA PRNG SOMA Chaos

MIN 2688.59 1962.53 3161.47 2761.57
AVG 2805.84 2296.42 3305.62 2942.40
MAX 2873.77 3037.32 3372.46 3098.13

5 Conclusion

We successfully implemented AP on CUDA and obtained relevant results. Both
PRNG and deterministic chaos are suitable for running with parallel implemen-
tation of AP. The use of deterministic chaos seems to be a bit better. This is
given by the fewer and simpler math operations needed to get a value. CUDA
is not designed to run as long kernels, as we implemented, but there is a lot
of room for future optimization of these kernels. We use lots of registers in the
kernel, so performance falls from the ideal. In feature CUDA architecture, kernel
under kernel will be probably run, which should bring a large improvement in
performance. We want to compare our results with another parallel approach
in the near future. On graphics hardware it will be Opencl, and OpenPM as a
CPU variant.
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Abstract. This research analyses the development of a complex net-
work in the swarm based Discrete Self-Organising Migrating Algorithm
(DSOMA). The main aim is to evaluate if a complex network is gen-
erated in DSOMA, and how the population can be evaluated when the
objective is to optimise the flow shop scheduling with blocking prob-
lem. The population is evaluated as a complex network over a number
of migrations, and different attributes such as adjacency graph, minimal
cut, degree centrality, closeness centrality, betweenness centrality, Katz
centrality, mean neighbour degree, k-Clique, k-Plan, k-Club, k-Clan and
community graph plots are analysed. From the results, it can be con-
cluded that an DSOMA population does behave like a complex network,
and therefore can be analysed as such, in order to obtain information
about population development.

Keywords: Evolutionary algorithm, complex network, flow shop
scheduling with blocking.

1 Introduction

Complex networks have come to play an important role in the analysis of complex
dynamical behaviour. This research looks to expand the application of complex
networks to analyse the development of Evolutionary Algorithms (EA’s). EA’s
are used to solve complex engineering problems, using principles of evolution,
heredity, mathematical and swarming amongst others. There are two generic
components for EA’s, a stochastic population and propagation techniques.

Through iteration of the population, the population undergoes transforma-
tions and exhibits complex behaviour. As the population is interconnected, com-
plex network behaviour can be generated [2]. Some of the key questions regarding
EA’s relates to how exactly does the population behave? What impact does the
different combination criterion’s have on the improvement of the population?
What effect does the problem being solved have on the population? Can the
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impact of different individuals within the population be measured? Where are
the regions of stagnation in the population? [1].

The aim of this research is to analyse and attempt to answer these questions.
The tool used for this task is complex network analysis. A complex network is a
graph, which has non-trivial features, usually in the domain of real-world graphs.
A complex network contain features, which are unique to the problem. It exhibits
features such as degree distribution, clustering, community structures etc, which
are important markers for EA’s [2]. It can be postulated that a population under
EA’s jurisdiction exhibits such complex network behaviour. This is reinforced by
the application of an EA, especially since the network is designed to interconnect,
in order for new generation of individuals [3].

Each individual in the population can be regarded as a node in the complex
network graph, where its linkage specifies the exchange of information in the
population. Additionally, it can be specified that the node is only active for
successful transfer of information i.e. if the individual is successful in improving
itself. Using this approach, the network size is stagnant. The EA utilised in this
research is the Discrete Self-Organising Migrating Algorithm (DSOMA) [4], a
discrete variant of Self-Organising Migrating Algorithm (SOMA) algorithm [5].
DSOMA is a swarm based algorithm, where the propagation of the population
is based on the sampling of the fitness landscape towards the leader.

The test problem is the permutative flow shop scheduling with blocking con-
straint (FSSB) problem. The FSSB problem is a strict-sense permutative-based
combinatorial optimisation problem. A strict-sense problem is one where the en-
coding is non-over lapping and follows strict ordering. An ordering in this sense
can be shown as an example of five jobs in a scheduling problem. In this case,
each job is strictly identified and is non-replicating, therefore the encoding can
take any permutation based on the basic encoding of {1, 2, 3, 4, 5}. These types
of problems are strongly NP-Hard, and are generally considered some of the
most difficult problems to solve.

The paper is organised as follows: section 2 briefly describes DSOMA, and sec-
tion 3 outlines the FSSB problem. Complex networks and the different attributes
tested is described in section 4, which also analyses the generated networks. Fi-
nally, the work is concluded in section 5.

2 Discrete Self-organising Migrating Algorithm

DSOMA [4] is the discrete version of SOMA [5], developed to solve permutation
based combinatorial optimisation problem. The same ideology of the sampling
of the space between two individuals of SOMA is retained. Assume that there
are two individuals in a search space, where the objective for DSOMA is to
transverse from one individual to another, while mapping each discrete space
between these two individuals.

The major input of this algorithm is the sampling of the jump sequence be-
tween the individuals in the populations, and the procedure of constructing new
trial individuals from these sampled jump sequence elements. The overall outline
for DSOMA can be given as:
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Table 1. DSOMA parameters

Name Range Type Description

Jmin (1+) Control Min number of jumps
Population 10+ Control Num. of individuals
Migrations 10+ Termination Number of iterations

1. Initial Phase
(a) Population Generation: An initial number of permutative trial individ-

uals is generated for the initial population.
(b) Fitness Evaluation: Each individual is evaluated for its fitness.

2. DSOMA
(a) Creating Jump Sequences : Taking two individuals, a number of possible

jump positions is calculated between each corresponding element.
(b) Constructing Trial Individuals: Using the jump positions; a number of

trial individuals is generated. Each element is selected from a jump ele-
ment between the two individuals.

(c) Repairment : The trial individuals are checked for feasibility and those,
which contain an incomplete schedule, are repaired.

3. Selection
(a) New Individual Selection: The new individuals are evaluated for their fit-

ness and the best new fitness based individual replaces the old individual,
if it improves upon its fitness.

4. Migrations
(a) Iteration: Iterate the population till a specified migration.

DSOMA requires a number of parameters as given in Table 1. The major ad-
dition is the parameter Jmin, which gives the minimum number of jumps (sam-
pling) between two individuals. The SOMA variables PathLength, StepSize and
PRT Vector are not initialised as they are dynamically calculated by DSOMA
using the adjacent elements between the individuals. The detailed description of
DSOMA is given in [4] and [6]. The detailed schematic is given in Figure 1.

3 Flow Shop Scheduling with Blocking

Consider m machines in series with zero intermediate storage between successive
machines, which have to process n jobs. If a given machine finishes the processing
of any given job, the job cannot proceed to the next machine while that machine
is busy, but must remain on that machine, which therefore remains idle. This
phenomenon is refereed to as blocking [7].

In this paper, only flow shops with zero intermediate storage (FSSB) are
considered, since any flow shop with positive (but finite) intermediate storage
between machines can be modelled as a flow shop with zero intermediate storage.
This is due to the fact that the storage space capable of containing one job may
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be regarded as a machine on which the processing time of all machines is equal
to zero.

Pinedo [7] has defined the problem of minimising the makespan in a flow shop
with zero intermediate storages is referred to in what follows as:

Fm |block |Cmax

Let Di,j denote the time that job j actually departs machine i. Clearly Di,j ≥
Ci,j . Equality holds that job j is not blocked. The time job j starts its processing
at the first machine is denoted by D0,j . The following recursive relationship hold
under the job sequence j1, . . . , jn:

Di,j1 =

i∑
l=1

pl,j1 i = 1, . . . ,m (1)

Di,jk = max
(
Di−1,jk + pi,jk , Di+1,jk−1

)
i = 2, . . . ,m k = 2, . . . , n

(2)

Dm,jk = Dm−1,jk + pm,jk (3)

The DSOMA algorithm was coded in the C programming language. The data
set used was the first Taillard data set; a 5 machine, 20 job problem [8].

4 Complex Network Analysis

Complex network analysis can be accomplished using a number of components.
In this paper, we utilise the Adjacency graph approach in order to show the
linkage between different individuals in the population. The creation of the Ad-
jacency graph is given as in Algorithm 1.

input : Adjacency matrix as n x n to 0, where n is PopulationSize
output: Adjacency matrix
for i ← 1 to Migrations do

for j ← 1 to PopulationSize do
for k ← 1 to IndividualSize do

Generate values between Jk and Leaderk
end
trial ← Repair the new trial individuals.;
fitnesstrial ← evaluate ftrial;
if fitnesstrial < fitnessindividual then

add one to corresponding vector row j and Leader vector column in
the Adjacency matrix.;

end

end

end
Algorithm 1. Adjacency matrix generation
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Once the Adjacency matrix is created, all non-zero values are reset to one, to
have a one-to-one relationship. The following subsections outlines the different
properties which were analysed using complex networks. For each property, two
graphs are presented, one after first migration and the other after the fifth mi-
gration. In retrospect, we aim to show the growth of the complex network within
population. We omit the presentation of the final migration due to the heavy
density of the complex network.

The visualisation of the experimentation was conducted on Mathematica 9
software, using the social network analysis toolkit [9]. The population size was
kept at 100 individuals with 20 migrations.

4.1 Adjacency Graph

One of the core measures of degree, related to the vertex in a graph is the measure
of adjacency. Put simply, adjacency is the measure of the number of connections
between vertices and edges. Some of the most important attributes in a graph
is the number of linkages or degrees, or in the opposite case the total devoid of
connections (isolated vertex). The sum of all degrees is the total degree of the
graph. The adjacency matrix graphs are shown in Figure 2.

From the migrations, it is seen that not all individuals in the population
improve in the first migration. From the first migration, seven individuals due
not improve and therefore do not contribute to the network. In the fifth migra-
tion, two separate leaders are observed in the network, and all individuals have
improved in the fitness landscape.

4.2 Minimal Cut

A minimum k-cut of a graph is a partition of vertices of a graph into k disjoint
subsets with the smallest number of edges between them. From the graphs in
Figure 3, we can see that the minimal cut is actually dependent on the number of
new leaders been generated in the population. From the analysis of the graphs,
it can be seen that the minimal cut increases over the migrations.

4.3 Degree Centrality

Generally referred to as the simplest centrality, the degree centrality is defined
as the number of edges connected to a specific node. Degree centrality is an
important distribution hub in the network as it connects and thereby distributes
the most information flowing through the network. The graphs are given in
Figure 4.

This is one of the most important features under consideration in the complex
network. Using degree centrality, we can actually analyse if stagnation or pre-
mature convergence is occurring the population. Looking at the feature on the
graphs, it can be seen multiple nodes are increasing (distinguished by their size),
emphasising their prominence in the population, and their effect in generating
new leaders.
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4.4 Closeness Centrality

In a connected graph, having natural distance in the vertices, the distance be-
tween nodes is measured by the shortest distance. In other words, the inverse of
the sum of all distances of a node in a graph represents its closeness.

Closeness is a key measure as to the rate of distribution of information in
the graph. The graphs are given in Figure 5. The closeness centrality is actually
distributed over the entire network (outer nodes). This actually conveys that all
the nodes are contributing equally in the network.

4.5 Betweenness Centrality

Betweenness centrality is a measure of a specific vertex within the entire graph.
It reflects as the number of connections it is part of as a shortest link between
different nodes. This is an important measure of the control and management of
information within the graph. Central nodes are seen to play a more fundamental
role as shown in Figure 6. Incidentally, the node shown to have the highest
betweenness centrality also has the best fitness function, therefore the role of
the leader increases over the migrations. Another important note is that once
the node for the best fitness changes, as does the betweenness centrality of the
system.
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Fig. 2. Adjacency Graph

4.6 Katz Centrality

Katz centrality is the generalised measure of degree centrality, where it measures
the number of all nodes that can be connected through a path with the distances
nodes having adverse weighting. The graphs are given in Figure 7. As expected,
an early development of the graph can be seen, with equal weighting for all
leaders, as given in degree centrality.
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Fig. 3. Minimal Cut
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Fig. 4. Degree Centrality
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4.7 Mean Neighbour Degree

The mean neighbour degree is the average neighbour degree of the given vertices
in a graph as given in Figure 8. From this specific property, the network is shown
to grow more or less proportionally over the migrations, with all nodes playing
equal role in its development.

4.8 k-Clique

A k-Clique of a graph is a maximal subset S such that geodesic distance between
every pair of vertices in the set is less than or equal to k (set to 2 in this case).
That means no two nodes in the set can be more than k steps away from each
other. The graphs are given in Figure 9. From the graphs, it can be seen that the
S increases from one node to two nodes over the migrations. Also, the position
of S is centred towards the leader.

4.9 k-Plex

A k-Plex is a maximal subgraph with the following property: each vertex of
the induced subgraph is connected to at least n-k other vertices, where n is the
number of vertices in the induced subgraph. Here we have used k = 2 and n = 3.
The graphs are given in Figure 10. The number of k-Plex is kept at three nodes
throughout the migrations and again centred on the leader on each migration.

4.10 k-Club

A k-Club of a graph is a subset S of the vertex set, which induces a subgraph
of diameter k with the following property: each vertex of the induced subgraph
is connected to at least n-k other vertices, where n is the number of vertices
in the induced subgraph. Here we have used n = 2. The graphs are given in
Figure 11. K-Club is an important attribute used to analyse dependencies of
the network, and to isolate non-productive nodes. Therefore, it is seen that the
subset S increases over the migrations, implying the growth of the network over
the migrations.

4.11 k-Clan

A k-Clan of a graph is a k-clique in which the subgraph induced by subset S has
diameter less than or equal to k. So a subset to be a k-Clan-

1. should be a k-clique.
2. all nodes are connected by a path less than or equal to k.

We have used k = 5. The graphs are given in Figure 12 and it can be seen that
there is an increase of interconnectivity of the network. In fact all nodes are
joined over the migrations, therefore all nodes share or have had an influence in
the migration of the network. Therefore, all nodes improve on the leader of the
population.
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Fig. 5. Closeness Centrality
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Fig. 6. Betweenness Centrality
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Fig. 7. Katz Centrality
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Fig. 8. Mean Neighbour Degree
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Fig. 9. k-Clique
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Fig. 10. k-Plex
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Fig. 11. k-Club
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Fig. 12. k-Clan
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4.12 Community Graph Plot

The community graph plot attempts to draw all the vertices grouped into com-
munities, for better representation. In this representation, we display the hierar-
chical mode of graph representation as given in Figure 13. The community plot is
simply to decipher. At each migration, nodes are grouped around the leader. As
the network becomes more dense over the migrations, the community graph plot
increases in terms of connections and decreases in terms of isolated communities.
The communities are generally based around the number of leaders.

5 Conclusion

From the analysis of the population as an adjacency graph, it becomes clear that
the population exhibits complex network behaviour during evaluations. This
behaviour is seen as the expansion of the population in terms of improving
fitness, clustering due to fitness convergence and community migration due to
interaction.

Some of the most notable features is that not all individuals in the popula-
tion interact at each migration. However, after repeated experimentation, it was
clear that at the completion of the migrations, all individuals were connected
in the network. Therefore, it is clear that population size has an impact on the
selection of new leaders. The different centralities show that a number of hubs,
or connection point with more nodes appear according to the number of leaders
in the population. In retrospect, it becomes possible to analyse the structure of
the problem itself through complex networks, especially the interaction of each
individual at different migrations.

The clique analysis gives an overview of the number of sub-connections within
the populations. These subsets can give an overview of the density of the popu-
lation and the depth of the connections at each migration. Generally, all cliques
reflect the number of leaders in the populations over the migrations.

Finally, the community plot gives a hierarchical overview of the population.
The individuals appear clustered towards the leaders in the populations. The
density of the communities is generally based on how many individuals improve
upon the leader during the migrations.

It can be seen that the DSOMA population can also be analysed through
complex network tools, which give an excellent representation of the interconnec-
tions and swarm dynamics, thereby shedding more light on better management
on control of DSOMA, with an outline of how many individuals contribute to
the development of the populations, throughout the migrations.
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Abstract. First principle process model of GUNT RT 010 experimental unit is 
designed for the purpose of various modern control methods laboratory testing 
and applications. Unknown parameters are estimated from experimental data. 
Model Predictive Control is applied to the system to verify quality of the model 
and to demonstrate its use. Two approaches are considered according to process 
model – transfer function and state-space model. Known future set-point and 
constraints on input, state and output variable are part of the controller – optim-
al control actions are calculated by quadratic programming. 

1 Introduction 

Controller design or even simple tuning requires information about the controlled 
process. Trial-error tuning method by its iteration is getting such information. Critical 
gain and period, step response characteristics (simple dynamics approximation), trans-
fer functions, state-space models are used often for controller design [1, 2, 3, 4]. More 
sophisticated controller needs more complex process model and but then special con-
trol aims and process features can be considered and solved. Model Predictive Control 
[5, 6] is a nice example of such a method – control actions are calculated as a dis-
crete-time optimization problem, where the process model is used for the plant beha-
vior prediction and a receding horizon concept is applied to introduce the feedback. 
Multivariable processes, non-minimum phase or processes with dead-times can be 
easily controlled and knowledge of the future set-point or process constraints can be 
directly used in the design procedure. This can lead to a better control quality which is 
unreachable by the conventional controllers. Drawback is that the solution is quite 
complex – design, debugging, application, maintenance, modification – experts are 
needed for such tasks. 

Simulations and laboratory experiments are essential in education and training 
phase [7, 8]. GUNT RT 010 Level Control Training System is very interesting labora-
tory process [9, 10]. It is shipped together with experiments, software, and simula-
tions. Learning objectives of the experiments are: investigation of a controlled system 
without feedback, open loop control response, closed loop system with different con-
trollers and parameters. However, the possibilities of applying user algorithms are li-
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mited. Because commercial acquisition card LabJack U12 [11] with available dynam-
ic linked library is used by the training system there is a way how to communicate 
with the process from another environment for example from MATLAB or LabView 
[12]. 

The outline of the paper is as follows. GUNT Level Control Training System is pre-
sented in section 2. Nonlinear first principle process model and its linearization form are 
derived in section 3. Unknown parameters are estimated in section 4. Two model pre-
dictive controllers are applied in section 5. Conclusions are given in section 6. 

2 GUNT Level Control Training System 

Experimental set-up [10] (see Fig. 1) is mounted on the housing with electronics 3. 
Transparent level-controlled tank 1 is fed from the storage tank 4 with the speed-
controlled pump 2. Liquid level is measured using the tensometric pressure sensor. 
Electromagnetic proportional valve 5 in the tank outlet can serve as a disturbance va-
riable or as a second manipulated variable. 

 

Fig. 1. Scheme of training system RT 010 

Technical Data: 

• Level-controlled tank: capacity 1.2 l 
• Storage tank: capacity 3.7 l 
• Pump ELEGANT: 12 V, 10-18 W, max. flow rate 8 l/min, 60 kPa 
• Electromagnetic valve Burkert 2835: 24 V, 16 W 
• Tensometric pressure sensor: 0 – 3 kPa (0 – 300 mm of water level) 
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Internal wiring with LabJack U12 acquisition card [11] (see Fig. 2): 

• Analog input AI0 - pressure sensor output y (0.5 – 2.6 V) 
• Analog output AO0 - pump input uc (0 – 5 V) , 0 off / 5 on 
• Analog output AO1 - valve input uv (0 – 5 V), 0 closed / 5 opened 
• Digital input IO2 - pump manual switch output (on/off) 
• Digital input IO3 - valve manual button output (on/off) 

 

 

Fig. 2. Signal scheme 

3 Process Model 

3.1 Nonlinear Process Model 

Nonlinear first-principle process model of the GUNT Level Control Training System 
is derived from mathematical-physical analysis by application of law of energy and 
mass conservation. Model has two inputs – voltages for the pump and valve and one 
output – signal from pressure sensor corresponding to water level in level-controlled 
tank, construction parameters and 6 unknown parameters. 

Pump model is described with static characteristic 

 b
ccin uua )~(Q −=  (1) 

where Qin is tank input flow rate, m3/s, 
 uc is pump voltage, V, 
 cu~  is voltage when the water begins to flow into tank, V and 

 a, b are pump parameters. 

Tank model is derived from law of mass conservation 

 
dt

dh
SQQ outin +=  (2) 

where Qin is tank input flow rate, m3/s, 
 Qout is tank output flow rate, m3/s and 
 S is tank cross-section, m2. 

uc uv y 
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Valve model is described with static characteristic – derived from law of energy 
conservation – conversion of potential energy into kinetic energy 

 ( ) huueQ f
vvout

~−=  (3) 

where Qout is tank output flow rate, m3/s, 
 uv is valve voltage, V, 
 vu~  is voltage when the valve begins to open, V, 

 h is water level, m and 
 e, f are valve parameters. 
Pressure sensor model is described with static characteristic 

 dhcy +=  (4) 

where y is pressure sensor voltage, V, 
 h is water level, m and 
 c, d are pressure sensor parameters. 

3.2 Process Model Linearization 

Nonlinear model is linearized and rewritten into deviation form for the purpose of li-
near controller design. 

Nonlinear static characteristic of the pump is approximated with a line with slope 
equal to a derivative in linearization point given by pump voltage uc0 

 c
b

ccc

uc

in uuubau
du

dQ

c

1
0in )~(Q

0

−−=⋅=  (5) 

Variables signed with stripe are deviations of original variables in linearization 
point [uc0, uv0, Q0, h0, y0]. For example 

 0Q QQinin −=  (6) 

where Q0 is flow rate in linearization point, m3/s. 
Tank model is linear so it is only rewritten into deviation form 

 
dt

hd
SQQ outin +=  (7) 

Valve static characteristic is linearized in a similar manner as the pump static cha-
racteristic 

( ) ( )
h

h

uue
uhuufeh
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Pressure sensor static characteristic is linear, so it is only rewritten into deviation 
form 

 hcy ⋅=  (9) 

3.3 Linear Transfer Function Model 

Tank input flow rate inQ  from Eq. (5) and output low rate outQ  from Eq. (8) are 

substituted into Eq. (7) 

 ( ) ( )
dt

hd
Sh

h

uue
uhuufeuuuba

f
vv

v
f

vvc
b

cc +−+−=− −−

0

0
0

1
0

1
0

2

~
~)~(  (10) 

Eq. (10) is modified so that time constant T, gain Zc of the pump and gain Zv of the 
valve to water level can be expressed 
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If gain for pressure sensor voltage y is needed, gains must be multiplied by con-
stant c and the resulting model is 

 vvcc ucZucZy
dt

yd
T +=+  (12) 

3.4 Linear State Space Model 

State-space model is as follows (water level is state variable) 

 

hcy

u

u

T

Z

T

Z
h

Tdt

hd

v

cvc

=














+−= 1

 (13) 

4 Unknown Parameters Estimation 

Construction parameters of GUNT Level Control Training System are summarized in 
Tab. 1. 
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Table 1. Construction parameters 

Construction parameter Value 

Tank diameter 0.096 m 

Overflow pipe diameter 0.025 m 

Pressure sensor pipe diameter 0.016 m 

Distance between tank bottom and valve 0.083 m 

Diameter of pipe between tank and valve 0.02 m 

Minimum measurable water level (origin of water level scale) 0.089 m 

Maximum water level (overflow throat distance from valve) 0.266 m 
 
Pump, valve and pressure sensor unknown parameters are estimated from experi-

mental data – steady-states values of flow rate, water level and pressure sensor vol-
tage are measured for different pump and valve voltages and parameters are estimated 
by numerical optimization. Pump, valve and pressure sensor estimated parameters are 
summarized in Tab. 2. Static characteristics are shown in Fig. 4-6 (measured data are 
plotted by crosses). 

Table 2. Estimated parameters 

Estimated parameter Value 

Pump parameter a 4.77×10-5 

Pump parameter b 0.535 

Voltage when the water begins to flow into tank cu~  1.75 V 

Valve parameter e 5.13×10-5 

Valve parameter f 0.714 

Voltage when the valve begins to open vu~  0.4 V 

Pressure sensor parameter c 12.6 

Pressure sensor parameter d -0.63 

 

 
Fig. 3. Pump static characteristic 
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Fig. 4. Valve static characteristic 

 

Fig. 5. Pressure sensor static characteristic 

5 Constrained Model Predictive Control 

Two Model Predictive Controllers are applied to GUNT Level Control Training Sys-
tem – one predictive controller with transfer function and another one with state-space 
process model [5, 6]. Incremental forms of the models are used in the controllers. Fil-
tration polynomial is considered in the transfer function case. No observer is needed 
by the state-space version because water level can be calculated from pressure sensor 
voltage. In both cases constraints are considered and we assume that the future course 
of the set-point is known. Linear models are used in the predictive controllers and 
nonlinear model for the control response simulations. Linearization point - steady-
state flow rate, water level and pressure sensor voltage are: uc0 = 2.5 V, uv0 = 3 V, Q0 
= 4.09×10-5 m3/s, h0 = 0.074 m and y0 = 1.42 V. Time constant and gains of the  
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linearized model are: T = 52 s, Zc = 0.23 and Zv = -0.089. Parameters of all controllers 
are the same and listed in Tab. 3. Control experiment starts from the calculated 
steady-state input and output of nonlinear model. Set-point is increased in 60 s  
stepwise and decreased in 120 s back to its initial value. Simulation response of the 
nonlinear model is plotted with the dotted line and the solid line is used for the expe-
rimental data. Response of the controller with the transfer function is in Fig. 6 and 
with the state-space model is in Fig. 7. 

Table 3. Model Predictive Controller parameters 

Controller parameter Value 

Sample time 0.5 s 

Start of costing horizon 1 

End of costing horizon 40 

End of control horizon 40 

Weighting coefficient for control error 1 

Weighting coefficient for control increments 0.1 

 

 

Fig. 6. Control response of controller with transfer function 
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Fig. 7. Control response of controller with state-space model 

6 Conclusion 

First principle nonlinear model describes behavior of the real system very well - simu-
lated and experimental responses are very similar (practically identical). The model 
has only 8 unknown parameters and all of them can be easily estimated from  
measured steady-state data. Controller design is not covered in this paper. The main 
objective of this paper was to validate the nonlinear model quality. We have two ma-
nipulated variables and only one controlled variable. Using of terminal constraint will 
force the controller output to follow optimal steady state solution. Now which combi-
nation will be at the end of the control experiment depends on used weightings and 
constraints. Simulation with the nonlinear model will help to implement the controller 
design in real world applications. Typical noise and disturbances for the process  
can be added so the simulation is even more realistic and can serve as a benchmark 
system. 
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Abstract. General Predictive Control (GPC) is a modern method for process 
control which is appropriate for many characters of processes. In this paper 
there is proposed possibility of optimization, which is performed in each sam-
pling period, in the GPC algorithm. Lower time of calculations is in general im-
portant for GPC control of multivariable systems with many constraints. An 
improvement of a primary method of quadratic programming task is proposed 
in this paper. Computational time can be reduced by changes in details of the 
optimization method. Time reserves are analyzed in a case of a nonlinear con-
strained problem which is represented by the Active Set Method. The improved 
method is presented and results are discussed in simulations. 

1 Introduction 

General predictive control [1]-[2] is an actually researched area of process control, 
which is suitable for control of wide spectrum of processes. The multivariable variant 
[3] of this method contains an expression of a controlled system [4] in form of a 
mathematical model, which has two possible descriptions. A state-space representa-
tion [5] is used for an easier form of predictive equations than by using a matrix trans-
fer function. The controller consists of two subsystems - a predictor and an optimizer 
[6]. A receding horizon principle of GPC [7] gives a control law in a more complicat-
ed mathematical form than in case of other common methods of control synthesis [8]. 
Resulting formulas for increments of manipulated variables are determined from the 
cooperating of the matrix prediction equation and an optimization expression which is 
a minimization of an argument of an appropriate cost function. The first part of the re-
sults is used in the next time-period in the receding horizon concept. 

The quadratic programming [9] is a commonly used approach for optimization 
principle in GPC because it enables including constraints [10] in a controller synthe-
sis. The cost function has a form of a quadratic function with a positively defined 
Hessian.[11] The restrictions for signals are defined as constraints defined by matrix 
inequalities in the GPC. There are two main classical approaches for solving of this 
optimization task. The first way - a primary method can be seemed more understand-
able in comparison to a more difficult dual method [9]. However, a computational 
time of the dual method is significantly lower than the computational time of the pri-
mary method. But its principle is theoretically difficult.  
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The primary method - Active Set Method (ASM) [9] is based on a combinatorial 
strategy. An inequality task is converted to the sequence of partial problems with ac-
tivating of a determined amount of conditions, which are considered as equalities. 
Solving of the matrix equations is then more logical than in case of the dual method. 

The one dimensional systems are easy to solve by ASM; however, the problems 
are a time demanding enumeration of equations in case of multivariable systems and 
more comprehensive set of constraints. In [6] it is described an example of GPC con-
trol of one dimensional system with constraints using a dual method with appropriate 
reduction [6, p. 67]; however, this formula is not commonly included in ASM. Here, 
it will be improved possibilities for its utilization in a multidimensional-optimization 
problem. In this paper there is applied the presented improvement of the ASM ap-
proach. The ASM method is suitable for control of multivariable systems with many 
constraints as can be seen from the results of simulations.   

2 State-Space Model of Multivariable Controlled System 

The controlled system can be expressed by many types of mathematical description in 
GPC control. The state-space modeling [5] is used in this paper. The advantage of this 
expression is a similar form for one and more dimensional case of a system; the equa-
tions in GPC algorithm have the compact and more suitable form. The multivariable 
linear discrete dynamical system in state-space (Fig. 1) is defined as (1). The system 
has m inputs, l outputs and n state variables. [5]   
 

 
 

Fig. 1. Multivariable Linear Discrete Dynamical System in State-space 
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3 Multivariable Predictive Control in State-Space 

Predictive control is based on a receding horizon strategy [7], which is used in a feed-
back control. Algorithm procedures are provided in each sampling period of a discrete 
control. The future outputs are computed using equations of predictor subsystem and 
the results are given to the optimizer for control law determination. Structure of pre-
dictive controller is displayed in Fig. 2. Variables are vectors of signal-values. A ref-
erence signal w and the horizon parameters N1, Nu, N2 are the initial conditions of a 
predictive control, where it is determined a vector of increments of manipulated vari-
able du. Other signals correspond with the state-space model (1). 

 

 

Fig. 2. Scheme of Multivariable Predictive Control in State-Space  

3.1 Predictor of GPC Controller 

By the mathematical model (1) are determined equations for the future output vari-
ables y in a multidimensional case. All steps are based on a receding horizon strategy 
with horizon parameters (N1 – minimum, Nu control and N2 – maximum horizon), as 
can be seen in Fig. 3. The final equation will contain the unknown values of du, 
which are determined in the optimizer using a quadratic programming task. Then it 
will be expressed the control law for GPC of multivariable controlled system. [6] 
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Fig. 3. Principal of Receding Horizon Strategy with Time Ranges for Signals 

The mathematical model (1) consists of a vector of manipulated variable u. An in-
tegrator is needed to be implemented in the state-space description of the controlled 
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of state variables as can be seen in (2)-(3). Where I is an identity matrix. 
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The form of the output equation is converted to (4). 
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For future outputs it is in general determined the recursive matrix equation [3]: 
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Where matrices P and G are defined in (6) by new symbols from (4). 
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3.2 Optimizer of GPC Controller 

The prediction equations in matrix form (5) are prepared for predictor; however, vari-
ables du should be evaluated. A way for expression of these variables is an optimiza-
tion task, which contains classical requirements for a feedback control just in a cost 
function. The cost function has a quadratic form (7). [3] 

m,n:b ℜ∈+= dududuHdu ...
2

1 TTJ
                                     

(7) 

In predictive control it is needed to minimize a cost function (7) using an argument 
du, when it is achieved an enumeration of a control law in a current sampling period.  

Where matrices H and b are defined as follow: 

)..(2 ,mNumNuIGGH += T                                             (8) 

[ ] [ ] GwwuxPb .))(),...,()1(),(..(2 21
TTT NkNkkk ++−−=             (9) 

The included constraints are considered in a form of matrix inequalities (10). 

KduM ≤.},min{J                                                  (10) 

Constraints can restrict ranges of variables – a minimum or maximum values of sig-
nals or their increments. Definitions of matrices M and K are in Table 1. In case of 
more than one constraints it is possible to expand a definition with the appropriate 
rows of  a new constraint. Where E is a matrix with unit elements. [6] 
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Table 1. Definition of Matrices for Constraints Conditions 

type M K 

minu   

















−−−
−−

−

mmmmmm

mmmm

mm

,,,

,,

,

EEE

EE

00E

O




















+−

+−
+−

1,
min

1,
min

1,
min

)1(

)1(

)1(

m

m

m

uk

uk

uk

Iu

Iu

Iu

M
 

maxu  

















mmmmmm

mmmm

mm

,,,

,,

,

EEE

EE

00E

O  





















+−−

+−−
+−−

1,
max

1,
max

1,
max

)1(

)1(

)1(

m

m

m

uk

uk

uk

Iu

Iu

Iu

M
 

miny  G−  







−

+− +−

)1(

)(
.. min

1,112

k

k
yNN

u

x
PE  

maxy  G  







−

++−

)1(

)(
.. max

1,112

k

k
yNN

u

x
PE  

mindu  

















−
−

O

M

00

I0

00I
mm

mm

,

,

 





















−

−
−

1,
min

1,
min

1,
min

m

m

m

du

du

du

I

I

I

M
 

maxdu  

















O

M

00

I0

00I
mm

mm

,

,

 





















1,
max

1,
max

1,
max

m

m

m

du

du

du

I

I

I

M
 

4 Quadratic Programming Task 

It is needed to solve the optimization problem (10) as a quadratic programming task. 
The most common used application of GPC control is implemented by methods from 
category of dual methods, e.g. the command quadprog in MathWorks: MATLAB 
software.  
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For own numerical solution of quadratic programming task a dual method is suitable; 
however, its explanation is not so clear as in case of a primary method, e.g. Active Set 
Method. If the Active Set Method were used, the application of it would not be solv-
able in real time. Its principals lead from the combinatorial step sequence. In the first 
part, this method is explained itself, but its application for multivariable systems with 
many constraints is not possible.  

4.1 Active Set Method 

The quadratic programming problem is based on minimization of the cost function by 
its argument with constraints on this variable. All constraints have a form of inequali-
ties. The Active Set Method considers any constraints as equalities “active” without 
any selected (non-active). They are determined by testing on value of Lagrange mul-
tipliers [6] and then they are reduced from the whole evaluation. 

At first, a new matrix Ma is set in the same way as the matrix M. The same rule is 
applied for the matrix K, which becomes a new matrix Ka. This is an initial part of the 
algorithm. Variables from task (7) with these matrices are substituted into (11). If any 
i-element of the vector λ  is negative, than it is removed each corresponding i-
constraint from the rows of matrices Ma and Ka for the next iteration. The cycles of 
first part ends when all elements of vector λ  are positive. In the worst case, it remains 
only one constraint.   

)()..( 111 bHMKMHMλ −−− +−= aa
T
aa                      

(11) 

If all constraints give the vector λ with all positive elements, than follows a second 
part of the method. There are tested all positive or “active” constraints. At first are in-
cluded all constraints and then are included just the combinations of them in a differ-
ent order - with an aim to combine all variants of them in matrices Ma and Ka. For 
each case it is determined a potential solution in (12). The most appropriate minimum 
is verified using substitution into the cost function. The achieved minimum gives the 
least value of the cost function J. 

).(1 λMbHdu T
a+−= −                                      (12) 

4.2 Improving of Active Set Method 

In the previous chapter was described the common presented approach for a quadratic 
programming problem. For many constraints and many inputs and outputs of con-
trolled system, the Active Set Method does not achieve the solution in real time. 
There is proposed an additional part for ASM algorithm, which can reduce a compu-
tational time. The main strategy is an evaluating of minimum without any constraints 
and testing for all constraints (13), known in case of dual methods [6]. These cases are 
possible in GPC control. If the result is correct, than it is reduced a next time-
consuming part of the algorithm. The important advantage of the improvement brings 
time-saving and makes this understandable method accessible for a practice. 
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 { }KbHMbHdu ≤−−= −− )( ; 11

                              (13) 

5 Results 

The proposed approaches were implemented in MathWorks: MATLAB software in a 
form of scripts, which are able to analyse a computational time during the multivari-
able predictive control by a predictor and optimizer activities. For the multivariable 
system (14) the simulations of GPC control were run with setting of constraints on 
variables and parameters for a feedback control: umin=0, umax= 0.9, ymin =0, ymax =0.5, 
dumin =0.01, dumax =0.5, N1=1, Nu=35, N2=38. References signals have form: 
wmin=0.25, wmax=0.5. Sampling period was chosen as 1 [s]. 
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As can be seen in Fig. 4, the successful results were achieved using the proposed im-
provement of Active Set Method. The number of rows in matrices M and K was in 
this case 432. The average time of the optimization part was approximately 0.438 [s] 
in the sampling period. 

 
Fig. 4. Results of Proposed Method 
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6 Conclusion 

The improved Active Set Method was used for a predictive control of a multivariable 
system. There were included constraints for penalisation of variable ranges. It was 
possible to control this multi-input multi-output system with many constraints by the 
proposed method with an average computation time 0.438 [s]. Without including of 
improvement it will not be possible to control in real time in a case of multidimen-
sional optimization problem with many restrictions. The aim of this paper was to 
make this method available, because its general principals are easier to explain, than it 
is by using the dual approaches of quadratic problem optimization. The improvement 
is suitable for a multidimensional problem in each sampling period in a predictive 
control, where the least computational time is in general required. 
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Abstract. An adaptive nonlinear control is modification of the classic
adaptive control where the controller is divided into the dynamic linear
part and the static nonlinear part. The dynamic linear part is constructed
with the use of polynomial synthesis together with the pole-placement
method and the spectral factorization. The static nonlinear part uses
static analysis of the controlled plant for introducing the mathematical
nonlinear description of the relation between the controlled output and
the change of the control input. In this case, the output response could
be tuned by the change of the closed-loop pole. The verification of the
proposed control strategy was made by simulations on the mathematical
model of CSTR with cooling in the jacket as a typical nonlinear system.

Keywords: Adaptive Nonlinear Control, CSTR, Mathematical Model,
Simulation, Recursive Identification.

1 Introduction

The control of the chemical processes in the industry is always challenging be-
cause of the nonlinearity of the major group of systems. The continuous stirred-
tank reactor (CSTR) is one of the most common used types of chemical reactors
because of easily controllability [1].

The adaptive control [2] is a control technique with good theoretical back-
ground and also practical implementations. It uses idea of the living organisms
that adopts their behavior to the actual environmental conditions. There are
also various adaptation techniques and variations described for example in [3].

The control method used here is based on the combination of the adaptive
control and nonlinear control. Theory of nonlinear control (NC) can be found for
example in [4] and [5]. The nonlinear adaptive controller is divided via Wieners
model [6] into two parts the dynamic linear part (DLP) and the static non-
linear part (SNP). The DLP uses polynomial synthesis [7] with pole-placement
method and spectral factorization and all these methods satisfy basic control
requirements such as a disturbance attenuation, a stability and a reference sig-
nal tracking. The second, nonlinear, part uses measurements of the steady-state
behavior of the system for mathematical description of the dependence between
the controlled output variable and the control input variable.
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The controlled system, CSTR, with originally nonlinear behavior could be
math-ematically described for the control purposes by the External Linear Model
(ELM) [8], parameters of which could vary because of the nonlinearity of the
system. This problem could be overcome with the use of recursive identification
which recomputes parameters of the ELM according to the actual state and the
behavior of the system. There were used delta (δ-) model [8] as a special type
of discrete-time models parameters of which approaches to the continuous ones
for the small sampling period as it is proofed for example in [9].

The proposed control strategy was verified by simulations on the mathemat-
ical model of CSTR with cooling in the jacket [10]. This mathematical model
was studied also in [11] and pure adaptive controller was applied in [12]. All
simulations were done in the mathematical software Matlab, version 7.0.1.

2 Controlled Plant

The systemunder the consideration is a Continuous Stirred-TankReactor (CSTR)
with the so calledVan der Vusse reaction A → B → C, 2A → D inside and cooling
jacket.

If we introduce common simplifications like the perfect mixture of the reac-
tant, all densities, transfer coefficients, heat capacities and the volume of the
reactant are constant throughout the reaction, the mathematical model devel-
oped with the use of material and heat balances inside has form of the set of
Ordinary Differential Equations (ODEs) [10]

dcA
dt = qr

Vr
(cA0 − cA)− k1cA − k3c

2
A

dcB
dt = − qr

Vr
cB + k1cA − k2cB

dTr

dt = qr
Vr

(Tr0 − Tr)− hr

ρrcpr
+ ArU

Vrρrcpr
(Tc − Tr)

dTc

dt = 1
mccpc

(Qc +ArU (Tr − Tc))

(1)

where t in is the time, c are concentrations, T represents temperatures, cp
is used for specific heat capacities, qr means the volumetric flow rate of the
reactant,Qc is the heat removal of the cooling liquid, Vr is volume of the reactant,
ρ stands for densities, Ar is the heat exchange surface and U is the heat transfer
coefficient. Indexes (·)A and (·)B belong to compounds A and B, respectively,
(·)r denotes the reactant mixture, (·)c cooling liquid and (·)0 are feed (inlet)
values.

The variable hr and k1−3 in (1) denotes the reaction heat and reaction rates
which are computed from

hr = h1 · k1 · cA + h2 · k2 · cB + h3 · k3 · c2A
kj (Tr) = k0j · exp

(−Ej

RTr

)
, for j = 1, 2, 3

(2)

where hi stands for reaction enthalpies. Reaction rates k1−3 in the second
equation are nonlinear functions of the reactants temperature computed via
Arrhenius law with k0j as rate constants, Ej are activation energies and R
means gas constant.
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Equations (1) together with (2) construct the mathematical model of the plant
used later for simulation studies. Due to simplifications introduced above we can
say, that this type of reactor is a nonlinear lumped-parameters system. We have
four state variables cA, cB, Tr and Tc and four input variables the volumetric
flow rate of the reactant, qr, the heat removal of the coolant, Qc, the input
concentration cA0 and input temperature of the reactant, Tr0. The fixed values
of the reactor are shown in [10].

3 Nonlinear Adaptive Control

The control strategy here is based on the factorization of controller into the
static nonlinear part (SNP) and the dynamic linear part (DLP) see Fig. 1. This
control scheme configuration is called a Wiener system.

Fig. 1. The scheme of the nonlinear controller

As it written in the previous part, there are theoretically four input and four
output variables. In this case, the change of the output concentration, cB, from
its steady-state value, csB , was controlled with the change of the volumetric flow
rate of the reactant, qr, from the working point, qsr , i.e.

u (t) = Δqr = qr (t)− qsr
[
m3 ·min−1

]
y (t) = ΔcB = cB (t)− csB

[
kmol ·m−3

] (3)

The dynamic part DLP in Fig. 1 represents linear dynamic relation between
the tracking error e(t) and the input to the nonlinear static part u0(t) = ΔcBw(t)
which is difference between the concentration of the product, cB(t), and its de-
sired value. The second static nonlinear part then describes the relation between
u0(t) and corresponding change of the input volumetric flow rate of the reactant
Δqr(t).

The schematic representation of the control system can be found in Figure 2.

3.1 Static Nonlinear Part

The nonlinear part uses properties of the system in the steady-state, i.e. for
time t → ∞ which means that the set of ODE (1) is transformed into the set of
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Fig. 2. Control Scheme

algebraic nonlinear equations because derivations with respect to time are equal
to zero in the steady-state.

There was done the steady-state characteristic for the volumetric flow rate of
the reactant, qr, from the range qr =< 0.001; 0.04 > m3.min−1 and results for
the steady-state values of the products concentration, csB, are shown in Fig. 3 (left
graph). The operation of the controller was chosen in the interval where qr,min =
0.0055m3.min−1 and qr,max = 0.03m3.min−1. Working point of the system was
chosen in the middle of this interval and includes also the nonlinearity of the
system. This point is defined by the volumetric flow rate qsr = 0.015 m3.min−1

and heat removal of the coolant Qs
c = −18.56 kJ.min−1. The steady-state value

of the controlled concentration is in this point csB = 0.442 kmol.m−3.
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Fig. 3. The steady-state characteristic (left graph) and simulated and approximated
characteristics ω = f(ψ) (right graph)

Due to later approximation and better unification of the variables, the new x
and y variables ω and ψ are introduced and

ω =
qsr − qrL

qrL
[−] ; ψ = csB − cBL

[
kmol ·m−3

]
(4)
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where qrL is lower bound from the interval and cBL is corresponding products
concentration from the upper bound qrU see Fig 3. It is recommended to choose
this interval slightly longer than those in qr,min ≤ qr(t) ≤ qr,max which means
in this case that lower and upper bounds of the input variable and equivalent
values of the concentrations are

qrL = 0.004 m3 ·min−1 cBL = 0.1953 kmol.m−3

qrU = 0.035 m3 ·min−1 cBU = 1.0274 kmol.m−3 (5)

It is common, that the measured data on the real system are affected by the
measurement errors. To emulate these errors, the random white-noise error on
the output variable is introduced here. Later computations use the inverse of
these coordinates for computing of the action value. This inverse is shown in
Fig. 3 (right graph) and this nonlinear course could be replaced by the function
from the ring of exponential, polynomial etc. functions.

The exponential function in the general form

ω = f (ψ) = a · e−b·ψ + c (6)

was used in this case. The course of this approximation is shown in Fig. 3 (red
dashed line on the right graph) with the identified values of constants a = 7.1601,
b = 4.1806 and c = 0.1707.

The difference of the input volumetric flow rate of the coolant is from (3)
u(t) = Δqr(t) and the nonlinear part can be then computed from

u (t) = Δqr (t) = qrL

(
dω

dψ

)
ψ(cB)

u0 (t) (7)

and the derivative dω/dψ in the previous equation is computed for each mea-
sured products concentration, cB, from the derivative of the function f in (6),
i.e.

dω

dψ
= −29.9335 · e−4.1806·ψ (8)

The course of this function is shown in following Fig. 4 left graph.

3.2 External Linear Model of CSTR

The dynamic behavior of the controlled system, in our case CSTR, together with
the SNP derived above is observed for the step responses of the input u0 see Fig.
2. There were done five changes u0 for the working point qsr = 0.015 m3.min−1

and Qs
c = −18.56 kJ.min−1 and results are shown in Fig. 4 right graph.

The gain of the system SNP+CSTR is computed as

gs = lim
t→∞

y (t)

u0
(9)

and the values of gs are shown also in Fig. 4 right graph.
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Fig. 4. The course of the derivative of dψ/dω (left graph) and results of dynamic
analyses for the changes of input u0 (right graph)

Although the system has nonlinear behavior, presented output dynamic re-
sponses could be described by the first order continuous-time transfer function

G (s) =
Y (s)

U (s)
=

b (s)

a (s)
=

b0
s+ a0

(10)

with s as a complex variable a polynomials a(s) and b(s) comes from iden-
tification. This transfer function could be then in the form of the differential
equation

ẏ (t) + a0y (t) = b0u (t) (11)

3.3 Identification of the ELM

The online identification of the continuous-time ELM (10) is not very simple.
On the other hand, δ-identification models belong to the class of discrete models
but their parameters are close to the continuous ones for very small sampling
period.

The delta model introduces a new complex variable γ as an alternative to
complex variables s in continuous-time and z in discrete-time. A so called forward
δ-model for β = 0 was used here with the γ operator γ = (z − 1)/Tv where Tv

is a sampling period and z is a discrete-time complex variable.
The continuous model (10) is then rewritten to the form

aδ (δ) y (t′) = bδ (δ)u (t′) (12)

where polynomials aδ(δ) and bδ(δ) are discrete polynomials and their coeffi-
cients are different from those of the CT model a(s) and b(s) in (10). Time t′

denotes discrete time.
The eq. (11) could be then with the substitution and simplifications rewritten

to

yδ (k) = −aδ0yδ (k − 1) + bδ0uδ (k − 1) (13)
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where new, recomputed, values of input and output variables are

yδ (k) =
y(k)−y(k−1)

Tv
; yδ (k − 1) = y (k − 1) ; uδ (k − 1) = u (k − 1) (14)

The regression vector, φδ , and vector of parameters, θδ, used for identification
are then

ϕδ(k − 1) = [−yδ(k − 1), uδ(k − 1)]T ; θδ (k) =
[
aδ1, a

δ
0, b

δ
1, b

δ
0

]T
(15)

and the differential equation (13) could be rewritten to the vector form:

yδ (k) = θTδ (k) · ϕδ (k − 1) + e (k) (16)

where e(k) is a general random immeasurable component. The task of the
recursive identification is to find unknown vector of parameters, θδ, from the
measured data vector φδ. The simple Recursive Least-Squares (RLS) method
was used in this work. This method together with exponential and directional
forgetting modifications produces sufficient results as it was proofed by the pre-
vious experiments.

3.4 Dynamic Linear Part

The last part from Fig. 2 which has not been discussed is the dynamic linear part
(DLP). The feedback controller is designed with the use of polynomial approach
[7]. The transfer function of the controller has general polynomial form:

Q̃ (s) =
q (s)

s · p̃ (s) (17)

where parameters of polynomials and q(s) are computed from Diophantine
equation:

a (s) · s · p̃ (s) + b (s) · q (s) = d (s) (18)

On the other hand, polynomials of the ELM a(s) and b(s) in (18) are known
from the recursive identification and we expect, that parameters of this poly-
nomial are very close to parameters of correspondent δ polynomials aδ(δ) and
bδ(δ) in (12). The polynomial d(s) on the right side of (18) is an optional stable
polynomial and the degree of this polynomial is deg d(s) = deg a(s) + deg p̃(s) +
1 . Roots of this polynomial are called poles of the closed-loop and their position
affects quality of the control.

There are several ways how to construct this optional polynomial e.g. the
Pole-placement method, LQ approach etc. The choice here combines the Pole-
placement method with spectral factorization of the identified polynomial a(s).
The polynomial d(s) has then two parts

d (s) = n (s) · (s+ α)
2

(19)
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where α > 0 is an optional coefficient reflecting closed-loop poles and stable
polynomial n(s) is obtained from the spectral factorization of the polynomial
a(s) - n	(s) ·n(s) = a	(s) ·a(s), which is known from the recursive identification.
The transfer function of the controller (17) is for this concrete ELM (10):

Q̃ (s) =
q (s)

s · p̃ (s) =
q1s+ q0
p0 · s (20)

and parameters q1, q0 and p0 are computed from Diophantine equation (18).
The control synthesis presented above is derived in the continuous-time, but

identification and recomputation of the controllers parameters runs in discrete
time (δ-models). That is why we call this controller hybrid adaptive controller.

4 Simulation Experiment

The goal of this last chapter is to verify proposed nonlinear adaptive controller
by simulations on the mathematical model (1) of the CSTR. The simulations
were done for three values of the α from (19) which could be understood as a
tuning parameter. The sampling period was Tv = 0.1 min, the simulation time
was 75min and 5 step changes of the reference signal w(t) were done during this
time.
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Fig. 5. The course of the output variable y(t) and the reference signal w(t) for various
values of the tuning parameter α

Fig. 5 shows courses of the output variable, y(t), for various α = 0.03, 0.15 and
0.3. It is clear, that the increasing value of this parameter results in the quicker
output response but overshoots especially for the negative step changes. On the
other hand, Fig. 6 shows the course of the input variable u0 (left graph) as an
output from the DLP which is also input to the SNP. The graph on the right
size is the course of the volumetric flow rate qr as an output from the SNP and
the input to the mathematical model of CSTR see schematic representation in
Fig. 2. We can say that decreasing value of the parameter α results in smoother
course of both input variables.
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Fig. 6. Outputs from the LDP u0 or various values of α (left graph) and the courses
of the computed input variable, qr, to the ELM for various α. (right graph)

5 Conclusion

The paper shows one possible way how to control CSTR as a typical member
of nonlinear system with lumped parameters. The nonlinear adaptive control
strategy is based on the Wiener system where the controller is divided into the
dynamic linear part and the static nonlinear part. The dynamic linear part is
based on the adaptive theory where the controlled nonlinear system is simpli-
fied to the linear system described by the external linear model parameters of
which are identified recursively during the control. The control synthesis employs
polynomial theory together with the pole-placement method and spectral factor-
ization. The static nonlinear part then uses simulated or measured steady-state
characteristics of the mathematical model to describe the relation between con-
trolled concentration of the product and the change of the reactants volumetric
flow rate as an input variable. Simulations have shown that the system could
be tuned by the choice of the pole α and an increasing value of this parameter
results in the quicker course of both input and output variables but with one
negative feature overshoot, which is evident in the negative step changes. Al-
though the system has nonlinear behavior, proposed control strategy cope with
it well and it could be used also for similar types of system.
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Abstract. In this paper, we propose a fuzzy model predictive control (FMPC) 
using Linear matrix inequalities (LMIs) approach for the voltage tracking 
control of a DC-DC Boost converter. A mathematical model is required to 
synthesis this controller, the typically used model is the averaged model, which 
describes the converter behavior on the operating point. Boost converter has a 
nonlinear dynamic behavior; the Takagi–Sugeno (T–S) fuzzy model is used to 
represent the state-space model of nonlinear system where the consequent part 
of the fuzzy rule is replaced by linear systems. Based on this model, we 
formulate and solve a constrained optimal control problem using linear matrix 
inequalities approach. 

Keywords: Predictive controller, non-linear systems, Boost converter, averaged 
model, LMI approach. 

1 Introduction 

Power converters are used extensively in most of the power supply systems such as 
personal computers, laptops, aircrafts and electronic equipment. A DC-DC converter 
is a switching circuit, which transform a certain electrical voltage to another level of 
voltage, this is obtained by switches operating (open or closed) at high frequencies; 
the control objective of such devices is to maintain regulation of the output voltage at 
the desired value [1],[2]. DC-DC converters are nonlinear systems in essence [3], 
different control techniques ranging from linear control based on linearized model 
[10] to passivity based control [11] and sliding mode [12] have been used in recent 
years in the control of switching converters. These works are usually based on a small 
signal model using the method of averaging of the state space; the model obtained by 
these methods is useful only for small variations around a specific operating point, 
will result in poor dynamic performance. 
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Recently, the approach of T-S Fuzzy Modeling reflected much interest for DC-DC 
converters. The fuzzy model proposed by Takagi and Sugeno [13] is described by 
fuzzy IF-THEN rules which represent local linear input-output relations of a nonlinear 
system. The main feature of T-S fuzzy model is to express the local dynamics of each 
fuzzy implication by a linear system model. The passage of the nonlinear model T-S 
model is not unique, and the number of sub-models increases exponentially according 
to the number of nonlinearities considered. The curse of the number of rules makes 
controller design difficult. To loosen the curse, we proposed a fuzzy model based on 
the so-called sector nonlinearity concept [14]. The method by transformation in 
nonlinear sector is based on bounded function and gives a minimum number of local 
models. 

In DC-DC converters, the duty ratio is bounded in the interval [0,1]. The classical 
control techniques applied to power converters do not take into account neither state 
nor input constraints, and thus violations of component specifications regularly occur, 
in practice we can apply model predictive control [2]. 

Model predictive control (MPC) [4], also known as receding horizon control or 
moving horizon control is one of the most successful modern control methodologies 
that offer good solutions, already successfully implemented in industry, for the 
regulation of constrained linear or nonlinear systems. MPC has ability to handle hard 
constraints on states/outputs and inputs [5-7]. The fuzzy model predictive control law 
can be easily obtained by solving a convex optimization problem subject to several 
linear matrix inequalities [18, 19]. 

The paper is organized as follows: Section 2 gives the averaged model of basic 
PWM boost converter. State-space model would be discretized and linearized around 
equilibrium point of the converter. Section 3 presents the T-S fuzzy model of the DC-
DC converter. Section 4 is devoted to the controller theoretical design. In Section 5 
we reformulate the predictive control subject to constraints as a LMI-based 
optimization problem. Section 6 present simulation results illustrating the 
performance of the proposed control approach. Finally, Section 7 concludes the paper.  

2 Averaged Model of Basic PWM Boost Converter 

2.1 State-Space of the Boost Converter  

This section shows the state-space averaged model of the boost converter, which 
includes the PWM (Pulse Width Modulation) and has as control input the duty ratio 

. The DC-DC converter can operate in both continuous conduction mode (CCM) and 
discontinuous conduction mode (DCM) .We assume that the converter operates in 
continuous conduction mode (CCM) and that the inductor current is always larger 
than zero 

Figure 1 shows the schematic circuit diagram of a DC–DC boost converter and the 
relevant control signals. 
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Fig. 1. Schematic of the boost converter 

 

Fig. 2. Waveforms of the PWM process 

In Fig.1,  is the output voltage and  the line voltage. The output voltage must 
be kept at a given constant  value, the diode  is on inverse polarization,  
models the converter load, while  and  represent, respectively, capacitor and 
inductor values, the switch  was a power transistor controlled by a binary 
signal . 

The binary signal that triggers on and off the switches is controlled by a fixed-
frequency pulse width modulation (PWM) circuit (Fig. 2). The constant switching 
frequency is 1/ , with  the switching period is given by the sum of   
(when  1) and  (when  0) and the ratio  /  is the duty cycled . Duty cycle is compared with a sawtooth 
signal  of amplitude equals to 1. Consequently  0 1. 

So, the studied converter has two working topologies corresponding to its switch 
states. The first topology (Fig. 3-a) corresponds to the on state of the switch 0  
during a period fraction   ,  the system can be presented by the following equations: 

                             
in

L v
Ldt

di 1=                                                      (1) 

                            
C

C v
CRdt

dv 1−=                                                 (2) 

                             Cs vv =                                                          (3) 

The second topology, presented by the (Fig. 3-b) corresponds to the off state of the 
switch 1  during the rest of the sampling period  , for this case, the diode 
conducts, and the dynamical equations of the converter are expressed as 

onT offT

T

)(td

)(tub
)(tv

inv sw

Li

L
C

RCv sv
D

)(tdPM



208 S. Bououden, M. Chadli, and I. Zelinka 

 

                              
Cin

L v
L

v
Ldt

di 11 −=                                                (4) 

                        
CL

C v
CR

i
Cdt

dv 11 −=                                            (5) 

                        Cs vv =                                                           (6) 

 

Fig. 3. Equivalent circuit of the boost converter(a) switch on. (b) switch off 

Choosing the state vector as ,  where   is the capacitor voltage;  is 
the inductor current, the general equation that governs the operation of the boost 
converter is: 
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Where:  1 to the first configuration described in Figure 2-(a) and: 2  the 
second configuration shown in Figure 2-(b). 
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(off mode) induces the following linear state space representation: 
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Discrete-Time State-Space Model  

The MPC is to be fed with a discrete time model which is easily obtained from the 
continuous model assuming that the switching period  is much smaller than the time 
constants associated with the circuit, the following discrete-time model is obtained 
using the forward Euler approximation, from the continuous time version (8): 1                 (9) 

Using this assumption, the discrete-time state-space model of the boost converter 
can be written as: 
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The system in (10) is a nonlinear system since there are products of two input signals. 
It is therefore mandatory to make some sort of linearization at some point [15]. 

We can rewrite the non linear model of boost converter as follows: 
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Considering that the system variables consist of the following two components: 

0xxx +Δ=                          (12) 

0ddd +Δ=                         (13) 

Where x  and d  represent the equilibrium values and ∆x and ∆d are the perturbed 
values of state and duty cycle, where the superscript ∆ represents incremental 
variations over the equilibrium point. 

Assume that the operating point is an equilibrium point which must satisfy 

                0),( 000 == uxfx                                               (14) 

                ])[],([ 000 uuxxfxxx +Δ+Δ=+Δ=                              (15) 

The linearized equations are: 
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Finally we obtain the following system description: 
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3 T-S Fuzzy Model of Boost Converter  

The system (10) can be represented by linear subsystems called Takagi-Sugeno. The 
main feature of T-S fuzzy model is to express nonlinear dynamics by means of a set 
of IF-THEN rules. The consequent parts of the rules are local linear systems obtained 
from specific information about the original nonlinear plant. 

The i  rule of fuzzy model for the nonlinear discrete-time systems has the 
following form: R : If z t  is about M   and  z t  is about M   then x t A x t B u ty t C x t     for  i 1, … , r             (18) 

in which M   is the fuzzy set of z k  in rule R ,  is the number of IF-THEN fuzzy 
rules and z t  are the decision variable assumed measurable, x t R  is the system 
state vector, y t R  is the measurable output, 

The global dynamic system is inferred as follows: x t ∑ µ z t A x t B u t                 (19) y t ∑ µ z t C x t                               (20) 

Where   µ ∏ M   ∑ ∏ M                        (21) M  z t   is the grade of membership of  z t  in M  , The normalized activation 
function µ z t  in relation with the  i  sub model is such that ∑ µ z t 1, 0 µ z t 1   i 1, … , r               (22) 

A nonlinear system may also be represented by sectors [16].The following Lemma 
will be used in the sequel of the paper. 

Lemma: Let :  is a bounded function  
( , it always exist tow functions,  and  and two 

scalars  and  such that: 

                 (23) 

With    1 0 , 0 

And:   ,                          
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We can rewrite the non linear model of boost converter as follows: 
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The obtained T-S fuzzy model represents exactly the nonlinear system for x kR  with 2  locals models where  represents the number of local models.  
Assuming that,  I iL k I  and V vC k V  the system described by (24) is modeled with a four rules T-

S fuzzy system as follows: R : If iL k  is  I  and vC k  is V                                then: x k 1 A x k B d k  R : If iL k  is  I  and vC k  is V                               then: x k 1 A x k B d k  R : If iL k  is  I  and vC k  is V                               then: x k 1 A x k B d k  R : If iL k  is  I  and vC k  is V                                then: x k 1 A x k B d k  

The overall model of T-S fuzzy system can be given by the following:  x k 1 Ax k u k                                            (25) 

With ∑ µ x k B                         (26) 

and 
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Figure 4 shows the membership functions of the fuzzy model 
 

 

 

Fig. 4. Membership functions of the T-S fuzzy model  

4 Model-Based Predictive Control 

The basic model to calculate the predictions is discrete state model given by [9]: 
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J the cost function to be minimized at each sampling period penalizes deviations 
from the predicted output |  of a reference trajectory | , and 
variations of the control vector ∆ 1 , it is often given by the 
quadratic form 

         (28) 

Where  is the control horizon,  is first point of the prediction horizon,  is 
last point of the prediction horizon, , and ∆ | 0  if  .  , 

 are suitable weighting matrixes. 
The cost function (28) can be rewritten as [13]: 
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The fuzzy model (27) is used to predict the process output, subject to level and rate 
constraints on the inputs and outputs 
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Where the predicted output is given by: 

                  nUY ΛΔ+Γ=ˆ                                                  (31) 

And 0ˆ nH pRY ∈ , 0nH pR∈Γ , iup nHnH
R

×∈Λ 0  and iunH
n RU ∈Δ  , 0n  and in  

are the number of system outputs and system inputs, respectively. Γ  is called the free 

output response as it does not depend on the control sequence, and nUΛΔ  is called 

the force output response as it depends on the selected control sequence. 

5 Transformation in LMI Form  

An optimization LMI problem requires that the initial problem is restructured so as to 
involve a linear cost function and constraints of type strict inequality, for this the 
control objective imposes the following steps. In general, the minimization of a 

convex quadratic function )( nUℑ  can result in an equivalent manner by the strategy 

of minimizing follows: 
minimize γ  and find an UΔ  admissible that satisfied 

                      γ<ℑ )( nU                                                      (32)                            

This inequality becomes linear using Schur lemma.  
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)(xL , )(xM , )(xW are the Schur matrix. 

Finally, the second inequality of (33) is always verified by the Hessian structure in 
the MPC case. The previous constraints (30) must be presented in a diagonal form 
defining thus a matrix space convex and symmetric. At the end of the three previous 
steps, the problem in the final form used by LMI solvers is therefore: 
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6 Simulations and Results 

The performances of the proposed control design are illustrated through simulations. 
The parameters nominal values of the boost converter are illustrated in Table 1. 

Table 1.  

Parameters Description Numerical value  

L The inductance                     200µH 

C The capacitance  

 

                   200µF 

R The load resistance                    10Ω 

Vin Input voltage                    10V  

 

T The sampling                    0.65ms 

fs 

Imin 

Imax 

Vmin 

Vmax 

The frequency 

Minimum current 

Maximum current 

Minimum voltage 

Maximum voltage 

                   200µHz 

                    0 

                    3 

                    0 

                   2.2 
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Fig. 5. The simulation results of the boost converter 
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Let : 10 ≤≤ u , 2.20 ≤≤ y  
The value of the weighting matrices for the different predictive methods are: 

Q=eye(Hp);  S=0.5*eye((Hu+1)*ni); R=0.1*eye((Hu+1)*ni);  

Figure 5 illustrates simulation of the boost converter in the reference voltage12V. 
The waveforms depicted in the Fig 5 are the duty-cycle  capacitor voltage  and 
inductor current . point that the output voltage settle to their desired value with less 
overshoot and the settling time of the circuit as clearly seen in the graph is 0.1 
seconds. It is noted that with MPC-LMI can ensure a limitation on the control signal 
and maintain the output voltage at its desired value by using a duty ratio in the range 
[0,1]. The best performances are obtained for 7, 3  

7 Conclusion 

In this paper, we have presented a MPC-LMI controller for the boost converter 
operating in CCM mode. At first we used the fuzzy model based on sector 
nonlinearity concept, to approximate the nonlinear model, this approximation allows 
us to obtain the exact model of the system. The fuzzy model obtained was then used 
to design a MPC controller that ensures the output voltage regulation with good 
performances. A Linear Matrix Inequalities (LMIs) formulation of the MPC problem 
permits to obtain a controller optimizing. 
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Abstract. The paper deals with robust stabilization of a well-known determin-
istic discrete chaotic system denoted as Hénon map. By means of proper uti-
lization of metaheuristic optimization tool, the Grammatical Evolution (GE) can
synthesise a new robust control law. As a model of deterministic chaotic system
the two-dimensional Hénon map with original definition was used. The Hénon
map is an iterated discrete-time system which exhibits chaotic behaviour in two-
dimension. Stabilization for the period-2 orbits of the two-dimensional Hénon
map is presented. The chaotic system stabilization is based on a time-delay auto-
synchronization with its own synthesized control law. This synthesized chaotic
controller utilizes own design of advanced GE algorithm with two-level opti-
mization procedures and a proper objective function. The original objective func-
tion design considers a low sensitivity dependence on initial conditions and also
proper time for stabilisation of the control process. All computing experiments
are performed using Matlab/Simulink environment where the double precision
floating point arithmetic was used.

Keywords: Hénon map, Chaos Control, Robust stabilization, Metaheuristic op-
timization, Grammatical evolution.

1 Introduction

The chaos theory studies the behaviour of dynamical systems that are highly sensitive
to the initial conditions (this is a paradigm popularly referred to as the butterfly effect)
[3], [4]. Small differences in the initial conditions produce widely diverging outcomes
for such dynamical systems, and a long-term prediction is impossible in general. Chaos
theory currently penetrates natural and engineering sciences.

During the last 20 years from its beginning this theory has changed most of things we
have perceived as definitive, right, and normal, under influence of our traditions, cus-
toms, and history. There are two fundamental characteristics of common chaotic sys-
tems, which can be illustrated by the Hénon system very well. The first one is called the
sensitive dependence on the initial conditions. This causes systems that have the same
values of control parameters but slightly different initial conditions to diverge critically
during their iteration in time. The second one is called ergodicity. The ergodicity means
that a large set of identical systems, which differ only in their initial conditions, will be
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of Complex Systems, Advances in Intelligent Systems and Computing 289,
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distributed after a given time on the attractor exactly in the same way as the series of
iterations of one single system.

Deterministic chaos is typical for open non-linear dynamic macro systems due to
which, because of the unstable starting condition or some important system’s param-
eters (control parameters), it comes to unpredictability of its behaviour. Generally if
the system is markedly diverting from its steady state it will reach a boundary of its
stability. This is characterized by the so-called bifurcation point. Primary division is
a primary bifurcation, it is generally characterized by the period of boundary cycle.
Further from the steady state the number of oscillation frequencies increases and the
cascades of bifurcations occur. System is getting to chaos state.

In case of the deterministic chaos it is that state of a system in which it neither
converges to a fixed-point nor settles into a periodic oscillation. Such irregular dynamics
of the state is not due to external ”noise” or due to an infinite-dimensional state-space.
Such behaviour is possible only in systems that are non-linear in nature. It can be seen in
mathematical models such as systems of non-linear difference equations or differential
equations.

During the past twenty years, utilization of new intelligent methods in engineering
and computing has attracted the attention of researchers worldwide. The most current
methods are frequently based on soft computing, which represent a class of special
methods (algorithms) and belong to the artificial intelligence (AI) paradigm. The most
popular of these methods are evolutionary algorithms, genetic programming, artificial
neural networks, fuzzy logic, etc. Presently, evolutionary algorithms are known as a
powerful kind of tools with a possibility to solve any difficult and complex optimization
problem. In case of the paper the advance Grammatical Evolution (GE) is used [33]. In
the relation to the idea of Genetic Programming (GP) [34] or Analytic Programming
(AP) [19] the objective is to find an executable program or a common model (structure
and variables), that will achieve a good fitness value for a given objective function. Just
an objective function design is very important for the whole optimization process.

The interest in the interconnection between evolutionary techniques and control
of chaotic systems is spread daily. First steps were done in (Richter et al. 2000) [9],
(Zelinka et al. 2008) [19], [20], (Senkerik, Oplatkova et al.,2006; 2010) [22], [23], [26],
where the control law was based on the discrete Pyragas method ETDAS (Extended
delay feedback control, Pyragas, 1995) [7], [8], [26], [25] etc. These papers were con-
cerned to tune several parameters inside the control technique for the chaotic system
and also concerned to design its own control law by special evolutionary computing
techniques.

2 Hénon Map

The Hénon map has been proposed by the French astronomer and mathematician Michel
Hénon [1] as a simplified model of the Poincare map that arises from a solution of
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the Lorenz equations [2]. As we mentioned above the Hénon map presents a simple two-
dimensional invertible iterated map with quadratic non-linearity and chaotic solutions
called strange attractor. It is important to note that it is a link between the chaos and the
fractals. The Hénon map is a discrete-time dynamic system which takes a point (xn,yn)
in the plane and maps it to a new point by the recurrence relations (1).

xn+1 = 1− ax2
n+ yn

yn+1 = bxn
(1)

The strange attractor (Hénon map) depends on two parameters, a and b, which for
the classical Hénon map [1] have values of a = 1.4 and b = 0.3. The Hénon map can be
written in terms of a single variable with two time delays [37]. In this case the second
equation in (1) is written as yn = xn−1 and the map is rewritten in forms of a single
variable with two delays xn+1 = 1− ax2

n + bxn−1. There is also the second common
definition of the Hénon map given by formula (2). This definition is not equal as the
original one (1) but similar. We can derive the formula (2) from (1) by substitutions:
Xn = (1/a)xn and Yn = (b/a)yn. Hénon map (2) with given domain of definition has
much bigger region of convergence to chaotic attractor than the original definition (1).

Xn+1 = a−X2
n + bYn

Yn+1 = Xn
(2)

Many researchers [19], [22], [23] [17] working in the field of the chaotic control prob-
ably use the formula (2) for this convenient feature. Unfortunately, many researchers
wrote that definition (1) is the original definition by Hénon [1]. In this paper the original
definition of Hénon map (1) was used. The strange attractor with its basin of attraction
(blue color) are presented in Fig. 1.

Fig. 1. Hénon attractor in x−y plane for a = 1.4 and b = 0.3: points in blue area form the Hénon
attractor, points in red area diverge to negative infinity.
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There are two saddle fixed points which for the a = 1.4 and b = 0.3 have coordinates
(xA = +0.63135,yA = +0.18941) and (xU = −1.13135,yU = −0.33941). The point
(xA,yA) belongs to the attractor of the map, while the point (xU ,yU) is an unstable fixed
point.

3 Control Design and Optimization

In this section we briefly describe optimization methods and an objective function de-
sign used for the design of optimal parametrization of the control model of the given
chaotic system. A control of chaos means the stabilization using small system pertur-
bations of unstable periodic orbits. The perturbation has to be tiny to avoid significant
modification of the system’s natural dynamics. The goal of our optimization task is to
present the robust stabilization of the system (1) in the p− 2 orbital. In our case points
(xT S1 = 0.63,xTS2 = 0.37) were used. The model was performed by original objective
function based on the common formula (3), where T S index denotes a target state (set
point in automatic control terminology), xn means an actual state given by model (1)
and N means a maximum number of iteration steps of the given computer simulation.
The formula minimizes the integral of the time-weighted absolute error (ITAE) in dis-
crete form, where the time is substituted by steps and integral by the summation.

ITAE =
N

∑
n=1

n |xT S − xn|, (3)

The objective function (3) includes a penalisation of target state error (i.e. actual state
value deviation from fixed point in our case) and penalisation in relation of the iteration
step. Of course, there are many variants of (3) as in (4), where a sense of robustness by
parameters r,s is evident [31].

ITAErs =
N

∑
n=1

nr(|xT S − xn|)s (4)

Equation (3) was used as a base for robust objective function design. In case of two
fixed point stabilisation the ITAE criterion has to be split up into even and odd part
by orbit for two fixed points target state TS1 and T S2 (5).

ITAEp2 = ITAEodd + ITAEeven,where

⎧⎪⎪⎨⎪⎪⎩
ITAEodd = n

N
∑

n=1,3,5,...
|xT S1 − xn|

ITAEeven = n
N
∑

n=2,4,6,...
|xT S2 − xn|

(5)

In the end, we use the union formula (6), which implemented a parallel influence of
the given set of initial solution x1,y1 for the final solution - the robust control design
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in aspect of sensitivity to initial conditions. The minimization problem given by multi
objective function (6) was solved.

mITAE =
K

∑
k=1

ITAEp2(x1(k)) (x1(k) = rand([min,max]),∀k ∈ 1 . . .K) (6)

The multi objective function mITAE covered K solutions obtained on the base
of K random initialisation of (x1,y1). The optimization of the control law uti-
lized two algorithms GE (Grammatical Evolution) and NM (Nelder-Mead):

– To choice randomly K initial points (x1,y1) from given interval [−1,1].
– Using GE algorithm to search and optimize a control law for the Hénon

map based chaotic system according to mITAE .
– Using NM algorithm to re-tune the model of control law.

3.1 Nelder-Mead Algorithm

The Nelder-Mead algorithm (NM) or the so call non-linnear simplex search algorithm,
originally published in 1965 (Nelder and Mead, 1965), is one of the best known and suc-
cessful algorithms for the multidimensional unconstrained optimization without deriva-
tives. In our case we use this algorithm as a base solver which can be substituted in the
future. The Nelder-Mead method is simplex-based. A simplex S is defined as the convex
hull of n+1 vertices x0, . . . ,xn. Nelder-Mead algorithm generates a new test position of
simplex by extrapolating the behaviour of the objective function measured at each test
point arranged as the simplex. The algorithm then chooses to replace one of these test
points with the new test point and so the technique progresses. Our implementation of
the NM used the Matlab function fminsearch.

3.2 Grammatical Evolution

Grammatical evolution (GE) is one of the newest approaches in evolution algorithms.
GE has been designed by Conor Ryan, JJ Collins and Michael O’Neill in 1998 [33].
Practically from optimization point of view it has similar options as a well-known GP
or a less known AP. In the GE the programs (or models) are generated in languages
described by Backus-Naur form (BNF) of context-free grammars. The GE paradigm is
a principle of coding/decoding of known GA [32] using BNF, i.e. a genotype is inter-
preted in the same way as in GA and decoded a phenotype according to the rules of
GE. A choice of terminals and non-terminals of grammar and rewriting rules under-
standingly changes options of the result model construction. In additional, the resulting
models have been generated in Matlab/Simulink environment. The memory block in-
terpreted a delay of sequence’s members. According presented aim the following gram-
mar has been chosen in listing 1.
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Listing 1. The grammar for automatic generating control law (disturbance series f )

<start> ::= <expr>

<expr> ::= ( <expr> <op> <expr> )
| getXat(x, n, _GE_intConstant_1_<0;3> )
| _GE_realConstant_1_<0.05;0.95>

<op> ::= +
| -
| .*
| ./

4 Experimental Results and Conclusion

As described in above Sect. 3 the meta-evolutionary approach means the use of one
main evolutionary algorithm (GE) for the first step of an optimization design and the
second algorithm for the model parameters estimation. The first optimization technique
is used for model design, i.e. it produce its own control sequences f which stabilised the
given discrete chaotic system (1). An automatic model design for f sequence generating
is based on GE using grammar by Listing 1. The next step is a parameter tuning of f .
This second level of optimization produces final form of f . On the base of practical
experiments, we can say that in case of proper GE settings and grammar (BNF) this
process only slightly improves the solution f .

The system stabilisation of (1) means the use of additional (input) vector f which on
disturbance principle stabilizes the progress into given fixed points (xT S1 = 0.63,xTS2 =
0.37) (p-2 orbital). The proposal objective function (6) uses 300 iterations (N = 300)
and 100 random initialize points x1 (K = 100) for the robust design of disturbance
sequence f . An example of simulation results - stabilisation of Hénon chaotic system
by means of control law f1 given by Table 1 is presented in the Fig. 2. The multiple
ITAE objective function (6) was used simultaneously only for 100 initialise points of x1

(x1 = rand(xmin,xmax)) due to the computing time. Nevertheless, the test of robustness
was realized by means of 16384 initial random settings of x1 for the objectivity.

Table 1. The results of the optimization process (evolutionary synthesized chaotic system using
GE and NM algorithms) of chaos stabilization at p-2 orbit

Model The formula of the control law

f1 xn−1 ∗0.7000000134726454−0.62634000194746675
f2 0.1671485837−0.6808108696∗xn−2 −0.6808108696∗xn

f3 (3.470971∗xn−1)/(0.803922∗xn−4 −0.803922∗xn−5 +1.465975/xn−7 −29.200063)
f4 3.4709719638/(xn−1 ∗ (1.526849450954374/xn−7 −29.200063240139128))
f5 −3.4709719638/(xn−1 ∗ (0.568627∗xn−7 −1.5720859100/xn−7 +28.87672657501012))
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Fig. 2. Examples of simulation results - stabilisation of chaotic systems at p− 2 orbit by robust
control laws f1. Set points (fixed points) are xTS1 = 0.63 and xT S2 = 0.37 (induce points yT S1 =
0.19 and yT S2 = 0.11), initial values are x1 = 0.4 and y1 = 0.4.

The results for p− 2 orbit stabilisation are displayed in Table 1 and Table 2. The
robust features of the models (disturbance series denoted as f1 . . . f5) are presented in
Table 2, where the ratio of success for the 16384 random selected initial points x1 and
y1 can be seen. There are also average objective function values for the 300 iterations
(the less is better) in Table 2. The best presented result f1 and other f2 . . . f5 are different
in the possibility to reach fixed points at p−2 orbit. The dependences of the models on
the initial solutions and the mutual comparison is presented in Fig. 3. The figure shows
regions of initial points [x1,y1] where the convergence to the target points (stabilization
of chaotic system) were reached. This measure of dependence is expressed for given
models as percentage of success in Table 2.

Table 2. The features of the solutions for p−2 orbits stabilisation. (GE+NM design, mIKAE)

Model Delay elements Success ratio % mIKAE

f1 xn−1 11371/16384 69.40 11
f2 xn,xx−2 9570/16384 58.41 354
f3 xn−1,xn−4,xn−5,xn−7 4945/16384 30.18 363
f4 xn−1,xn−7 4829/16384 29.47 466
f5 xn−1,xn−7 4691/16384 28.63 485

It is necessary to emphasize that the presented solution based on mITAE is
robust considering to K initial conditions.
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Fig. 3. The examples of simulation results - white regions indicate where stabilisation of the
chaotic systems at p−2 orbit are reached. The figures present models f1 . . . f5 (from left to right).

The research deals with a synthesis of the control laws by means of GE and NM
algorithms for given points (one fixed point is 0.63, one selected point is 0.37) for sta-
bilisation of Hénon chaotic system. The presented results reinforce the argument that
the global solutions with low sensitivity to initial conditions can be reached. The way
for the complete robustness can be achieved by fusion of a proper variant of control law
models f . Important question and also future work, will be the use of HPC CUDA im-
plementation of HC12 [29] where we expect a significantly better result. An improved
GE result will be expected in case of a new designed BNF grammar base. The last Fig. 4
presents robustness solution given by model f1. There are 144 initial states uniformly
distributed in region [−1,1]× [−1,1] and the given solutions for the first 40 iterations.

Fig. 4. The example of robustness solution given by model f1. The blue color is stabilisation, the
black color is divergence. There are 144 initial states uniformly distributed in region [−1,1]×
[−1,1] denoted as the level of the first iteration.
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C5, Supplément au 39(8), 9–10 (1978)

4. May, R.M.: Simple mathematical models with very complicated dynamics. Na-
ture 261(5560), 459–467 (1976), doi:10.1038/s261459a0

5. Ott, E., Grebogi, C., Yorke, J.A.: Controlling chaos. Phys. Rev. Lett. 64, 1196–1199 (1990)
6. Ott, E., Grebogi, C., Yorke, J.A.: Controlling chaotic dynamical systems. In: Campbell,

D.K. (ed.) Chaos, Amer. Inst. of Phys., New York, pp. 153–172 (1990)
7. Pyragas, K.: Continuous control of chaos by self-controlling feedback. Phys. Lett. A. 170,

421–428 (1992)
8. Pyragas, K.: Control of chaos via extended delay feedback. Phys. Lett. A 206, 323–330

(1995)
9. Richter, H., Reinschke, K.J.: Optimization of local control of chaos by an evolutionary

algorithm. Physica D 144, 309–334 (2000)
10. Richter, H., Reinschke, K.J.: Local control of chaotic systems: a Lyapunov approach. Int. J.

Bifurc. Chaos 8, 1565–1573 (1998)
11. Chen, G.: Control and Synchronization of Chaotic Systems (bibliography). ECE Dept,

Univ of Houston, http://www.ee.cityu.edu.hk/˜gchen/chaos-bio.html
(cited: March 13, 2013)

12. Fradkov, A.L.: Chaos Control Bibliography, Russian Systems and Control Archive, RUSY-
CON (1997-2000), http://www.rusycon.ru/chaos-control.html (cited:
March 13, 2013)

13. Ramaswamy, R., Sinha, R., Gupte, N.: Targeting chaos through adaptive control. Phys. Rev.
Lett. 57(3), 2507–2510 (1998)

14. Starrett, J.: Time-optimal chaos control by center manifold targeting. Phys. Rev. Lett. 66(4),
6206–6211 (2002)

15. Bollt, E.J., Kostelich, E.J.: Optimal targeting of chaos. Physics Letters A 245, 399–406
(1998)

16. Iplikci, S., Denizhan, Y.: An improved neural network based targeting method for chaotic
dynamics. Chaos, Solutions & Fractals 17(2-3), 523–529 (2003)

17. Wang, T., Wang, X., Wang, M.: Chaotic control of Hénon map with feedback and non-
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Abstract. This paper presents a new technique for process identifi-
cation. Since once nonlinear problem is described by piecewise-linear
structure, it may be solved by many well-known techniques, the result
of introduced technique provides a set of linear equations, where each
of these equations is valid in some region of state space and together,
they approximate whole nonlinear process. In the first five paragraphs,
the technique is theoretically described and the paper is finished with
demonstrative example.

Keywords: artificial neural network, linearization, piecewise-linear neu-
ral network.

1 Introduction

Piecewise-linear functions provide useful tool to deal with nonlinear problems.
Once nonlinear problem is modeled by some piecewise-linear function, it is pos-
sible to divide it into a set of linear subproblems where each of them can be
solved by some efficient algorithm. This idea was originally proposed in [1] and
was expanded in [2] or [3]. Among others, this approach can be used in non-
linear process control design. Although majority of control loops is still based
on PID control [4], some special control systems are a challenge to design using
PID-like controllers. There are several reasons for this difficulty - processes to
be controlled may be highly nonlinear, very complex or time-varying. There-
fore, more sophisticated control strategies (i.e. adaptive control, robust control
or predictive control) were presented in the second half of the twentieth cen-
tury. Thus, large collection of control techniques, which can handle even highly
nonlinear and complex processes, is available these days. However, most of these
techniques require a precise mathematical model of the process to be controlled.
In next paragraphs, there is introduced a technique, which can efficiently pro-
vide currently valid linear model of the process even if the process is highly
nonlinear.
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2 Problem Formulation

As mentioned in section one, a majority of recent control techniques require
mathematical model of the process to be controlled. It means that a set of equa-
tions, which allows us to predict the future behavior of the process, is needed. In
linear dynamic system identification, there are available several kinds of models,
some of them fully stochastic (time series), others stochastic with exogenous in-
put. Full widely accepted standard is established in [5]. However, in this paper,
ARX model (Auto-Regresive model with eXogenous input) is considered - see
eq. (1).

y(k) =
B(z−1)

A(z−1)
u(k) +

1

A(z−1)
v(k). (1)

In equation above, u is the input to the process, y is the output, v is the
stochastic variable, A, B are polynomials of complex variable z−1 and k is the
discrete time. the crucial task is to determine the polynomials B(z−1), A(z−1),
which are then used by a controller to define suitable control action see e.g.
[6] for some possibilities of performing it. In addition, if the process is signif-
icantly nonlinear, the coefficients of both polynomials will shift depending on
operating point. Therefore, the aim of the article is to introduce a methodol-
ogy of determining the polynomials B(z−1), A(z−1) which are currently valid.
The methodology is supposed to be efficient enough to be used online. Consider
nonlinear SISO process that is to be controlled (Fig. 1). Then, the methodology
should work as seen in Fig. 2.
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Fig. 1. SISO Process
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Fig. 2. The behavior of the methodology
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The idea depicted above is not new, the way of determination of the polyno-
mials B(z−1), A(z−1) is, anyway. It uses a special topology of artificial neural
network and contrary to related techniques, it is computationally simple.

3 Artificial Neural Network for Universal Approximation

In 1983, Hornik proved [7] that standard multilayer feedforward network (MFN)
with one hidden layer is capable of approximating any real measurable function
to any desired degree of accuracy. Topology of MFN with one hidden layer is
depicted in Fig. 3, where input layer brings external inputs x1, x2, , xP , hid-
den layer contains S neurons which process sums of weighted inputs and output
neuron processes sum of weighted outputs from hidden neurons. Dataflow be-
tween input i and hidden neuron j is gained by weight w1

j,i. Dataflow between

hidden neuron j and output neuron is gained by weight w2
1,j . Neurons in hid-

den layer contain squashing activation function, while output neuron contains
non-squashing activation function - see [7] for formal definition. For practical
applications, continuous, bounded and monotonic activation function is used for
neurons in hidden layer and continuous and monotonic activation function is
used in output neuron - for some examples, see [8], [9].

Output of the network in Fig. 3 can be expressed by following equations.

y 1
a j =

P∑
i=1

w1
j,i xi + w1

j (2)

y1j = φ1
(
y 1
a j

)
(3)

y 2
a 1 =

S∑
j=1

w1
1,j y1j + w2

1 (4)

y = φ2
(
y 2
a 1

)
(5)

In equations above, φ1(.) means activation functions of hidden neurons and
φ2(.) means output neuron activation function. Apparently, the network has to
be well trained to achieve sufficient approximation qualities. In other words, the
network is to learn associations between a specified set of input-output pairs
(training set). As there were presented many training techniques from simple
back-propagation algorithm [10] to some specialized hybrid techniques using
evolutionary algorithms [11], they are not defined here. However, the important
note is that analytical derivatives of activation functions are required for training
by any gradient-based technique.
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Fig. 3. Multilayer feedforward neural network with one hidden layer

4 Process Identification by MFN

Process identification is statistical procedure which leads to mathematical model
of dynamical process from measured data. Let us narrow the problem down to
identify the coefficients of the polynomials B(z−1), A(z−1), where

B(z−1) = [0 + b1z
−1 + b2z

−2 + ...+ bmz−m] (6)

A(z−1) = [1 + a1z
−1 + a2z

−2 + ...+ anz
−n] (7)

The deterministic part of the linear models with exogenous input can be
illustrated as seen in Fig. 4.

Contrary to Fig. 4, process identification using ANN (whole procedure is
defined in [8]) provides differently-shaped models. Those models are rarely usable
for process control, but they are able to model even highly nonlinear processes
for MFN are universal approximators. See Fig. 5 where the deterministic part
of the NNARX (Neural Network Auto-Regresive model with eXogenous input)
model is shown. NNARX model is widely used representative of neural models.
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Fig. 5. NNARX model

Output of the MFN in Fig. 5 is determined by equations 2 - 5. The thing is
that NNARX model is black-box-like structure and it cannot be directly used for
control action evaluation. Thus, the procedure of transforming NNARX model
into model described in Fig. 4 is proposed in next paragraph.

5 Piecewise-Linear Neural Model

As mentioned in section 3, MFN has to contain squashing activation function in
hidden layer and non-squashing activation function in output neuron. In addi-
tion, these activation functions are expected to be differentiable through some
gradient-based training technique can be used. In point of fact, only several
types of activation function are really being applied. Actually, in most cases,
hyperbolic-tangent or sigmoid activation function are used in hidden layer and
linear activation function is used in output neuron - see Fig. 6.

This article offers another approach. It suggests replacing hyperbolic tangent
activation function in hidden layer with linear saturated activation function (8).
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Fig. 6. Activation functions
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y i =

⎧⎨⎩ 1 for ya i > 1
ya i for −1 ≤ ya i ≤ 1
−1 for ya i < 1

(8)

Although linear saturated activation function is not fully differentiable, MFN
then becomes a piecewise-linear structure. Furthermore, MFN approximation
qualities are expected to stay similar through both function resembling courses
- see Fig. 7.

Let us presume an existence of NNARX model which uses MFN with linear
saturated activation functions in hidden neurons and linear (identic) activation
function in output neuron. Apparently, this model acts as piecewise-linear model
and one linear submodel turns to another when any hidden neuron becomes
saturated or becomes not saturated. Although the output of MFN used in this
NNARX model can be evaluated by eqs. (2) - (5), another way for MFN output
computing is useful. Let us define saturation vector v of S elements. This vector
indicates saturation states of hidden neurons - see (9).

vi =

⎧⎨⎩
1 for y1i = 1
0 for −1 < y1i < 1
−1 for y1i = −1

i = 1, 2, ..., S. (9)

Now, ANN output can be expressed by

y(k) = −
n∑

j=1

ajy(k − j) +

m∑
j=1

bju(k − j) + c, (10)

where

aj = −
S∑

i=1

w2
1,i(1− |vi|)w1

i,j (11)

bj =

S∑
i=1

w2
1,i(1− |vi|)w1

i,j+n (12)
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c = w2
1 +

S∑
i=1

(
w2

1,ivi + (1− |vi|)w2
1,iw

1
i

)
(13)

Thus, difference equation (10) defines MFN output and it is linear in some
neighbourhood of current state (in that neighbourhood, where saturation vector
v stays constant). In other words, if the neural model of any nonlinear process in
form of Fig. 5 is designed, then it is simple to determine parameters of linear dif-
ference equation which approximates process behaviour in some neighbourhood
of current state. Last step is determining of the coefficients of the polynomials
B(z−1), A(z−1) using parameters of equation (10). Let us define

ũ(k) = u(k)− u0, (14)

where u0 is constant. Then, equation (10) turns into

y(k) = −
n∑

j=1

ajy(k − j) +

m∑
j=1

bjũ(k − j) + c+

m∑
j=1

bju0. (15)

Equation (15) will become constant term free, if equation eq:u0 is satisfied.

u0 = − c∑m
j=1 bj

. (16)

Now, equation (15) can be written in following way.

y(k) =
B(z−1)

A(z−1)
ũ(k), (17)

where coefficients of the polynomials B(z−1), A(z−1) are determined by equa-
tions (11) and (12), respectively. Equation (17) corresponds to the model in Fig.
4 with respect to equations (14) and (16). A comprehensive diagram of described
technique and how it can be used for nonlinear process control is shown in Fig.
8 (r is a set point).

6 Demonstrative Example

Described approach has been applied to several simulated models as well as
to some laboratory devices. In this paper, let’s consider a helicopter model.
Helicopter model is twin rotor aerodynamic system (see Fig. 9) which is designed
to simulate real copter dynamics. As a plant, it is significantly nonlinear system
with two inputs (power of main rotor u and power of tail rotor) and two outputs
(vertical elevation and yaw motion). All quantities are normalized to interval [-1;
1]. The point of this section is to design a piecewise-linear model of the vertical
elevation part of the helicopter model.

Step-like excitation of the system to be modeled is shown in Fig. 10.
To divide this system into linear subsystems according the algorithm described

above, it is necessary to design a neural model of the system in the shape of Fig.
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Fig. 8. Formal diagram of described technique used for process control

Fig. 9. Helicopter model
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5, where neurons in hidden layer of MFN contain linear saturated activation
function and output neuron contains linear (identic) activation function. For this
particular example, the orders of the polynomials B(z−1), A(z−1) were chosen
according to the eqs. (18), (19).

B(z−1) =
[
0 + b1z

−1
]
, (18)

A(z−1) =
[
1 + a1z

−1 + a2z
−2
]
, (19)

Then, the procedure of neural model design involves training and testing set
acquisition, neural network training and pruning and neural model validating.
As this sequence of processes is illustrated closely in many other publications [8],
[9], it is not referred here. Eventually, as the result of the procedure, neural model
with four neurons (three in hidden layer, one in output layer) is designed. Except
the number of neurons, the important results are the values of the parameters
w1

i,j , w
1
i, w

2
1,i, w

2
1, which are necessary for an evaluation of the coefficients aj ,

bj, and c - see (11), (12) and (13). The resulting MFN is figured in Fig. 11.
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Fig. 11. The weights of resulting multilayer feedforward network
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As described above, the structure in Fig. 10 can be easily transformed into
equation (17). For this particular case, (17) becomes (20).

y(k) =

[
0 + b1z

−1
]

[1 + a1z−1 + a2z−2]
ũ(k), (20)

where

a1 = −
3∑

i=1

w2
1,i(1− |vi|)w1

i,1, (21)

a2 = −
3∑

i=1

w2
1,i(1− |vi|)w1

i,2, (22)

b1 =
3∑

i=1

w2
1,i(1− |vi|)w1

i,3, (23)

ũ(k) = u(k) +
c

b1
, (24)

c = w2
1 +

3∑
i=1

(
w2

1,ivi + (1− |vi|)w2
1,iw

1
i

)
(25)

Since there are three neurons in hidden layer of used MFN, vector V can
potentially gather up to 27 states - see (9). Thus, there are 27 linear models
stored in the structure showed in Fig. 11. Transitions between these linear models
can be determined by solving the following set of equations.

y 1
a i = −1
y 1
a i = 1

i = 1, 2, 3. (26)

Using (2) and considering Fig. 11, equations (26) turn to

w1
i,1u(k − 1) + w1

i,2y(k − 1) + w1
i,3y(k − 2) + w1

i = −1
w1

i,1u(k − 1) + w1
i,2y(k − 1) + w1

i,3y(k − 2) + w1
i = 1

i = 1, 2, 3. (27)

Solving (27), there is gathered a map of regions, where each linear submodel
is valid. The resulting map is shown in Fig. 12. Since the state variables are
normalized, the reasonable state space is limited and does not contain all possible
regions.

For better illustration, there is figured step-like response of the demonstrative
system and its piecewise-linear model - see Fig.13.

In Fig. 13, there are marked and numbered the regions, in which particular
linear models are used. The numbering corresponds with the numbers in the
Tab. 1.

Hence, the technique is able to determine a set of linear models of the nonlinear
process and it is even possible to compute the regions of validity of this linear
models.
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Fig. 12. The map of linear regions
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Fig. 13. The step-like response of the system and its piecewise-linear neural model

Table 1. Used linear submodels - see (20)

Number b1 a1 a2 c

1 0.0807 -1.6916 0.7524 -0.0969
2 0.0360 -1.6204 0.7805 -0.1870
3 0.1999 -1.5385 0.9174 -0.3993

7 Conclusions

The aim of this article is to introduce a new technique for process identifica-
tion using piecewise-linear neural network. The most interesting feature of this
approach is that the resulting model effectively stores finite number of linear
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models (each valid in some region of state space) and these linear models can be
locally used e.g. for controller tuning. The technique can be used in two ways.
It is possible to determine piecewise-linear model in a shape of Fig. 5 and this
structure can be used online for continuous linearization of the process (which is
very effective procedure), or the structure of the piecewise-linear model can be
divided offline into set of linear models and comprehensively analyzed. Neverthe-
less, both possibilities bring decent advantages especially for nonlinear process
control design.
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Bilinear Time Series Model as an Alternative

Way of Speaker Modeling�

Oskar Kochana, Patrycja Ksiazek, Michal Olszak, and Ewa Bielinska

The Silesian Technical University, Akademicka 14, 44-100 Gliwice, Poland

Abstract. In the paper a class of non-linear time series models is consid-
ered, with respect to possible application for speaker recognition. Regis-
tered speech signal is is a non-stationary time series. This non-stationarity
is usually modeled as autoregressive time series with time varying param-
eters. In the paper a bilinear approximation of non-stationary autoregres-
sive model is proposed. This way, a model with time varying parameters is
approximated by a constant parameters model. Parameters of the bilinear
model are assumed to be the speaker features,and are applied for speaker
recognition. Effectiveness of the proposed method is compared with classic
methods of speaker recognition.

Keywords: non-stationary AR models, bilinear time series model,
speech analysis, speaker recognition recognition.

1 Introduction

In recent years technology development has been substantially adopting bio-
logical phenomena and applying them to different technical solutions. Modern
engineering is trying to understand these phenomena and possibly model those,
using more or less sophisticated mathematical formulas. To use effectively this
knowledge appropriate algorithms and high computational power are needed,
the possibilities of which increase greatly each year. One of these natural phe-
nomena is human speech, which for several decades has been studied and, what
is more, has been a focus of growing attention. Speech recognition and speaker
recognition are branches of science that are associated with human speech and
are highly related with each other. The speech signal carries important informa-
tion such as linguistic, which are of interest of speech recognition, or features
that may allow unambiguous identification of a speaker. Those features, unique
for each person, are usually hard to find.

Registered utterance is a non-stationary time series that, for speech or a
speaker recognition, should be represented by a model which mainly contains
information either on the content of the utterance or on the specific features of
the speaker.
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Non-stationary speech signals used to be modeled by set of locally station-
ary autoregressive time series models i.e. a threshold model. The reason why
the AR models were chosen is that they define a linear regression When the
local AR models are of the same structure, the threshold model may be consid-
ered as AR model with time varying parameters. Modeling and identification of
non-stationary time series have been discussed by, e.g. [9], [7]. In case of speech
analysis registered utterance is modeled as a non-stationary auto regressive (AR)
series. Usually, to this aim the utterance is segmented into frames in which sta-
tionary AR(dA) time series models are identified. Respective models’ parameters
are then processed in order to obtain the speech or the speaker features. Such
process is named feature extraction, a chosen set of features is often considered
as a speaker model, and speaker recognition consists in feature matching [4], [5].

There are many different methods of feature extraction and feature matching.
Some of them are shortly presented in the following section. In this paper a
method of speaker identification proposed by Bielinska [3] is tested and compared
with the other methods. The novelty of this method lies in an assumption that
the vector of features characterizing the speaker is built of parameters of a
bilinear model. To this aim non-stationary AR model is approximated by a
constant parameters bilinear model.

2 Feature Extraction

Feature extraction is one of the most important steps in speaker recognition
systems. It aims at obtaining such model that provides little variability of model’s
parameters for each particular speaker, and at the same time insure sufficiently
high volatility of parameters values among all speakers.

The basic methods of speaker recognizing [1], [2] consist in comparison of
the speaker’s averaged features to a pattern. The speaker’s averaged features
are obtained by way of averaging the features over frame boxes, on which the
registered signal is divided, during a test session. The pattern consists of equiv-
alent averaged values, gathered for different speakers in process training. The
individual techniques of the speaker’s identification differ with the choice of the
features vector and the way of distance measure between the vectors of features
(the classifiers). The most commonly used speaker features are presented below.

2.1 Linear Predictive Coding

The idea of Linear Predictive Coding [12] is that the speech signal, s(n), at time
n, can be approximated as a linear combination of the past p samples

s(n) ≈ a1s(n− 1) + a2s(n− 2) + · · ·+ aps(n− p) (1)

If excitation term, Gu(n), is included, the speech signal is given by:

s(n) =

p∑
i=1

ais(n− i) +Gu(n) (2)
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Respective Z-transform is:

S(z) =

p∑
i=1

aiz
−iS(z) +Gu(z) (3)

Hence, discrete transfer function of the vocal tract can be expressed as:

H(z) =
S(z)

GU(z)
=

1

1−
p∑

i=1

aiz−i

=
1

A(z)
(4)

Stimulation u(n) of the system (2) is either quasi-periodic train of pulses (as
excitation of a voiced sound), or a random noise sequence for unvoiced sounds.
To determine the set of coefficients, ak, first the value, ŝ(n), is estimated from:

ŝ(n) =

p∑
i=1

ais(n− i) (5)

Prediction error e(n) is defined as:

e(n) = s(n)− ŝ(n) = s(n)−
p∑

i=1

ais(n− i) (6)

Owing to the fact that the coefficients: a1, a2, ... ap are assumed to be constant
over short period of time, the speech signal should be first divided into over-
lapping frames of length 10-20 ms. In every frame vector of coefficients ak is
obtained by minimization of sum of squares of the e(n). Usually, ak parameters
averaged over all the frames form LPC feature vector.

2.2 Repetitive Poles

The vocal tract model (4), estimated in each frame, may be represented equiv-
alently as:

H(z) =

p∏
k=1

1

1− pkz−1
(7)

It may be decomposed into two parts

H(z) =

q∏
k=1

1

1− pkz−1

p∏
k=q+1

G

1− pkz−1
= Hs(z)Hu(z) (8)

Poles p1,, pq characterize the speaker, while poles pq+1 ,, pp characterize the
utterance. The feature vector is constructed from the most frequently repetitive
poles, with respect to all considered frames.
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2.3 Cepstrum

In time domain speech signal s(n) is convolution of the stimulation u(n) and an
impulse response of the vocal tract h(n). In frequency domain it is a product of
corresponding Fourier transforms.

S(ω) = U(ω)H(ω) (9)

Taking logarithm of (9), the stimulation, which has parameters highly variable
in time, can be separated from the vocal tract.

lnS(ω) = lnU(ω) + lnH(ω) (10)

This is a very useful tool in speaker recognition, as well as in speech recognition.
Cepstrum C of the signal s(i) is defined as the inverse Fourier transform of

the logarithm of the signal’s spectrum

C ≡ Ŝ(T ) = F−1 (ln |S(ω)|) (11)

Usually, the speaker feature vector C contains several initial cepstral coefficients,
averaged over all frames.

2.4 LP Cepstrum

Alternatively, cepstral coefficients may be calculated by the following transfor-
mations of LP coefficients

c1 = a1

ck = ak +
k−1∑
m=1

m
k cmak−m, for2 ≤ k ≤ dA

ck =
k−1∑
m=1

m
k cmak−m, fordA + 1 ≤ k ≤ q

(12)

2.5 Bilinear Representation of Non-stationary Autoregressive Time
Series

In all above mentioned methods non-stationary speech signal was divided into
frames. Inside the frame signal was assumed stationary, and was represented by
a stationary AR time series model. Set of models’ parameters was then processed
to obtain vector of features.The new idea presented in [3] lies in representing the
whole utterance by a bilinear time series model. Vector of features is built of
the bilinear model parameters. Bilinear models are powerful nonlinear models,
and a large class of nonlinear systems, including Volterra systems, can be well
approximated using this model.

Non stationary time series s(i), for i = 1 . . .N can be represented as auto-
regressive AR(dA) time series with time varying parameters.

s(i) =

dA∑
j=1

aj(i)s(i− j) + ν(i) (13)

where aj(i) for j = 1 . . . dA are time varying parameters of the AR(dA) model,
and ν(i) is a series of errors, distributed N(0, σ2).
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It was proven in [3] that under the following assumptions:

1. parameters aj(i) change in the following way

aj(i) = aj(i− 1) +Δj(i) (14)

2. Δj is a random innovation signal, with the moving average MA(dC) repre-
sentation

Δj(i) = ej(i) +

dC∑
l=1

cl,jej(i− l) (15)

where ej(i), j = 1 . . . dA are identically independently distributed normal
variables, with mean 0 and variance λ2

j , and cl,j are constant, real parameters
for j = 1 . . . dA and l = 1 . . . dC

3. initial value at time 0 is
aj(0) = Δj(0) (16)

signal s(i) described by 13 can be expressed as

s(i) =
dA∑
j=1

(
s(i− j)e∗j (i) + c1,je

∗
j (i− 1)s(i− j) + ...+ cdC,je

∗
j (i− dC)s(i− j)

)
+ ν(i)

(17)

where

e∗j (i) =
i∑

k=0

ej(k) (18)

e∗j (i− l) =

i∑
k=0

ej(k − l) (19)

Hence, the non-stationary signal s(i) represented previously by dA time varying
coefficients aj(i), under assumptions 14–16, can be represented by (dA × dC)
time constant coefficients cj,k of the bilinear model (17). Method of estimation
of the bilinear model parameters proposed in [3] uses technique of MA(dC)
identification presented in [10].

3 Application of Bilinear Time Series Model for Speaker
Recognition

The reported research primarily focused on testing effectiveness of the speaker
recognition on the base of the bilinear model of speaker.

Procedure of speaker recognition took place in two stages. In a learning stage a
data base for speakers was created. After loading the tested utterance, unvoiced
parts of the signal were removed. Particular speaker was represented in a data
base by the set of models identified for a number of utterances of the same
speaker. In this research there were 5 utterances used as a learning set for each of
10 speakers. In a testing stage, bilinear time series model of a current speaker was
identified from a single utterance devoid of unvoiced parts. After that, the speech
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signal was classified to one of the speakers using either K-Nearest Neighbor
algorithm or Maximum Likelihood This procedure was repeated for 5 utterances
for each of 10 speakers. Therefore, there was total of 50 trials. Finally the ratio
of correct assignments to the number of all tests gives effectiveness.

3.1 Project Establishment

All utterances were recorded with the use of built-in microphone (Conexant
SmartAudio HD) in a laptop using MATLAB software. The microphone enables
two channels recording with up to 24 bits and 96000 Hz sampling frequency.
Most of energy of speech signal is contained in 5 Hz up to 4 kHz range so the
recording frequency was chosen to 8 kHz. Besides, one channel recording, the
data range from -1 to 1, and resolution 16 bits per sample were applied.

The speakers base was collected from volunteer speakers and all utterances
were recorded in polish language. The database was divided into:

– various fragments of texts read,

– unique sentence for each speaker,

– common word, ”Brzczyszczykiewicz”,

– common sentence, ”Ewentualnie reagujemy na zagroenie”,

In each experiment ten persons took part producing five male and five female
utterances, and ten recordings per person, per experiment. Therefore, there was
total of four hundred utterances.

3.2 Experiment Setup

Resultant bilinear model depends on several initial conditions that should be
assumed, therefore influence of the following aspects has been checked:

– values of dA and dC in 17,

– method of estimation MA model 15,

– specific utterances,

– classification method,

In the Fig.1 effectiveness of speaker recognition is shown as a function of
dA and dC. Presented results were obtained fot the utterance: ”Ewentualnie
reagujemy na zagrozenie”. The plots shows that the best results were obtained
for dA = 4 and dC =3, therefore, in next experiments such values were used.

In the Fig.2 to the left, influence of different methods of estimation of moving
average parameters on effectiveness of speaker recognition was checked [13]. The
following methods were considered:

– Durbin’s method [6],[8]

– Iterative method [3], [11]

– predefined MATLAB function - armax.
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Fig. 1. Efficiency with respect to dA (left) and dC (right)
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Fig. 2. Efficiency for different methods of MA parametrization (left) and for different
input speech (right)

It can be seen that all of the methods give similar results but it is worth men-
tioning that iterative procedure of finding parameters of MA(dC) is much more
time consuming then the Durbin’s method or the armax function.

The next step of research was checking the effectiveness of the identification
with respect to an input utterance, which each time was identified in a closed
set - this means every utterance was assigned to one speaker. There were ex-
periments performed as text-independent, the recordings used read sentences,
each time different for every person. There were also experiments performed as
text-dependent, where speech signal consisted of a defined word, a defined sen-
tence or a sentence unique for each speaker. In the Fig.2 to the right, can be
clearly seen that the input speech has significant impact on effectiveness of the
method. The utterance: ”Ewentualnie reagujemy na zagroenie” gives the best
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performance because it contains most voiced sounds. In further experiments this
speech signal was used to test the method.

Effectiveness of speaker recognition with the use of bilinear speaker model
has been tested for different classifications methods. In this project K-nearest
Neighbors algorithm was examined with use of two different distance measures:
Euclidean distance

d(x, y) =

√√√√ N∑
i=1

(xi − yi)2 (20)

or Mahalonobis distance

d(x, y) =

√√√√ N∑
i=1

(xi − yi)2

s2i
(21)

and compared with Maximum Likelihood method. Speaker recognition with use
of Maximum Likelihood method proved to be about ten percent better than
with the use of K-Nearest Neighbors algorithm in the set of 10 speakers. The
application of a more sophisticated pattern comparison technique may enhance
the recognition even more.

3.3 Filtering

Since bilinear speaker model uses parameters received using recursive method,
which may be affected by high frequencies components, the system was exam-
ined to check how an application of a low-pass filter influences the results. The
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filter of order 10 was designed with a use of a predefined MATLAB function
fdesign.lowpass.

In Fig.3 one can observe that a difference between effectiveness of speaker
recognition, performed on the filtered and unfiltered speech signal reaches 20%,
which is a meaningful improvement.

3.4 Comparison with Other Methods

Cepstral Coefficients. The tested speech signal was divided into 32 ms frames
overlapped every 8 ms. Each frame was windowed with Hamming window and
first 20 Cepstral Coeffcients were calculated according to the formula 12. Ceptral
Coeffcients averaged over all frames form a feature vector of a speaker. The
pattern recognition technique used was Maximum Likelihood method. In the
experiment the sentence: ”Ewentualnie reagujemy na zagrozenie” was tested.
Effectiveness with the use of the Cepstral Coeffcients was about 15 % better
than effectiveness with the use of the Bilinear Model.

Linear Predictive Coding. The tested speech signal was divided into 64
ms frames overlapped every 16 ms. In every frame autoregressive parameters
of A(z) were calculated using MATLAB function lpc. The parameters averaged
over all frames formed a feature vector of a speaker, corresponding to particular
utterance. Recognition efficiency with the use of the LPC coeffcients found to
be comparable with the method based on the bilinear model coefficients.

4 Conclusions

Previous studies allow the following conclusion:
Bilinear time series models proved to be useful for speaker recognition. Esti-

mation of fixed parameters of bilinear model requires less computational than
estimation of the time-varying AR model parameters. However, effective use of
the recognition based on bilinear models involves the determination of several
parameters, which usually are arbitrary chosen, and there is no simple way of
choosing right ones. Among these parameters are: orders of polynomials A(z)
and C(z), parameters of the recursive identification method i.e. initial condi-
tions, forgetting factor which has a significant impact on tracking performance,
different way of signal filtering, or various techniques of pattern recognition.

Speaker recognition efficiency strongly depends on the phonetic contents of
utterance. It was observed that voiced signals have given much better perfor-
mance of the system. Inclusion of algorithms that detects voiced speech into the
speaker recognition system may increase its efficiency.
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Institute of Applied Informatics
Faculty of Informatics and Information Technologies

Slovak University of Technology
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Abstract. Independent sets are sets of mutually non-adjacent vertices
of a network. For example, independent sets in social networks represent
groups of people, who do not know anybody else within the group. In
this paper, we investigate the growth of large independent sets in the
famous Barabási-Albert (BA) model of scale-free complex networks. We
formulate recurrent relations describing the cardinality of typical large
independent sets and show that this cardinality seems to scale linearly
with network size. This holds not only for the original BA model, where
a new vertex brings a constant number of edges to the network, but
also when the number of incoming edges is just bounded from above by
a constant. Our finding is of a fundamental importance for community
detection problems, since vertices of an independent set are naturally
unlikely to belong to the same community. In other words, the number
of communities in scale-free networks seems to be bounded from below
by a linear function of network size.

Keywords: independent sets, complex networks, scale-free networks.

1 Introduction and Related Work

Social and biological networks, the World Wide Web, research citation networks
or language networks represent only several examples of complex networks, which
are known to exhibit very specific properties [4] and represent a modern research
topic with interesting applications such as evolutionary process visualization [6]
or time series prediction [5]. It is widely believed that many real-world networks
are scale-free. Such networks have a power-law degree distribution in the form
P (k) ∼ ck−γ , where P (k) is the degree distribution function, which denotes
the fraction of vertices with k neighbors, γ is a constant exponent describing a
particular network [1] and c is a suitable constant. Simply put, many vertices in
a scale-free network have only a few neighbors but there are also several vertices
with many neighbors. The number of neighbors k is often referred to as the
degree of a vertex.

Scale-free networks have now been a very popular research topic for more than
a decade [3]. However, even before the discovery of scale-free property, many
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complex networks have been known to exhibit the property of small world. In
a small world, even though the network might be very large, the shortest path
between two arbitrary vertices will be much smaller, i.e. the shortest path length
will be a sublinear function of the number of vertices [13]. The notoriously well-
known example is the “six degrees of separation” theory, which states that two
arbitrary people on Earth might reach each other by traversing six edges of the
social network of all people.

The aforementioned specificities are related to the community structure of
complex networks. These networks naturally consist of communities, i.e. dense
areas of the networks, which are connected only sparsely. Presumably, connec-
tions in the sparse areas are used heavily in shortest paths between vertices
of different communities. However, detecting the communities is a non-trivial
problem, especially due to difficulties in suitable problem formulation and deter-
mining the number of communities to actually search for in the network [10,12].

In this work, we focus on a rigorous study of independent sets in complex
networks. Let G = [V,E] be an undirected graph formalizing the complex net-
work. Then, independent set IS is a subgraph induced by subset VIS ⊆ V of the
network’s vertices, which have no edges between each other. In other words, it
is an induced subgraph with no pair of mutually adjacent vertices. An indepen-
dent set, which is not a subset of any other independent set is called maximal.
Independent set with the largest cardinality is called maximum independent set.

Independent sets are naturally related to communities in complex networks.
Even though estimating the number of communities to search for is a non-trivial
task in community detection, it is reasonable to assume that vertices of inde-
pendent sets are unlikely to lie within the same community. The computational
complexity of searching for independent sets strongly depends on whether max-
imum or only maximal independent set is searched for. While the maximum
independent set problem is NP-hard [9], the maximal independent set problem
can be solved in polynomial time [11]. For the NP-hard maximum independent
set problem, efficient approximation and heuristic algorithms exist, such as the
greedy approximation algorithm [8], GRASP algorithm [7] or local search algo-
rithms [2].

In this paper, we investigate the growth of maximal independent sets in the
well-known Barabási-Albert (BA) model of scale-free networks. This model sim-
ulates growth of an artificial network. It is described in pseudocode of Algorithm
1. BA model begins with a connected graph and at each time step, one vertex
comes to the network and brings w edges with it. These edges are attached to
the existing vertices using the preferential attachment rule, which means that
the probability of choosing a vertex for attachment is proportional to its current
degree. BA model leads to networks with degree distributions, for which it holds
that P (k) ∼ k−3. In the following, we show that even maximal independent
sets seem to scale linearly with network size. This implies that also maximum
independent set scales linearly and the number of communities in the network
is also bounded from below by a linear function of network size.
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Algorithm 1: Barabási-Albert model of scale-free networks
1 begin with a connected graph G0 = [V0, E0], n0 = |V0|, m0 = |E0|
2 for t = 1...(n− n0)
3 let Vt = Vt−1 ∪ {vt}, nt = nt−1 + 1
4 attach vt to w vertices from Vt−1 in the way that the probability

of attachment to vertex v ∈ Vt−1 is (deg(v))t−1/(2mt−1),
let mt = mt−1 + w

The paper is organized as follows. In Section 2, we formulate the recurrent rela-
tions describing the growth of typical maximal independent sets in BA model.
In Section 3, we show the empirically determined solutions for the recurrences
and propose techniques to solve them analytically. Finally, in Section 4, we give
conclusions and a brief discussion of the results.

2 Recurrent Relations Describing the Growth of
Independent Sets in BA Model

In our investigations, we begin with studying the behavior of a variable αL,
which denotes the expected size of a typical maximal independent set in BA
model. In the following, we derive recurrent relations, which describe how αL

behaves when the network grows.

2.1 Growth of a Typical Maximal Independent Set and Affinity of
a New Vertex towards the Independent Set

Let us have an initial connected graph on n0 vertices and m0 edges. At each time
step t, a vertex comes to the graph and brings a constant number of w edges,
which are attached based on the preferential attachment rule. Thus, apparently,
in time step t, the number of vertices is nt = n0 + t and the number of edges is
mt = m0 + wt.

We will now study the properties of a set ISt, which denotes some typical
maximal independent set that is prone to be generated in BA model. We will
have a sequence {αL,t}∞t=0, which denotes the cardinality of such an independent
set as the network grows, i.e. αL,t = |ISt|. For the initial value, we naturally
have that αL,0 ≥ 1, since one vertex always forms an independent set. A more
general bound depends on the initial graph, which is not fixed in the model.

Now, we have to consider the affinity of the new vertex towards the set ISt. For
each of the w new edges, the probability of attachment to an existing vertex in the
independent set is proportional to the sum of the degrees of vertices in ISt. This
measure is called volume and will be denoted by V ol(ISt) =

∑
v∈ISt

(deg(v))t.
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The probability of choice of a vertex from ISt for attachment isV ol(ISt)/(2mt).
With this in mind, we can see that the recurrent relation describing αL,t+1 is:

αL,t+1 = αL,t +

(
1− V ol(ISt)

2mt

)w

, (1)

since for all w new edges, it must hold that they were attached to vertices outside
of the set ISt. Then, the new vertex can be a part of ISt+1.

2.2 Volume of the Independent Set and Its Growth

In the recurrence for αL,t, the crucial question is how V ol(ISt) behaves. This
can be described by recurrent relations, too. The initial value will be V ol(IS0)
and is also dependent on the initial graph. The most general lower bound for
this value clearly is V ol(IS0) ≥ 1, since the graph is guaranteed to be connected.

We suppose that a vertex comes in time step t. Generally, there are two ways
how the volume of a fixed independent set can increase.

– We consider the general scenario. The expected number of edges generated

from the new vertex to the vertices of ISt+1 is wV ol(ISt)
2mt

. This is because
the fraction in the value is the probability that the edge will be attached to
a vertex in the independent set and there are w possibilities.

– If no edges were attached to the vertices of ISt, then the new vertex will

join the independent set. This event occurs with probability
(
1− V ol(ISt)

2mt

)w
.

With this probability, the volume of the independent set will be incremented
by w, since all w new edges will go “outside” of the independent set.

We note that these two sources of incrementation for V ol(ISt) can be treated
as independent. In each of these two cases, there is a different event that causes
V ol(ISt+1) to be higher than V ol(ISt). The first case describes the expected
contribution to volume by incoming edges at each time step. The second case
describes the event that occurs when the actual contribution of the first case is
zero. Hence, the recurrent relation describing the behavior of V ol(ISt+1) is:

V ol(ISt+1) = V ol(ISt) + w
V ol(ISt)

2mt
+ w

(
1− V ol(ISt)

2mt

)w

. (2)

2.3 Relative Connectivity of the Independent Set to the Rest of
the Graph

Interesting properties of the previous equation can be observed, when we per-

form substitution yt := V ol(ISt)
2mt

. Thus, we will work with the fraction of edge
endpoints that are in the independent set, rather than the volume (i.e. a relative
measure rather than absolute). We will call yt the relative connectivity of the
independent set to rest of the graph. In fact, yt describes the probability that
an edge connects to the independent set. As a consequence, (1 − yt)

w is in fact
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the affinity of the new vertex towards the independent set. This affinity will be
the expected contribution to the size of the independent set per one time step.

After the substitution and after we use the fact that mt = m0+wt, we obtain
the following:

2(m0 + wt+ w)yt+1 = 2(m0 + wt)yt + w[yt + (1− yt)
w
]. (3)

By tidying the previous equation up, we have:

yt+1 =

(
1− w

m0 + wt+ w

)
yt +

w

2(m0 + wt+ w)
[yt + (1 − yt)

w]. (4)

In the following, we will first empirically illustrate how yt behaves. Consequently,
we will prove rigorous results on asymptotical behavior of yt and show how this
recurrence can be solved.

3 Solutions to the Recurrent Relations and Techniques
to Find Them

We now focus on empirical and analytical study of yt. As a consequence, the
affinity of a vertex towards the independent set, i.e. (1 − yt)

w, will also be
determined. The following results will establish that both the size of a typical
maximal independent set and maximum independent set grow as linear functions
of t, if t is large enough or a suitable initial graph is chosen.

3.1 Empirical Study of the Recurrent Relations

In Fig. 1, we provide the plots for the relative connectivity yt and the affinity
(1−yt)

w of the new vertex towards the maximal independent set for values of w
between 1 and 6. In these experiments, we set y0 = 0.5. In fact, this value does
not seem to influence the value, where yt tends to converge (for w = 1 and 2,
we will explain this also analytically). However, y0 might influence, whether yt
reaches this final value in finite time.

From Fig. 1, it is interesting to see that yt approaches an almost constant value
already after ca. 20 iterations. For w = 1, the affinity (1 − yt)

w is a constant
function at value 1/2. This naturally makes sense, since for w = 1, BA model
generates trees and trees are bipartite graphs. On average, one can expect such
graphs to have these partitions of roughly equal size. For w > 1, the situation is
a bit more interesting, but difficult as well. Already for w = 2, the value, where
yt would remain constant, will be an irrational number. Thus, for larger values
of w, yt seems to just converge to the stable value. In the next section, we show
how to approach this recurrence analytically.



256 D. Chalupa and J. Posṕıchal

Fig. 1. The plots of behavior of the relative connectivity of the independent set yt (on
the left-hand size) and the affinity of the new vertex towards the independent set (on
the right-hand side) as functions of the time t (horizontal axes contain t, vertical axes
contain the respective values).

3.2 Analytical Study of the Recurrent Relations

From the basic recurrence on αL,t in (1), we clearly have that:

αL,t = αL,0 +

t−1∑
s=0

(1 − yt)
w. (5)

We will now show that for yt, we will have a borderline value y, where yt would
stabilize, if it reached y in finite time. For values higher than y, yt will tend
to decrease and for values lower than y, yt will tend to increase. Additionally,
if yt reaches the stable value, then the typical maximal independent set will
surely scale linearly in the future, since the affinity of new vertices towards the
independent set will remain constant.

Theorem 1. Let us have a graph generated by BA model with fixed w and a
time step t0. For this time step, let us have the value A such that A = −1/2yt0+
1/2(1− yt0)

w.
If A > 0, then yt+1 > yt. If A < 0, then yt+1 < yt. If A = 0, then for all values

t ≥ t0, it will hold that yt = yt0 .

Proof. We prove this by considering how formula (4) influences yt+1. Ap-

parently, yt+1 is determined by first multiplying yt by
(
1− w

m0+wt+w

)
, which

is in the interval [0, 1] and approaches 1 as t grows. Thus, this is the fac-
tor, which lowers the value by w

m0+wt+wyt. Then, we have the additive factor
w

2(m0+wt+w) [yt + (1− yt)
w
].
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Hence, the difference yt+1 − yt is:

yt+1 − yt =
w

m0 + wt+ w
[−yt + 1/2[yt + (1− yt)

w]]. (6)

Since w
m0+wt+w > 0, the crucial factor, which determines whether yt+1 will be

higher or lower than yt, is the one in the parentheses. This will be the factor
A we establish. Clearly, if A > 0, then yt+1 − yt > 0 (for < and =, we have
analogous outcomes). Therefore:

A = −1/2yt + 1/2(1− yt)
w. � (7)

Theorem 1 shows that once yt gets stabilized, the typical independent set will
scale linearly in expectation. We can also analytically find the values, where yt
and (1 − yt) are stable. We will denote these values simply by y and (1 − y)w

(since they do not depend on t). These values are found by just putting w equal
to the respective value and solving the equations from Theorem 1, i.e. we search
for y = yt such that the difference yt+1 − yt = 0. This leads to polynomial
equations of degree w.

Additionally, the stable value y of our recurrence has the interesting property
that y = (1− y)w. In other words, once the system gets stabilized, the affinity of
a new vertex towards the independent set will actually be equal to the relative
connectivity of the independent set to the rest of the graph.

Theorem 2. In the stable value y for yt, it holds that y = (1 − y)w.

Proof. From Theorem 1, we have that yt is stable for t ≥ t0 if and only if
A = −1/2yt0 + 1/2(1− yt0)

w = 0. This clearly implies that yt0 = (1− yt0)
w. �

For w = 1, 2 and 3, the stable values for our recurrence are given by Corollary
1.

Corollary 1. For BA model with w = 1, it holds that y = 1/2. For w = 2,
it holds that y = (3 − √

5)/2. For w = 3, we have that y = z + 1 − 1
3z , where

z = 3

√√
93/18− 1/2, i.e. y ≈ 0.31767. For any w, typical maximal independent

size is yt+ c, where c > 0 is a suitable constant.

For w ≥ 2, a problem seems to be that yt would stabilize in an irrational value.
Hence, we can neither assume that the initial graph contains the independent
set of the typical size, nor expect that yt can reach y for finite t. All operations
in the recurrence are rational. Thus, yt are rational values for any finite t.

To overcome this, we need to show that limt→∞ yt = y. For simplicity, we
demonstrate the idea of such a proof for the case when w = 2 and y0 > y. We
will also assume that the initial graph is simple enough, we will simply take
two vertices joined by a single edge, i.e. m0 = 1 and y0 = 1/2. The chosen
initial graph represents no practical limitation of the model and simplifies the
required proof. The ideas of the proof are quite straightforward to apply to other
scenarios, anyway.
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Let us have a graph generated by BA model with w = 2. Furthermore, let
y0 = 1/2 and m0 = 1. We will now show that for this case, it holds that
limt→∞ yt = y.

The idea is as follows. From Theorem 1, we have that if yt > y, then yt+1 < yt.
We know that y0 > y, i.e. yt “comes” from above. To guarantee that yt+1 cannot
get lower than y, we have to show that yt > y ⇒ yt+1 > y. This way, we can
guarantee that for every t, it holds that yt > yt+1 > y. This already implies
that for any ε > 0, the sequence will approach value y + ε at some time, which
establishes that the limit is y.

For w = 2, we consider the difference yt+1− yt and assume that yt ≤ 1/2. We
have to find t and yt such that:

yt+1 = yt +
1

m0 + 2t+ 2
[1− 3yt + y2t ] > y. (8)

We tidy up the inequality and separate t from the rest of the factors:

−y2t + (1−m0)yt + (m0y + 2y − 1)

2(yt − y)
< t. (9)

Hence, if t exceeds the value on the left-hand side, we have that our statement
is true. We will now simplify the situation by using that m0 = 1 and we will also
directly apply that y = (3−√

5)/2. We obtain:

−y2t + 7/2− 3/2
√
5

2(yt − (3−√
5)/2)

< t. (10)

One can easily show that 7/2 − 3/2
√
5 = ((3 − √

5)/2)2. In other words, the
numerator will be equal to zero exactly for yt = (3 − √

5)/2. According to our
premises, yt > (3−√

5)/2. This implies that the numerator −y2t + 7/2− 3/2
√
5

is negative. The denominator 2(yt − (3 − √
5)/2) is positive. Thus, we simply

obtain that our statement holds if t > 0.
The case when yt > 1/2 does not have to be handled here, since y0 = 1/2.

For all values of t, it holds that yt > yt+1 > y, which proves that the limit is y.
We note that the arguments seem to be extensible also to the cases, when

y0 < y or values w > 2. However, we have taken the case of the simple initial
graph with y0 ≥ y, since our aim is to investigate what emerges in the network
over time, anyway.

The previous results are important because of their consequences. We now
consider α as functions of the number of vertices n, rather than time t, and
bound the size of maximum independent set αn. For w = 1, Theorem 1 implies
that if we take a graph with y0 = 1/2 as the initial graph, then it holds that
αn ≥ αL,n = 1/2n.

For w = 2, we choose the simplest initial graph with m0 = 1. Since yt does
not reach y in finite time, we fix two constants δ, ε > 0 and upper bound yt by
y + ε for t ≥ t0. The second constant δ will be used to deal with the few initial
iterations, where yt still stabilizes and it is not yet reasonable to bound it below
by a constant. Additionally, it also includes the constant factor caused by the
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fact that in (5), the summation ends for t − 1. By using this, we have that for
n ≥ n0 + t0, it holds that αn ≥ αL,n = (((3 − √

5)/ − 2 − ε)2)n − δ. This is a
simple linear function of the network size.

4 Conclusions and Discussion

We investigated the growth of large independent sets in scale-free complex net-
works. Independent sets are sets of mutually non-adjacent vertices. In the context
of social networks, independent sets represent groups of people, in which nobody
knows each other. Practically, the size of large independent sets is an interest-
ing estimator for the number of communities within the social network, since
the vertices of the independent set are naturally unlikely to belong to the same
community.

For the well-known Barabási-Albert (BA) model of scale-free networks, we
showed that the size of large independent sets seems to scale linearly with net-
work size, if the network is large enough. This is because the affinity of a new
vertex towards a large independent set seems to quickly stabilize closely to a
certain value. This value is denoted by (1 − y)w, where w is the number of in-
coming edges per vertex, which is fixed to a constant in BA model, and y is a
stable value for a recurrent relation we derived. Interestingly, the values obtained
in the recurrence seem to stabilize very quickly in the beginning of the growing
process, as soon as approximately 20 vertices join the network.

We also developed techniques to solve the recurrent equations analytically.
We showed how to derive polynomial equations of degree w for the stable value
y of the recurrence. Interestingly, in the stable value, it holds that y = (1− y)w,
i.e. relative connectivity of the independent set to the rest of the graph and the
affinity of new vertices towards the independent set stabilize at the same value.
For w ≥ 2, the affinity of a new vertex towards the independent set never reaches
the stable value, since the stable value is an irrational number and the affinity
should be rational by definition. However, we showed on an example of a growing
network with w = 2 and a simple initial state that the affinity converges to the
stable value y over time. These ideas seem to be generalizable.

We believe that our results are beneficial in several ways. Firstly, using the
knowledge about the process of growth of the network might be a way to better
understand community detection problems. For example, we can see that in BA
model, a reasonable number of communities to search for is a linear function
of the network size. Secondly, our results imply that the average size of such a
reasonable community in BA model must be a constant, if we assume that there
are no growing independent sets inside the communities. This is an outcome
definitely worth confronting with other models of growing networks, as well as
with practice. It seems natural that communities should be small, even in very
large networks. We note that networks generated by BA model have both a
power-law degree distribution and the small-world property. Therefore, we can
treat them as quite good “estimators” of how the real-world networks are created.
On the other hand, an open question remains, whether there is also a mechanism
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other than growth and preferential attachment, which influences the number of
communities and their sizes in the real world.
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Time Series Prediction Based on Averaging Values  
via Neural Networks 
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Abstract. This paper introduces a development method for time series predic-
tion based on averaging values. The experimental part will focus on teaching 
more neural networks with the same topology and settings that will solve the 
same problem (time series). The resulting values for training and test set are av-
eraged depending on how many neural networks are involved in the calculation. 
The experimental part is focused on testing of periodic time series with differ-
ent topologies and neural network settings. The results of prediction are com-
pared with ARIMA models. 

1 Introduction 

The advantage of using neural networks for prediction is that they are able to learn 
from examples only and once their learning is finished, they are able to catch hidden 
and strongly non-linear dependencies, even when there is a significant noise in the 
training set. We introduce the topic of prediction using artificial neural networks. In 
particular, prediction of time series using multi-layer feed-forward neural networks 
will be described. In this paper, we will try to discuss one particular type of neural 
networks called backpropagation networks. It is the most popular network for practi-
cal applications and a very powerful tool. You can become familiar with our results 
with the backpropagation algorithm and its modification and various application uses. 

2 Backpropagation Neural Networks 

A neural network is a parallel, distributed information processing structure consisting 
of processing elements (which can possess a local memory and can carry out localized 
information processing operations) interconnected together with unidirectional signal 
channels called connections. Each processing element has a single output connection 
which branches into as many collateral connections as desired (each carrying the 
same signal - the processing element output signal). The processing element output 
signal can be of any mathematical type desired. All of the processing that goes on 
within each processing element must be completely local: i.e., it must depend only 
upon the current values of the input signals arriving at the processing element via  
impinging connections and upon values stored in the processing element’s a local 
memory [1]. 
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The backpropagation neural network architecture is a hierarchical design consist-
ing of fully interconnected layers or rows of processing units (with each unit itself 
comprised of several individual processing elements. Backpropagation belongs to the 
class of mapping neural network architectures and therefore the information process-
ing function that it carries out is the approximation of a bounded mapping or function

mn RRAf →⊂: , from a compact subset A of n-dimensional Euclidean space to a 

bounded subset f [A] of m-dimensional Euclidean space, by means of  training on ex-
amples (x1, z1), (x2, z2), . . . ,(xk, zk). . . . It will always be assumed that such examples 
of a mapping f are generated by selecting xk vectors randomly from A in accordance 
with a fixed probability density function p(x). The operational use to which the net-
work is to be put after training also assumed to involve random selections of input 
vectors x in accordance with p(x). The backpropagation architecture described in this 
paper is the basic, classical version (Fig. 3). The backpropagation learning algorithm 
is composed of two procedures: (a) feed-forward and (b) back-propagation weight 
training [1]. 

Feed-forward. Assume that each input factor in the input layer is denoted by xi, the 
yj and zk represent the output in the hidden layer and the output layer, respectively. 
And, the yj and zk can be expressed as follows (1): 

( ) ( ) ( ) ( ) ==
+==+== J

j jikokkk

I

i iijojjj ywwfYfzxwwfXfy
11

and   (1) 

where the w0jand w0kare the bias weights for setting threshold values, f is the activa-
tion function used in both hidden and output layers, and Xj and Yk are the temporarily 
computing results before applying activation function f. In this study, a sigmoid func-
tion is selected as the activation function. Therefore, the actual outputs yj and zk in 
hidden and output layers, respectively, can be also written as: 
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The activation function f introduces the non-linear effect to the network and maps the 
result of computation to a domain (0, 1). This sigmoid function is differentiable. The 
derivative of the sigmoid function in eq. (2) can be easily derived as: ( )fff −+=′ 1
.Back-propagation weight training. The error function is defined as [3], (3): 
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Where tk is a predefined network output (or desired output or target value) and ek is the 
error in each output node. The goal is to minimize E so that the weight in each link is 
accordingly adjusted and the final output can match the desired output. To get the 
weight adjustment, the gradient descent strategy is employed. In the link between 
hidden and output layers, computing the partial derivative of E with respect to the 
weight wjk produces, as (4) 
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Fig. 1. A backpropagation network architecture 

The weight adjustment in the link between hidden and output layers is computed by

kjjk yw δα ××=Δ , where αis the learning rate, a positive constant between0 and 1. 

The new weight herein can be updated by the following ( ) ( ) ( )nwnwnw jkjkjk Δ+=+1 , 

where n is the number of iteration. Similarly, the error gradient in links between input 
and hidden layers can be obtained by taking the partial derivative with respect to wij, 
as (5): 
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∂
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jkkjjj
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wXfx
w

E

1  
(5) 

The new weight in the hidden-input links can be now corrected as: jiij xw Δ××=Δ α  

and ( ) ( ) .1 jijij nwnw Δ+=+ Training the BP-networks with many samples is sometimes 

a time-consuming task. The learning speed can be improved by introducing the mo-
mentum term η [4]. Usually, η falls in the range 0,1. For the iteration n, the weight 
change Δ w can be expressed. The back-propagation learning algorithm used inartifi-
cial neural networks is shown in many text books  [1, 2, 4, 8, 9]. 

3 Our New Approach Based on Averaging Values 

First, the results of experiments on the prediction of time series using neural networks 
with hyperbolic tangent transfer function are described. When evaluating the pre-
dicted values of this function, the predicted value oscillates around the true value. 
Even during completion of the calculation, the value sometimes remains above or un-
der the real value. It is caused by the fact that the weights of neural network are  
set pseudo-randomly at the beginning of the calculation. It means that "randomly"  
set weights are sometimes set so well that the neural network may not learn much  
at all because it already knows the problem or it already has an in-built nonlinear  
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dependence, which the given problem contains(time series ). On the other hand, it 
may sometimes happen that the weights of neural network are set in a bad way so that 
the neural network is not able to learn the problem at the same number of epochs or it 
learns it with a larger error. It means that the same topology and the same initial setup 
of a neural network (learning coefficient, number of epochs) always leads to different 
learning on the training set and the prediction of the test set . Sometimes the predicted 
value is above the real value and sometimes the predicted value after completion of 
the calculation is under the real value (see Fig. 2), [5, 6, 7]. 
 

 

Fig. 2. Predicted values above (b) and under (a) the real value 

Therefore, we solve the problem of teaching more neural networks. Networks do 
not learn the problem in parallel, but in serial, i.e.: when the the first neural network 
learns, next network starts learning, etc. These neural networks have the same topol-
ogy and configuration (number of epochs, learning coefficient), but each of them has 
randomly initialized weights. When all the networks learn and test, averaging the val-
ues of the training and test set of all such networks occurs. Let us have "n" neural 
networks which solve the problem (prediction of the time series). To obtain the final 
field, averages apply this formula (6):  ∑ . . , 1;  (6) 

where Means () - is the field that stores the averaged results, a () - is the predicted 
field patterns of the network, n () - is the array of networks that solves the problem 
(time series), p - represents the integer from one to the number of patterns (a training 
and test set together), k - is the constant representing the number of sites (eg: in my 
experiments it is five). 
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Or take the first pattern (from the training set) of neural networks (if you have five 
neural networks, so we have five models) and all values are added up and divided by 
the number of the neural networks that are involved in the calculation (adds up to five 
values of five neural networks corresponding to the first pattern and will share five). 
Next, take the second pattern and perform the same operation, and so on until we 
reach the end of the training set. Do the same on the test set and obtain the resulting 
field diameters. And finally, this field is used to calculate the errors relative to the ac-
tual values. The error of the neural network is a sum of differences in the predicted 
values and actual values according to the formula (7): 12 . .  

 (7) 

Ep = error which arises after averaging the corresponding values of all the neural net-
works that are involved in the calculation. 

4 Experimental Study 

The experimental part included 883 tests on a periodic time series of time consuming 
approximately 32 hours. It used the time series of the periodic character downloaded 
from [1]. 

4.1 The Adaptation Phase 

The learning coefficient is set from 0.1 to 0.5 in increments of 0.05. The number of 
the input neurons is set from four to ten for periodic time series. The number of the 
output neurons is always one. The number of neurons in the hidden layer is set from 
four to ten. The number of the hidden layers is set from one to two. The number of 
neural networks solving the given problem is five. The maximum number of epochs 
devoted to the problem is set to two thousand. The second limiting condition is that if 
the error on the training set falls below 0.01, the calculation ends. All neural networks 
solving the problem have the same topology and configuration (coefficient learning, 
the size of the input size of hidden layers, number of hidden layers, and size of the 
output). Data containing 101 pieces of information and is divided into two sets. The 
training set contains 91 values. The test set contains ten values. The training set serves 
each of the five networks to learn the time series and the test set is used to estimate 
values from which it then calculates the error Ep, [5, 6, 7].  

4.2 Size of the Window of the Time Series 

Results were sorted by the error on the training set Ep and the top ten results were  
selected. At periodic time series, the neural network achieves very small errors Ep  
below 0.01. 
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Table 1. Top ten results for 4 input neurons 

Number of in-

put neurons 

Coefficient of 

learning 

Number of 

hidden neurons
Ep - training Ep - test 

4 0.2 10 0.003519023 0.000651 

4 0.2 8 0.003672255 0.000401 

4 0.15 9 0.005061269 0.001903 

4 0.2 9 0.005250529 0.000796 

4 0.1 7 0.005390971 0.002024 

4 0.25 7 0.006265312 0.001151 

4 0.2 6 0.006643008 0.000875 

4 0.15 10 0.006816136 0.002397 

4 0.15 6 0.007003977 0.000801 

4 0.15 8 0.007248934 0.000723 

 
For best results with four input neurons (see Table 1) the learning coefficient 

ranges between 0.1 and 0.25. The number of neurons in the hidden layer is higher 
than six and the number of hidden layers is always one. Ep error on the training set is 
less than 0.01.  

Table 2. Top ten results for7 input neurons 

Number of in-

put neurons 

Coefficient of 

learning 

Number of 

hidden neurons
Ep - training Ep - test 

7 0.15 10 0.005131046 0.000648 

7 0.1 7 0.006259021 0.000437 

7 0.15 9 0.006313337 0.001768 

7 0.15 7 0.007306655 0.000666 

7 0.1 10 0.007980901 0.001015 

7 0.1 9 0.008092436 0.000365 

7 0.2 9 0.011187745 0.000556 

7 0.15 8 0.014573762 0.001803 

7 0.2 8 0.015802574 0.003287 

7 0.25 8 0.034600117 0.006913 

 
The seven input neurons (see Table 2) have the coefficient of learning ranging be-

tween 0.1 0.25. The number of neurons in the hidden layer is higher than seven. The 
number of the hidden layers and one error on the training set Ep in the case of 6 re-
sults is less than 0.01. 
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Table 3. Top ten resultsfor10 input neurons 

Number of 

 input neurons 

Coefficient of 

learning 

Number of 

hidden neurons
Ep - training Ep - test 

10 0.2 8 0.003113092 0.001083 

10 0.15 10 0.004574624 0.003054 

10 0.15 8 0.004822277 0.000335 

10 0.15 9 0.005008596 0.001954 

10 0.15 7 0.006241835 0.004688 

10 0.1 9 0.008004524 0.001274 

10 0.1 10 0.008335235 0.002329 

10 0.2 10 0.021063054 0.002463 

10 0.1 8 0.026847242 0.003149 

10 0.2 9 0.039218375 0.007717 

 
At ten neurons (see Table 3) the learning coefficient is from 0.1 to 0.2. The number 

of the hidden neurons is higher than seven. The number of the hidden layers is one Ep 
and the average error on the training set in the case of seven results is less than 0.01. 

Table 4. Result error table 

Number of 

input neu-

rons 

Coefficient of 

learning 

Number of 

hidden neurons 

Number of results that have 

error Ep smaller than 0.01 

4 0.1 - 0.25 6 - 10 10 
7 0.1 - 0.25 7 - 10 6 
10 0.1 - 0.2 7 - 10 7 

 
In summary, Table 4 shows the results for periodic time series. Coefficient of 

learning is mostly around 0.1 to 0.25. The number of the hidden neurons is mostly 
higher than seven and the number of results which have an error Ep on the training set 
smaller than 0.01 is higher than five. 

4.3 Ep - Errors on the Test Set 

In the next section, we focused on comparing the errors on the test set for all networks 
at certain intervals. Errors E1-E5 are individual errors of each neural network on the 
test set. Each row in Table 5 represents one topology, which means that the network 
1-5 in the row have the same topology. Error Ep was formed after averaging the cor-
responding values of all the neural networks that were involved in the calculation. At 
first, the top ten results were selected, their error was in the range 0 to 0.0006. 
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Table 5. Errors on the test sets of different neural networks 

Ep E1 - test E2 - test E3 - test E4 - test E5 - test 

0.000208 0.012401 0.004372 0.000772 0.001091 0.004339 

0.000335 0.001099 0.001661 0.004487 0.003134 0.006045 

0.000365 0.00264 0.00238 0.001456 0.007301 0.002701 

0.000375 0.001327 0.003921 0.005708 0.001215 0.001697 

0.000379 0.000782 0.004423 0.002449 0.002169 0.000955 

0.000401 0.001338 0.003676 0.002813 0.003037 0.001221 

0.000437 0.002784 0.001227 0.001888 0.001753 0.001044 

0.000472 0.047804 0.024766 0.003859 0.002925 0.000516 

0.000503 0.004425 0.003076 0.002142 0.006081 0.002057 

0.000544 0.007855 0.001935 0.000625 0.002648 0.002508 

 
Table 5 shows that the best results are in errors after averaging (Ep) below 0.001. 

Furthermore, we see that none of various neural networks has an error smaller than 
Ep. The next table contains values for which the error is in the range 0.005 to 0.008. 

Table 6. Errors on the test sets of different neural networks 

Ep E1 - test E2 - test E3 - test E4 - test E5 - test 

0.005021 0.178416 0.076424 0.003785 0.001887 0.001005 

0.005817 0.001108 0.020713 0.002823 0.101839 0.004743 

0.006163 0.006726 0.008091 0.061983 0.001667 0.025376 

0.006178 0.108114 0.003969 0.002504 0.002105 0.006089 

0.006523 0.009666 0.090545 0.004462 0.011411 0.002763 

0.006598 0.006697 0.000687 0.136909 0.003945 0.045954 

0.006914 0.003835 0.177705 0.007987 0.005592 0.007578 

0.007117 0.001759 0.002979 0.004167 0.005154 0.097156 

0.007425 0.004142 0.152833 0.111691 0.079456 0.023734 

0.007717 0.001541 0.149562 0.004605 0.002604 0.005401 

 
Table 6 shows that the network (or networks) did not learn the problem as well as the 

others. The red marked ones learned the problem better than Ep, the blacked mark ones 
worse than Ep. This suggests that even if some of the networks learn the problem worse 
than the others, the error calculated by averaging the values is acceptable. Therefore it is 
better to teach more networks and then make their values average [5, 6, 7]. 
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4.4 Comparation of Prediction 

The number of the predicted values is ten. The maximum number of iterations is set 
to two thousand and convergence is set to 0.01. The graph of the used periodic time 
series is shown in Figure 3 downloaded from [3]. 

 

Fig. 3. Periodic time series 

The error on the test set is calculated from the output file using the following equation (8): 12  (8) 

By using the previous equation, the error on the test set was calculated, which equalled 
to 2.944186. The method of averaging has an error on the test set 0.013112803. The 
network topologies were: the number of the input neurons is five, the number of the 
hidden neurons is ten, the number of the hidden layers is one, the learning coefficient is 
0.1 and the number of epochs is 2000. The following figure shows the difference be-
tween the predicted and real values using ARIMA and our approach (Fig. 4), [5, 6, 7]: 

 

 

Fig. 4. Comparison of prediction results  

 
-2

-1,5

-1

-0,5

0

0,5

1

1,5

2

1 2 3 4 5 6 7 8 9 10

ARIMA

Our approach

Real values



270 E. Volna and M. Kotyrba 

 

The output file reveals that the ARIMA models predicted 10 values out of 91. It 
took 12 iterations. MSE (Mean Square Error) error is 6.884332 E-05. 

5 Conclusion  

The method of averaging achieved very small errors at periodic time series on the 
training (under 0.01) and test (under 0,001) sets. Finally, the averaging method for pe-
riodic time series compared with ARIMA (Box-Jenkins) method. ARIMA models 
with similar settings as the neural network tried to predict 10 values out of 91 previ-
ous. The error calculated on the test set for neural networks did not exceed 0.545674. 
Although ARIMA models needed twelve cycles to reduce the error on the training set 
under 0.01, the error on the test set was 2.944186. 
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Abstract. The article deals with ECG prediction based on neural networks clas-
sification of different types of time courses of ECG signals. The main objective 
is to recognise normal cycles and arrhythmias and perform further diagnosis. 
We proposed two detection systems that have been created with usage of neural 
networks. The experimental part makes it possible to load ECG signals, pre-
process them, and classify them into given classes. Outputs from the classifiers 
carry a predictive character. All experimental results from both of the proposed 
classifiers are mutually compared in the conclusion. 

1 Background 

Biometrical data is typically represented as an image or a quantification of measured 
physiological or behavioural characteristics. As this data should refer to very complex 
human behaviour or describe very precisely physiological characteristic (typically iris 
scan, fingerprint, palm vein image, hand scan, voice, walk pattern etc.), this data can 
easily become very large and hard to process. For this reason, a modern ways of data 
processing and classification are applied for biometrical data. The leading method is 
the usage of neural networks [6]. 

For more than four decades, computers have been used in the classification of the 
electrocardiogram (ECG) resulting in a huge variety of techniques [1] all designed to 
enhance the classification accuracy to levels comparable to that of a 'gold standard' of 
expert cardiology opinion. Included in these techniques are multivariate statistics, de-
cision trees, fuzzy logic, expert systems and hybrid approaches [5]. The recent interest 
in Neural Networks coupled with their high levels of performance has resulted in 
many instances of their application in this field [2]. 

The electrocardiogram is a technique of recording bioelectric currents generated by 
the heart. Clinicians can evaluate the conditions of a patient's heart from the ECG and 
perform further diagnosis. ECG records are obtained by sampling the bioelectric cur-
rents sensed by several electrodes, known as leads. A typical one-cycle ECG tracing 
is shown in Fig. 2. 

2 Basic Principles of ECG Evaluation 

ECG scanning has own rules, which are in accordance with the laws of physics. The 
heart irritation spreads in all directions. In the case that the depolarisation spreads  
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towards the electrode, which is placed on the body surface, a positive deflection is re-
corded on an ECG monitor. A negative deflection is recorded at the opposite end of 
the body. The ECG waveform is written with a chart speed of 25 mm⋅s-1. An algo-
rithm describing the curve goes in the following steps. First, we evaluate the shape 
and rhythm of ventricular complexes or atrial, which can be either regular or irregular. 
Then we evaluate the frequency of ventricular complexes and atrial fibrillations. Con-
traction of each muscle of the human body (and thus the heart as well) is associated 
with electrical changes called depolarization, which can be detected by electrodes. 
The heart contains two basic types of cells. Myocardial cells, which are responsible 
for generating the pressure necessary to pump blood throughout the body, and con-
duction cells, which are responsible for rapidly spreading electrical signals to the 
myocardial cells in order to coordinate pumping. A graph of an action potential of a 
muscle of cardiac cells is shown in Fig. 1 

 

Fig. 1. The cardiac action potentials 

A normal electrocardiogram is illustrated in Fig. 2. The figure also includes defini-
tions for various segments and intervals in the ECG. The deflections in this signal are 
denoted in alphabetic order starting with the letter P, which represents atrial depolari-
zation. The ventricular depolarization causes the QRS complex, and repolarization is 
responsible for the T-wave. Atrial repolarization occurs during the QRS complex and 
produces such a low signal amplitude that it cannot be seen apart from the normal 
ECG. 
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Fig. 2. A typical one-cycle ECG tracing (adapted from http://www.ni.com/white-paper/ 
app/largeimage?lang=cs&imageurl=%2Fcms%2Fimages%2Fdevzone%2Ftut%2F2007-07-09_ 
141618.jpg) 

3 Signal Processing Using Neural Networks 

In practice, a  relatively reliable diagnostic program stored in ECG monitors has been 
used, which is a guideline for determining the final diagnosis of heart disorders. This 
program works according to the principle of IF-THEN rules. The values of the elec-
trical signal are discretized and uploaded into expert systems in the form of thousand 
rules. The aim of this article is to use a different approach based on the principle of 
neural networks. The proposed methodology of solution could be summarized into the 
following steps: 

1. A conversion of analog signal from the ECG monitor to a computer. 
2. We have used multi-layer networks that are fully connected. 
3. We have obtained ECG waveforms in collaboration with the University Hospital in 

Poruba, specifically at the Department Cardiac Surgery from sick patients and at 
the Department Traumatology from healthy patients (i.e. ‘healthy’ with regard to 
heart diseases).  

4. ECG waveforms built training/test sets.  
5. Neural network adaptation. 
6. Testing phases. 

3.1 Technical Equipment 

ECG measurements were performed using ADDA Junior with converter ADDA  
Junior, which was connected to a computer via bidirectional parallel cable 
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(CETRONICS). Technical parameters of the A/D converter (8-bit conversion) were 
the following: 

– 3 measuring ranges 
– Measuring of a frequency of AC voltage at any channel 
– Autoranging for measuring the frequency of 100Hz, 1kHz, 10kHz 
– Input resistance of 300kΩ 
– Measurement accuracy 1%  

Technical parameters of the /D/A converter (a programmable voltage source ±10V) 
were the following: 

– Maximum current consumption of 15 mA (after optimization 4A at the output) 
– Power of the converter ±15 V (stabilized) 

3.2 Experimental Results  

Time Series Prediction 
The training set consisted of modified ECG waveforms. We used a backpropagation 
neural network with topology 101-10-1. The output unit represents a diagnose 0/1 – a 
healthy/sick person. A smaller number of inputs would not be appropriate due to the 
nature of the ECG waveform. We use 34 ECG time series associated with sick per-
sons and 36 ECG time series associated to healthy persons. 25 time series of each 
group were used as a training set and the rest as a test set. Fig. 3 shows a comparison 
of mean values of ECG waveforms for healthy/sick persons. We used the backpropa-
gation method [3, 4] for the adaptation with the following parameters: the learning 
rate value is 0.1 and momentum is 0. The conducted experimental studies also showed 
that in each cycle of adaptation is to present an adequate network of training patterns 
mixed randomly to ensure their greater diversity, but also acts as a measure of system 
stability. Uniform system in a crisis usually collapses entirely, while in the diversion 
system through a crisis of its individual parts, but the whole remains functional. The 
condition of end of the adaptation algorithm specified the limit value of the overall 
network error, E < 0.1.  

The test set consisted of 20 samples (11 health and 9 sick persons) that were not 
included in the training set. The summary results for this type of experiment are 
shown in a graph in Fig 4. For clarity, the results of testing are given in percentage. 
The average test error was 0.194. A healthy population was detected with an average 
error of 0.263 and sick population with an average error of 0.109. 

Pattern Recognition Classifier Leading to Prediction 
For the purpose of adaptation of the pattern recognition classifier, it is necessary to 
remark that determination of training patterns is one of the key tasks. Improperly cho-
sen patterns can lead to confusion of neural networks. During our experimental work, 
we made some study included ECG pattern recognition. When creating appropriate 
patterns of the training set, we used characteristic curves shown as mean values from 
ECG waveforms for healthy and sick persons (Fig.3). We use two different groups of 
patterns. Patterns H1-H4 (Fig.5) represent healthy persons and patterns S1-S4 (Fig.6) 
represent sick persons. The whole training set is shown in Table 1. 
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Fig. 3. Comparison of mean values of ECG waveforms for healthy/sick persons 

 

Fig. 4. Experimental results – test error for healthy/sick persons 

 

Fig. 5. Patterns representing healthy persons 
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Fig. 6. Patterns representing sick persons 

Table 1. The training set 

Patterns INPUTS OUTPUTS 
H1 1.000 0.672 0.155 0.000 0.045 0.057 0.049 0.049 0.053 0.055 1 0 0 0 0 0 0 0 
H2 0.000 0.273 0.600 0.782 1.000 0.945 0.945 0.799 0.618 0.418 0 1 0 0 0 0 0 0 
H3 0.485 0.449 0.147 0.007 0.007 0.000 0.169 0.632 1.000 0.757 0 0 1 0 0 0 0 0 
H4 0.035 0.000 0.170 0.338 0.356 0.309 0.430 0.719 1.000 0.946 0 0 0 1 0 0 0 0 
S1 1.000 0.740 0.228 0.000 0.045 0.091 0.098 0.101 0.104 0.107 0 0 0 0 1 0 0 0 
S2 0.000 0.123 0.304 0.495 0.536 0.883 0.851 1.000 0.796 0.761 0 0 0 0 0 1 0 0 
S3 0.044 0.000 0.045 0.319 0.748 1.000 0.868 0.440 0.154 0.050 0 0 0 0 0 0 1 0 
S4 0.033 0.000 0.000 0.085 0.360 0.779 1.000 0.820 0.399 0.079 0 0 0 0 0 0 0 1 

Pattern recognition classifier is based on backpropagation neural network and is 
able to recognise wave structures in given time series [7, 8]. Artificial neural networks 
need training sets for their adaptation. In our experimental work, the training set con-
sisted of 8 patterns representing the basic structure of the various waves in ECG 
graphs, see Fig. 5 and 6. Input data is sequences always including n consecutive num-
bers, which are transformed into interval <0, 1> by the formula (1). Samples are ad-
justed for the needs of backpropagation networks with sigmoid activation function in 
this way [3, 4]. 
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where jx′ is normalized output value of the j-th neuron (j = i,…,i+n-1) and 

( )1,... −+nii xx  are n-1 consecutive output values that specify sequences (patterns) from 

the training set (e.g. training pars of input and corresponding output vectors). Input 
vector contains 10 components. Output vector has got 8 components and each output 
unit represents one of 8 different types of ECG wave samples. A neural network ar-
chitecture is 10 - 10 - 8 (e.g. 10 units in the input layer, 10 units in the hidden layer, 
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and 8 units in the output layer). The net is fully connected. Adaptation of the neural 
network starts with randomly generated weight values.  

We used the backpropagation method for the adaptation with the following pa-
rameters: the learning rate value is 0.1 and momentum is 0. The conducted experi-
mental studies also showed that in each cycle of adaptation is to present an adequate 
network of training patterns mixed randomly. The condition of end of the adaptation 
algorithm specified the limit value of the overall network error, E<0.1.  

 

Fig. 7. Some recognized patterns that occur in ECG time series 

In order to test the efficiency of the method, we applied the same set of data that 
we used in the previous experimental part. Outputs from the classifier produce sets of 
values that are assigned to each recognized training pattern in the given test time se-
ries. It is important to appreciate what can be considered as an effective criterion  
related to consensus of similarity. The proposed threshold resulting from our experi-
mental study was determined at least p = 70%. Comparison of the patterns look, how 
are learned via neural network versus their presentations in test set is represented in 
Fig. 8. The neural network is able to discover some connections, which are almost 
imperceptible. Illustration of some recognized patterns that occur in ECG time series 
is shown in Fig. 7. Outputs from the classifier carry a predictive character. The neural 
network determines if the time series belongs to a healthy or sick person on the basis 
of the recognised ECG patterns which appear in the time series history.  

The methodology of testing is shown in Fig. 9. This means, if the test pattern S1, 
S2, S3 or S4 appeared in ECG waveform with probability pS ≥ p (p = 70%), thus it 
was predicted ‘a sick person’. Then we work only with the remaining time series. If 
the test pattern H1, H2, H3 or H4 appeared in ECG waveform with probability pH ≥ p 
(p = 70%), thus it was predicted ‘a healthy person’. In all other cases, the ECG time 
series was unspecified. We examined a total of 20 data sets. Each of them contains 
101 values that assign 92 possible patterns. The whole number of examined patterns 
is 1840. The graph in Fig. 10 demonstrates a summary of results, where ‘sick persons’ 
represent patterns S1-S4 and ‘healthy persons’ represent patterns H1-H4. The result-
ing prediction is based on the methodology, see Fig. 9. 
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Fig. 8. Training patterns their representation in used test sets 
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Fig. 9. The methodology of testing 

 

Fig. 10. Experimental results – test error  

4 Conclusion 

In this paper, a short introduction into the field of ECG waves recognition using 
backpropagation neural network has been given. Main objective was to recognise the 
normal cycles and arrhythmias and perform further diagnosis. We proposed two de-
tection systems that have been created with usage of neural networks. One of them is 
adapted according to the training set. Here, each pattern represents the whole one 
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ECG cycle. Then, an output unit represents a diagnose 0/1 – a healthy/sick person. 
The second one approach uses neural network, which training set contains two differ-
ent groups of patterns for healthy/sick persons. According to the results of experimen-
tal studies, it can be stated that ECG waves patterns were successfully extract in given 
time series and recognise using suggested method, how as can be seen from figures in 
result section. It might result in better mapping of the time series behaviour for better 
prediction.  

Both approaches were able to predict with high probability, if the ECG time series 
as assigns to sick or healthy persons. It is interesting that a sick diagnose was recog-
nised with higher accuracy in both experimental works. 
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Abstract. This paper demonstrates use of Model Predictive Control (MPC) to 
system control with delay. Generalized Predictive Control (GPC) method was 
selected to demonstrate the ability to both control the system and compensate 
the measurable disturbance while bot the system and the disturbance are de-
layed. For the realization the MATLAB/SIMULINK program environment was 
used with system parameters based on the laboratory system. GPC method was 
chosen and its ability to compensate the outer disturbance with delay was veri-
fied by simulation of system control based on real laboratory model. Control  
algorithm and simulation were realized in MATLAB/SIMULINK program en-
vironment. Results have proven capabilities of GPC method to control and 
compensate error in stable, oscillatory and non-minimum phase systems with 
traffic delay. Additionally, real model parameters were selected to test a possi-
bility of realization. 

1 Introduction 

The current efforts in the scientific area of process control tend to focus on satisfac-
tion of demands of maximal productivity of the highest quality products at the lowest 
cost possible. This combination of requirements directs us to area of optimization. 
With the computing power of the modern technology a solutions for complex prob-
lems can be found in reasonable time. 

In the industrial sector of slow and large dimensional systems an advanced optimi-
zation approach is with use of model predictive control methods [1]. This term refers 
to strategy of using internal model for system behavior predictions and computing a 
sequence of control inputs for optimal performance according to given conditions. 
Optimality is specified by value of function containing sum of squares between the 
desired and predicted trajectories and sum of changes in control input. Therefore the 
result of minimization of this function provides a performance with maximal preci-
sion with minimal change in control value. 

Model predictive control methods begin their development in 1980s with publica-
tion of Dynamic matrix control (DMC) method [2]. Benefits of this control approach 
caused its widespread use in world’s major industrial companies. The GPC method 
appeared in 1987 [3], nowadays being one of the most popular MPC algorithms [4]. 
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Handling the measurable disturbance is one of major advantages of MPC methods, 
since it can be included in the internal. 

The purpose of this paper is to give an insight on capabilities of MPC to compen-
sate the effects of the measurable disturbance. A GPC was selected as a representing 
method. 

All the presented control processes were simulated in MATLAB/SIMULINK pro-
gram environment and multiple systems with various dynamics were tested. 

2 Model Based Predictive Control 

Predictive control is an approach to control a process trough optimization. The main 
principle is in prediction of future process outputs based on inner model of process. 
The goal of the control algorithm is to find such a vector of input values that output of 
model is optimal along the defined time area called horizon. To ensure robustness and 
stability an approach using feedback called receding horizon strategy is often applied. 
From vector of input values only the first value is used as an increment ∆u(k) added to 
previous input giving current input value u(k). In the next step the entire procedure is 
repeated with new process output values; this is called the receding horizon strategy 
illustrated in Figure 1. 

The area of optimization is defined by values of horizons representing amount of 
sampling periods from the current time into the future. Values of horizons N1 and N2 
limit the area, where the divergence between the desired and the output value is mi-
nimized. Horizon Nu limits the distance of steps where the action value is minimized. 

 

Fig. 1. Receding horizon strategy 

Calculation of optimal output consists of free response prediction describing sys-
tem behavior in case of constant input and the forced response with a reaction on a 
suggested series of inputs. Based on the superposition principle, the sum of these res-
ponses results in the future output prediction. 

Several methods of model predictive control are used in practice; the main differ-
ences are in description of controlled process and in objective function. 

The Figure 2 shows a layout of predictive control and a data transfer. 



 Measurable Error Compensation with GPC in a Heat-Exchanger with a Traffic Delay 283 

 

Fig. 2. Basic structure of model predictive control 

The optimization process is based on the minimization of values involved in con-
trol. Their mutual relations are formed by an objective function. The general expres-
sion of an objective function is 
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where δ(i) and λ(i) are weighting values, usually constants representing a ratio of the 
minimization between a divergence of output from the desired value and a change of 
the action value [5]. 

2.1 Generalized Predictive Control   

GPC method is based on internal model CARIMA 

Δ
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,                                      (2) 

where ∆ represents difference form last step 1 – z-1. 

Estimations of future system outputs are therefore calculated by equation 

)1()()1()()(ˆ 11 ++−+Δ=++ −− kyzFikuzGidky ii ,              (3) 

which can be rewritten as 

)1()()()( 11 −Δ′++= −− kuzkyz GFGuy ,                      (4) 
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Elements depending only on past values F and G’ form the system free response f 
leading to the final formulation of the equation 

fGuy +=
                                                        (6) 

By rewriting the objective function (2.1) into the following form 

TTTTJ )()(2)(2 wfGuwfuIGGu −+−++= λ             (7) 

To find the minimal value a derivation of J by u is set equal to zero, creating an equa-
tion for an optimal control procedure 

)()( 1 fwGIGGu −+= − TT λ                            (8) 

From the calculated sequence only the first value ∆u(k) is used for actual step. In each 
of following steps the calculation is repeated [6], [7]. 

2.2 Generalized Predictive Control with Measurable Disturbances 

Description of measurable disturbances are added into internal model 

Δ
++−= −−−−− )(

)()()1()()()( 111 ke
kvzDzkuzBzkyzA dd         (9) 

with v(k) expressing a value of the measurable disturbance and D(z-1) being polyno-
mial numerator of its input-output model describing its behavior. 

If the future values of the measurable disturbance are unknown, it can be predicted 
using trends or simply estimated to be constant Δv(k + i) = 0. 

Predictions of future output are then estimated by following equation 

iii fikvzHikuzGidky ++Δ+−+Δ=++ −− )()()1()()(ˆ 11

        
(10) 

where fi represents the free response calculated using past values 
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)()()1()()()( 111 kvzHkuzGkyzFf iii Δ′+−Δ′+= −−−

             (11) 

Equations (3.12) and (3.13) can be recursively expressed as matrices [8] 
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By including the measurable disturbance into free response fHvf +=′ an equation 
of prediction in the same form like the basic prediction can be used 

fGuy ′+=                                                    (13) 

3 Experimental Laboratory Heat Equipment 

A scheme of the laboratory heat equipment [9] is described in Figure 3. The heat 
transferring fluid (e. g. water) is transported using a continuously controllable DC 
pump (6) into a flow heater (1) with max. power of 750 W. The temperature of a fluid 
at the heater output T1 is measured by a platinum thermometer. Warmed liquid then 
goes through a 15 meters long insulated coiled pipeline (2) which causes the signifi-
cant delay (20 – 200 s) in the system. The air-water heat exchanger (3) with two cool-
ing fans (4) and (5) represents a heat-consuming appliance. The speed of the first fan 
can be continuously adjusted, whereas the second one is of on/off type. Input and out-
put temperatures of the cooler are measured again by platinum thermometers as T2, 
respective T3. The platinum thermometer T4 is dedicated for measurement of the out-
door-air temperature.  The laboratory heat equipment is connected to a standard PC 
via technological multifunction I/O card MF 624. This card is designed for the need 
of connecting PC compatible computers to real world signals. The card is designed 
for standard data acquisition, control applications and optimized for use with Real 
Time Toolbox for SIMULINK. The MATLAB/SIMULINK environment was used 
for all monitoring and control functions. 
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Fig. 3. Scheme of laboratory heat equipment 

4 Simulation Control of Basic Dynamics with Delay 

The capability to negate the effects of measurable disturbance was studied on three 
simple systems representing basic dynamics expanded with the traffic-delay. In order 
to verify the control algorithm a simulation scheme was created in SIMULINK envi-
ronment. 

To test the general control capabilities of GPC, as well as the rejection of the mea-
surable disturbance, three systems representing different dynamics were chosen. 
These systems are described with following continuous transfer functions: 
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Considering systems dynamics, the sizes of control horizon Nu and maximum hori-

zon N2 were set to 30 steps, while minimum horizon N1 remained 1. Control perfor-
mances for corresponding systems are demonstrated with desired trajectory with the 
shape of step change. Measurable disturbance was realized as a step function with the 
same dynamic as controlled system and polynomial D(z-1)  = 1.  

Due to presence of the traffic delay of two sampling steps the values of the  
minimum and the maximum horizons were increased by the value of the delay steps. 
Also, the control algorithm has to be provided with information of the measurable dis-
turbance in order to compensate upcoming change. Results can be seen in following 
figures. 

 

Fig. 4. Control of delayed non-oscillatory system G1 

 

Fig. 5. Control of delayed oscillatory system G2 
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Fig. 6. Control of delayed non-minimum phase system G3 

Results have proven that GPC algorithm is able to control delayed stable, oscillato-
ry and even non-minimum phase systems. 

The ability to compensate measurable disturbance varies depending on each system 
dynamic. Figure 4 shows the control of the delayed stable non-oscillatory system 
managing to limit the maximal value caused by the disturbance to 10%. In the case of 
delayed oscillatory system in Figure 5 is the maximal value increased to 48% due to 
system overshoot. Significantly higher value occurs with non-minimum phase system 
in Figure 6 reaching full 100% of disturbance maximum, caused by the nature of the 
system increasing the error for a limited time. 

4.1 Simulation Control of the Heat System 

Following simulation model is based on identification results of a delayed laboratory 
heat-system. The real system is constructed as a circulation of water warmed by hea-
ter and cooled by fans creating stable circuit with large time constants. 
This laboratory model was identified as stable second order system with continuous 
expression 
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Values of control horizon Nu was set to 30 steps as well as range between maximum 
horizon N2 and minimum horizon N1, but both values were increased by value of de-
lay d. As a tuning mechanism to gain a suitable precision with an appropriate action 
value, several different settings of weighting values δ(i) and λ(i) ratio was examined. 
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Fig. 7. Measurable disturbance compensation in control of the heat system 

Figure 7 demonstrates the control performance regulation the error caused by the 
measurable disturbance to 24%. 

5 Conclusion 

The paper presents results of the simulated control of the laboratory heat system by 
the GPC. Outcomes of simulations present the functionality of handling measurable 
disturbances in presence of traffic delay. A significant impact of the ahead known in-
formation was proven, as well as the ability of the algorithm to reduce the upcoming 
error value for the most of basic types of dynamics. 

Results have confirmed the ability of GPC to provide a high quality control and its 
suitability for use in case of real delayed system. 
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Abstract. Artificial neural networks are capable of solving various tasks like
pattern matching and pattern recognition if well adapted. While solving the Bat-
tleship game, we can use additional information about a current state of the envi-
ronment, like the problem probability model information to enhance the decision
process. We show that neural network can be adapted to show the same behav-
ior as the model-based decision making. Neural network response gives us the
information about next position in the environment to be shot next. We provide
two different neural network input approaches. The first is the global environment
state information and the second is bounded local environment state information.
Neural networks adapted by data based on local environment states and global en-
vironment states show comparable results. We provide simulation results to com-
pare speed of neural network adaptation processes. Results show that adaptation
process is faster while using local state information. We used supervised learning
based on gradient descent method as a neural network learning technique.

1 Introduction

In the area of computer-based optimization tasks [27] we distinguish subsymbolic
approaches like neural networks [14,22,24] and symbolic approaches like rule based
systems (Learning Classifier Systems [6,12,13]). In both subsymbolic and symbolic
approaches, adaptation process, its design and efficiency is concerned [9,10,11].

Reasonable design of intelligent systems is key to their successful application. If
some relevant additional information is known, it can be used by system design to in-
crease efficiency, performance and accuracy of these systems [15,18,19].

We provide the example how neural network can be designed to act like reasonable
probability based agent to solve probabilistic decision making while solving the sim-
plified Battleship game. We use the simplified Battleship game as a problem of pattern
matching. We compare two approaches by their performance, one using global state
information, second using local state information.

The simplified version we use in this contribution is a member of Partially Observ-
able Markov Decision Processes (POMDPs) [4,5,16,24,28]. POMDP is Markov De-
cision Process (MDP) where problem space is not entirely visible. In the Battleship
game, we do not know if hit attempt will result into successful hit so result is not 100%
predictable.

I. Zelinka et al. (eds.), Nostradamus 2014: Prediction, Modeling and Analysis 291
of Complex Systems, Advances in Intelligent Systems and Computing 289,
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2 The Battleship Game

The Battleship game is a guessing game for two players. It is known worldwide as a
pencil and paper game which dates from World War I. It was published by various
companies as a pad-and-pencil game since 1931 [21]. We should mention some known
commercial origins of this game:

– The Starex Novelty Co. of NY published game as Salvo (1931)
– The Strathmore Co. published game as Combat, The Battleship Game (1933)
– The Milton Bradley Company published the pad-and-pencil game Broadsides, The

Game of Naval Strategy (1943)
– The Battleship game was released as a plastic board game by the Milton Bradley

Company (1967)

The game has been popularized under the name ”The Battleship game” by the Milton
Bradley Company as it was published as a plastic board game in 1967. The Milton
Bradley version is the most popular one version worldwide over decades.

Originally (the Milton Bradley Company version), ships are placed in a battlefield of
size of 10× 10. This battlefield includes set of linear (oblong) shaped ships. A player
wins, if he reveals al opponent’s ships completely before opponent reveals his ships.

2.1 The Simplified Battleship Game

For our purpose we provide the simplified version of the Battleship game. Unlike the
original Battleship game, our simplified version includes these modifications:

– only single player optimization perspective, minimizing the number of hit attempts
(originally two competing players)

– environment size of n×n= 7×7= 49 ”cells”, i.e. max. total number of hit attempts
(in the worst case) is 49 (originally n× n = 10× 10= 100 cells)

– ”L”-shaped patterns with size of 4 cells arranged in 2× 3 shapes, with all 8 per-
mutations allowed (originally 5 linear shaped ships, single patrol boat with size of
2×1, two (destroyer and submarine) with size of 3×1, single battleship with size
of 4× 1 and single aircraft carrier with size of 5× 1)

For explanation we provide analogue of the simplified Battleship game with opti-
mization problem terminology:

– player’s overview of battlefield - a current state of the environment
– ship hidden in battlefield - a pattern which complete position is our goal to find

effectively
– hit attempt - an action performed in environment, revelation of unrevealed cell
– hit (miss) - an environment response

The example state of the environment, which we will use for our purpose is shown
in figure 1.
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A
B
C
D
E
F
G

1   2    3   4    5   6    7

Fig. 1. Figure showing the current state of the environment. Gray cells are not revealed. Black
and white cells have been already revealed. Each white cell is empty, each black cell is not emty,
i.e. contains a part of the pattern.

2.2 Probability-Based Heuristics to the Simplified Battleship Game

According to ”L”-shaped pattern placed in the environment, there are 8 possible pattern
configurations, i.e. pattern permutations P = {P1,P2, ...,P8} shown in figure 2. Each of
this permutations is possible to be the one present in our current state of the environment
shown in figure1 [1,3].

In the current state of the environment shown in figure 1, for each cell we can calcu-
late the probability of being covered by pattern. This calculation is based on the number
of possible pattern permutations covering each cell. There are multiple possibilities how
pattern can be placed in the environment, according to the current state of the environ-
ment. Table 1 is showing that there are totally 17 possible ways how pattern can be
present in the environment.

Therefore, each cell is covered with some non-negative number of pattern permuta-
tions. If a pattern permutation overlaps the cell, it’s covering number is increased by
1. Non-negative covering number (Coveringsi) of each cell in the current state of the
environment are shown in figure 3.

Normalised CoveringProbabilityi of each cell ci is computed as the number of cell
coverings divided by sum of covering numbers in the current state of the environment

  P1      P2       P3         P4

  P5      P6       P7         P8

Fig. 2. All 8 possible pattern permutations, 4 vertical and 4 horizontal
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Table 1. Numbers of possible pattern positions with correspondence to the current state of the
environment. Numbers correspond to all possible pattern permutations.

Pattern Permutation Option: P1 P2 P3 P4 P5 P6 P7 P8 ∑

Numbers of Possible Placements: 2 3 2 2 2 2 2 2 17

A
B
C
D
E
F
G

1   2    3   4    5   6    7

1

1
1

1
2

2

2

2

3

3
3 2

4
7

7
10

Fig. 3. The current state of the environment, enriched by non-zero values of pattern placement
covering of each cell

(51). HitProbabilityi of each cell ci is computed as the number of cell coverings divided
by sum of possible pattern permutations (17).

Relevant non-zero values of CoveringProbabilityi and HitProbabilityi are shown
in table 2. Note that HitProbabilityi values are 3× higher than CoveringProbabilityi

values, because we are searching for 3 unrevealed parts of the pattern in the current
state of the environment.

Choosing cell E4, is therefore the highest probability candidate for next hit attempt.
Cells C4 and D5 are considerable too with relatively high HitProbabilityi values.

Outputs of neural network adapted by the supervised learning technique were in
correspondence with this probability-based heuristics with the precision up to 96.12%.
This correlation has proven that this probability-based heuristics is effective, and 3-layer
feedforward neural network described in section 3 is adaptable to solve the simplified
Battleship game effectively.

3 Neural Network by Solving the Battleship Game

We use the 3-layer feedforward neural network shown in figure 4.
We use transformation of the current state of the environment as the two-dimensional

neural network input vector X defined by equation 1 [1,2]. If we use the whole environ-
ment information, input of the neural network is the global environment state.

X = (x11,x12, ...,xi j, ...,xnn) ∈ {−1,0,1}n×n (1)
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Table 2. Relevant non-zero CoveringProbabilityi and HitProbabilityi values

Cell ci Coveringsi CoveringProbabilityi HitProbabilityi

B1 1 1/51 = 0.0196 1/17 = 0.0588
C2 1 1/51 = 0.0196 1/17 = 0.0588
C3 2 2/51 = 0.0392 2/17 = 0.1176
C4 7 7/51 = 0.1373 7/17 = 0.4118
C5 3 3/51 = 0.0588 3/17 = 0.1765
C6 2 2/51 = 0.0392 2/17 = 0.1176
D5 7 7/51 = 0.1373 7/17 = 0.4118
D6 4 4/51 = 0.0784 4/17 = 0.2353
E2 1 1/51 = 0.0196 1/17 = 0.0588
E3 2 2/51 = 0.0392 2/17 = 0.1176
E4 10 10/51 = 0.1961 10/17 = 0.5882
E5 3 3/51 = 0.0588 3/17 = 0.1765
E6 2 2/51 = 0.0392 2/17 = 0.1176
F3 1 1/51 = 0.0196 1/17 = 0.0588
F4 3 3/51 = 0.0588 3/17 = 0.1765
F5 2 2/51 = 0.0392 2/17 = 0.1176

∑ 51 51/51 = 1 51/17 = 3

Vector X member values are based on information about cells in a current state of
the environment, thus which cell is revealed (with outcome) and which is unrevealed.
Vector X member xi j = 0 if position ci j is unrevealed. If position is revealed, xi j = −1
value indicates that cell ci j is empty, xi j = 1 value indicates that cell ci j is not empty.
Formalized:

xi j =

⎧⎪⎨⎪⎩
−1 if cell ci, j is revealed, empty

0 if cell ci, j is unrevealed

1 if cell ci, j is revealed, not empty

(2)

x1,1 x1,2 x1,3 xn n, -1 xn n,

y

u1 u2 u3 uq

in
fo

rm
at

io
n 

flo
w

input layer

hidden layer

output layer

Fig. 4. Diagram showing an abstract overview of used 3-layer feedforward neural network
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The neural network shown in figure 4 contains the hidden layer defined by
equation 3.

U = (u1,u2, ...,uα , ...,uq) ∈ [0,1]q (3)

The neural network output y defined by equation 4 returns the real number variable
from the range [0,1].

y = (y1) ∈ [0,1]1 (4)

In the current state of the environment, we create a set of all possible next states.
Each new state is created as the current state of the environment with single possible hit
attempts performed. Each of these possible next states is evaluated by neural network.
Result of this evaluation is neural network output activity y from the range [0,1]. Thus,
the state with the highest neural network output activity y is considered as the one
chosen by neural network.

Neural network input to neural network output mapping is modified by changing
neuron weights and threshold values by some learning technique. Thus a neural network
is adapted.

This simple feed-forward neural network can be adapted to solve the Battleship game
effectively. Formally, artificial neuron weights wα ;i, j and threshold ϑα values are ap-
proximated. There are common approaches used for neural network adaptation process:

1. Supervised learning [25]
2. Unsupervised learning [8,20]
3. Reinforcement learning [7,17,23,24] like Q-Learning [26,28]

For our purpose, we use the supervised learning technique. We use the gradient
method of the steepest descend to make the adaptation process simple and straight-
forward.

Our training set consists of 10000 randomly created environment states, with ran-
domly placed patterns. We have used approach by using global state information in
comparison to approach by using local state information.

3.1 Global State Information as Neural Network Input

If we use whole vector X shown in equation 1 as an input of neural network, we use
global state information. This vector consists of n×n = 7×7 = 49 vector components:
(x11,x12, ...,xi j, ...,xnn).

Size of input for neural network influences adaptation process. The bigger the input
is, more adaptation iterations are needed to adapt neural network sufficiently.

In section 3.2 we provide bounded environment state as an input of neural network
to make the adaptation process more effective.

3.2 Local State Information as Neural Network Input

While using global state of the environment as neural network input, there is more
information that needed. Figure 5 is showing bounded state of the environment used as
our example.



Global and Local Environment State Information as a Neural Network Input 297

A
B
C
D
E
F
G

1   2    3   4    5   6    7

1

1
1

1
2

2

2

2

3

3
3 2

4
7

7
10

Fig. 5. Figure showing bounded state of the environment. Concerned area where the pattern is
located is within sub-area highlighted by bold square.

Cells within highlighted sub-area shown in figure 5 is proper local environment sate
information. This information is sufficient enough for reasonable decision making.

In our example state of the environment, this sub-area ranges from B2 cell to F6 cell.
While using this sub-area as neural network input, we use reduced vector Xk with size
of k× k = 5× 5 = 25.

This approach reduces neural network input size from X = 49 to Xk = 25. Input size
is then reduced to 25/49 = 51.02% of its original size.

Simulation results shown in section 4 prove that neural network with reduced input
is adapted more effectively. Important fact is that while using reduced input, outputs of
adapted neural network do correlate with probabilistic heuristic approach explained in
section 2.2.

4 Simulation Results

Our results have shown that both approaches, neural network adaptation by using global
and/or local environment state information are capable of learning probabilistic model
of the simplified Battleship game. Results showing adaptation quality are shown in
table 3.

Average simulation results in table 3 have shown that neural network adapted by
global state information needed almost 8000 adaptation runs to give output activity
correlated to the probabilistic heuristic approach with ratio above 90%. It took less
than 1000 adaptation runs (1000/8000 = 12.5%) for neural network adapted by local
information state to correlate with probabilistic approach with ratio of 90%.

Neural network weights and thresholds were almost stabilized after 1400 adaptation
runs while using local state information. While using global state information, weights
and thresholds begin to stabilize after 12000 simulation runs (1400/12000= 11,67%).

These results are showing that while using local information state information, we
can acquire comparable results of neural network adaptation quality (approximately
95%). But while using local state information as neural network input, adaptation pro-
cess is more effective.
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Table 3. Table showing the efficiency and of neural network adaptation process while using
global and local environment state information. Quality ratio of adaptation process is measured by
correlation of neural network output activity with the probabilistic approach. We have performed
100 simulations of adaptation processes. Table includes average values.

Number of Iterations Global State Information X Local State Information Xk

0 4.156% 7.367%
100 6.845% 9.431%
200 7.702% 14.057%
300 8.212% 20.620%
400 10.940% 27.391%
500 14.763% 38.609%
600 17.318% 49.160%
700 20.046% 63.514%
800 26.736% 76.603%
900 37.820% 88.481%
1000 48.014% 92.705%

2000 61.512% 94.381%
4000 72.694% 95.835%
6000 85.125% 95.704%
8000 92.304% 95.324%
10000 93.548% 95.513%

15000 95.614% 95.166%
20000 96.047% 95.407%

5 Conclusion

We have compared two alternate approaches of neural network design while solving the
Battleship game. We have proven that while using relevant local state information we
can acquire comparable results as while using global information.

While using local state information, the neural network input is shorter what results
into much faster adaptation speed as while using global state information. Adaptation
process was approximately 1/8 = 12.5% more effective while using local state infor-
mation.

Reasonable complex systems design can rapidly increase their efficiency and perfor-
mance. If applied to specific problems, additional information can be used.
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Abstract. The article introduces a new universal software environment for 
multi agent simulation. The environment presents the model of reality and it is 
suitable for testing of the existing or new methods, especially in the field of 
agent coordination, cooperation or collaboration. The software is aimed to be 
used in any Java based simulation tool and to provide a consistent approach for 
gathering comparable results among these tools. Moreover, it can be applied in 
problems such as coordinated decision making, attitude alignment problem, ro-
bot position synchronization, dynamic obstacle avoidance and more others. The 
concept of this tool helps to create programs which are easily transferable and 
applicable to real robotic platforms. 

1 Introduction 

For centuries, mankind has been seeking the aid of machines to help with tasks that 
are too difficult or impossible to solve. Therefore, the humans aim their re-search at 
areas of robotics. Robot technology has grown significantly in the last 30 years with 
more and more examples and applications seen every day. Although there is still a 
considerable amount of research continuing in humanoid robots today, a major focus 
is devoted to mobile robotics or autonomous vehicles. These robots take the form of 
all types of vehicles including cars, planes, boats, submarines and even spacecrafts 
that can operate without the need for human control. Autonomous vehicles are useful 
especially in areas where a human presence is particularly expensive or dangerous. 
Some of the most famous autonomous vehicles in recent history have been the explo-
ration rovers that were sent to explore the surface of the planet Mars. Those two vehi-
cles, Spirit and Opportunity, captured the attention of the world with their ability to 
go where we as humans could not. 

As robotics technology evolves, there is a growing need for multiple vehicles to 
work together to solve more complex tasks, which leads to a new problem. The prob-
lem is how to combine and reuse specific capabilities of each robot in group. Collec-
tive intelligence (CI) is one of possible solutions. The CI is scientific branch focused 
at intelligent group behaviour like coordination and cooperation of individual entities 
[6]. The approaches and algorithms for achieving coordination or cooperation are still 
evolving and are typically modelled and used in multi agent systems [1, 2]. Multi 
agent paradigm is one of methods suitable for modelling complex, distributed and 
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dynamic systems and it preserves the simple structure of individual components in the 
model [3, 4, 8]. The multi agent system is typically composed of the environment, the 
population of agents, their mutual communication and the interactions between agents 
and environment [7]. Each environment defines its own interactions and creates spe-
cific constraints for entities in it as well as humans are restricted by the physical laws 
of real world. Therefore, we developed the environment for agents as the model of 
real world. That allows developers and researchers to easily simulate and to consis-
tently compare the existing or new methods of collaboration and cooperation, collec-
tive planning and decision making solutions. 

2 Intent of Environment 

The main purpose of the presented environment is to provide unified and consistent 
tool for testing and result comparison of different techniques that achieve required 
agent’s behaviour. Today, there is still no tool which would allow us to implement 
various techniques and their support testing in one environment in order to compare 
the results of experiments easily. 

The next objective is to create flexible and open version of the environment and 
provide it for many researchers. The developed environment is written in the Java 
programming language to accomplish both objections. Java fulfils the portability 
across platforms, and is also one of languages suitable for implementation of multi 
agent systems [9]. For even better usability we are planning to add a socket interface. 
This could also make the environment absolutely independent of the subsequent pro-
gramming language. 

The level of abstraction for real environment modelling is aimed on two dimen-
sions only. The reason for choosing two dimensions is the possibility of clear visuali-
zation and graphical reconfiguration of the environment in a short time. However, it 
still provides many possibilities for finding suitable problems to test new methods. 
Moreover, two dimensions are easily and clearly viewable on all currently available 
display devices and researchers do not need to learn how to operate complicated mod-
elling tools. The solutions created in this environment are easily transformable to the 
real robotic platform. The important assumption is that condition in reality are sup-
posed to be the same as the basic conditions of the environment such as orientation in 
two dimensions or moving in grid-based environment. 

3 Capabilities and Properties of Environment 

The main advantages of the environment are straightforward and fast reconfiguration. 
They are achieved thanks to using the 2D abstraction level and graphical user inter-
face, as it is presented in Fig. 1. The actual environment configuration can be per-
sisted and it can be automatically reloaded at the start of new simulation. The next 
advantage is the environment visualization and graphical representation of all ele-
ments in it, including agents. The actual state of the environment can be visualized 
during the simulation. 
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can use the software for testing of different techniques and regularly comparing the 
results between methods or even different simulation tools. The presented environ-
ment can be used in any simulation tool or modelling system based on Java language 
and in any operation system. Its benefits are the possibility to visualize the current 
state of the environment, easy control and use, and large number of options for creat-
ing the suitable environmental configuration for modelled problem. 
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Abstract. This article aims at presenting the results of a simulation study of the 
traffic intersection in the village of Dobrá near Frýdek-Místek. The article deals 
with creation of a model of the particular intersection, from object and system 
definition to model implementation and its validation with a real system. After 
the model is validated, several experiments are presented on the model with the 
aim to examine the influence of a number of interventions on the model, such as 
average speed of vehicles, average number of stops, and average travel time. A 
simulation tool for the experimental study was the CityTrafficSimulator, which 
is based on a so-called car-following model.  

1 Traffic Simulation 

Traffic simulation is one of the often used techniques for investigating traffic systems. 
It is a subdiscipline of informatics which started to develop after the First World War, 
but more rapid development occurred after the Second World War with modern in-
formation technologies and due to increasing traffic as well (Pursula 1999). Traffic 
situation is quite a complex system which is designed purely by men. A simulation 
study does not provide exact information on how the particular traffic situation will 
look like in future but it shows us some prediction how this system should look like or 
behave. Precision of this study relies on many factors; chosen point of view (bottom-
up, top-down), level of abstraction, selected elements of the system and their proper-
ties, model validation and verification, measurements accuracy, discretization error, 
etc. Concerning the basic point of view, the bottom-up approach can grasp the mod-
elled reality best way because we are able to model each particular element of the 
modelled reality. Microscopic simulation tools best suit to this purpose (O’Donoghue 
2001, Li and O’Donoghue 2013). 

A simulation study which is done in advance can answer a lot of questions, such as 
how a closure can influence the traffic, how to control traffic flow through a crossroad 
to be as smooth as possible, where it is best to place a parking lot, where to establish 
mass transport lines, or even other questions such as an impact on the environment, 
parking fee revenues, etc (Pelánek, 2011). For most of today’s transport systems of 
large cities, crossroads or big intersections, it is impossible to imagine the traffic to 
operate without any previous simulation study. Generally, the term traffic simulation 
does not only encompass road traffic simulation, but it also includes railway, naval or 
air traffic as well. We can count with pedestrians or other important elements partici-
pating in traffic. There may be situations where a first look logical solution will not be 



308 J. Vrobel and M. Janošek 

ideal. For example, an increase of vehicles speed could lead to a decrease of driving 
fluency in cities. Simulation models are typically based on mathematical equations, 
which control the entire operation. Most of the available tools are built on invented 
principles and most tools make use of the car-following model (Newell 2002). 

The car-following model is the most used mathematical model. Most companies 
have altered it to suit their needs but all modifications are built on same basis 
(Pelánek 2011). This model controls agent’s behaviour (representing a particular ve-
hicle) towards already released agent. Agents do not know the situation of the wide 
surroundings but only the closest area in the vicinity of the agent. In the case that the 
first agent stops or slows down, the following agent has to alter its speed to avoid a 
collision.  

2 Simulation Tool – CityTrafficSimulator 

A simulation tool for the experimental study was the CityTrafficSimulator (Schulte 
2014). For our case, the possibilities of the tool are sufficient, there is no need to do 
any programming because it is possible to create a model using GUI or XML file. Al-
though the program is relatively simple compared to competitors it is easy to handle 
and it can still work with hundreds of vehicles. It is free to download from the manu-
facturer’s site under a GPL license. 

 

 

Fig. 1. CityTrafficSimulator 
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Four types of vehicles are supported – cars, trucks, buses and trams. To compute ve-
hicles’ moves, the program uses general car-following model. To approach the real 
situation, it is offered to load bitmap as a background for a model. The tool evaluates 
simple statistics such as average speed, number of stops of vehicles, etc. 

3 Creation of a Model 

For our model the traffic intersection at the edge of the village of Dobrá was chosen 
(Figure 2). Most of the time there is no problem with traffic. But it changes with peak 
hours when employees from the recently-built automotive factory come to work or 
depart the factory. This peak occurs with regard to the three-shift operation 6 times a 
day, because the employees coming to work have to arrive before those leaving their 
shift. Another disadvantage is that the intersection was not originally built as a high-
way junction, which it also overloads it.  

 

 

Fig. 2. Traffic intersection in the village of Dobrá (maps.google.com) 

Examined Subject Definition 
Intersection description (Figure 2): 

• Arrival/departure from village of Nošovice/factory (red). 
• Arrival/departure from village of Dobrá (yellow). 
• Arrival/departure from village of Vojkovice (blue). 
• Arrival/departure from village of Pazderná (green). 
• The main road is between red and green arrow. 
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Intersection problems: 
• Lot of accidents – due to the increased level of drivers’ nervousness. 
• Drivers wait more than 5 minutes on the side road, inexperienced drivers or 

heavy vehicles cannot cross the road. 
• Buses from side roads are delayed. 
• Too high speed of drivers going on the main road (speeding). 
• Bad view angle due to acoustic barriers. 

Goals: 
• To reduce accident rate. 
• To try to make traffic flow as smooth and fast as possible. 

 

Our task is to create a model of this intersection and to subject the model to im-
pacts of several interventions to the traffic situation. There are several possibilities: to 
alter the speed limit, to build up traffic lights, roundabout, or others. Our study will 
focus on peak hours caused by arriving and departing employees from and to the fac-
tory. We are not going to solve any continuity to other intersections nearby, for these 
cases a solution can be seen in using self-organising traffic lights (Gershenson 2007). 
 
Definition of the Examined System 
Our point of view to this intersection is the transport system. With this definition we 
will work on model’s construction. The level of abstraction will be individual vehi-
cles; all roads are considered as a connection between two points.  
 
Creation of the Current Image about the System 
To create an image of the real system, it was necessary to conduct several terrain 
measurements. Several measurements were done during peak hours and off-peak 
hours, each lasting 30 minutes (length of the peak time). The measurements were 
done for all directions and the result is presented in (Table 1). Trucks and buses are 
presented in a short form as heavy vehicles. At first glance, it is possible to notice that 
there is a rapid increase of vehicles during peak times (from Nošovice direction).  
 
Model Creation 
The model was created on the basis of the measurement in the preceding step (Ta-
ble1). The model reflects approximately the same size as the measured surface in real-
ity. The intersection is located in the village, so the speed is set to 50km/h. Since it is 
a simple intersection, there is only one main and one side road.  
 
Model Validation 
Data in the rough draft model is based on the real measured data, however the model 
does not reflect the real situation. Each of the traffic simulation software uses a differ-
ent computational algorithm. These algorithms can distort the situation because they 
simplify the reality as they do not consider a lot of factors, i.e. violation of traffic 
rules, aggressiveness or non-standard behaviour of drivers, etc. This model is a vital 
example. Real drivers on the main road often exceed the maximum allowed speed so 
that vehicles would not branch out at the maximum speed. Another discrepancy is 
rapid acceleration of vehicles in the model; most drivers in the real situation are not 
able to accelerate so quickly. Thus, it is evident that the model is not right and it is 
necessary do to corrections. 
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Table 1. 30-minute traffic density measurement 

Direction from Nošovice (red) 
destination Vojkovice (blue) Dobrá (yellow) Highway (green) sum heavy vehicles 

off-peak 15 35 87 137 30 

peak 41 221 334 596 36 

Direction from highway (green) 
 destination Nošovice (red) Vojkovice (blue) Dobrá (yellow) sum heavy vehicles 

off-peak 114 43 48 205 33 

peak 137 53 54 244 18 

Direction from Dobrá (yellow) 
destination Nošovice (red) Vojkovice (blue) Highway (green) sum heavy vehicles 

off-peak 21 56 24 101 4 

peak 46 51 32 129 6 

Direction from Vojkovice (blue) 
destination Nošovice (red) Dobrá (yellow) Highway (green) sum heavy vehicles 

off-peak 2 37 40 79 5 

peak 5 39 61 105 6 

 
Correction 1 – branching out speed 
For vehicles turning off the main road, the speed was reduced from 14m/s to 9m/s, 
because the driver has to slow down. The same situation is when a vehicles branches 
out to the main road. Here the driver has to be cautious because he has to look around. 
 
Correction 2 – traffic density 
This correction addresses the problem of traffic density, which, after entering the 
measured values, does not correspond to reality. Using the same values of vehicles 
per hour, the real system exhibits congestions, which is in contradiction with the 
model, because the traffic flow is quite smooth and there are no congestions. To cope 
with this issue, global traffic density rate coefficient was experimentally set to 1.2. 
Other corrections were made for each individual branch (Table 2) as well. 

After both corrections the behaviour of the model reflects the current real situation 
much better. We can state that the model is valid for our needs. When calculating the 
number of vehicles per hour from the model and transfer the number into a real situa-
tion, it is necessary to take into account all specified coefficients. 

Table 2. Traffic density adjustments 

From Original (vehicles/h) New (vehicles/h) Traffic density coeff. 

Nošovice (red) 1192 1506 1.26 

Dobrá (yellow) 258 254 0.98 

Vojkovice (blue) 210 343 1.63 

Highway (green) 448 635 1.42 
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4 Experiment 

In this chapter, a simulation of the above-mentioned intersection is done in order to 
find a better solution how to control traffic flow during peak hours. Two proposals 
have been made. The first one simply proposes to reduce the speed limit in the area of 
the intersection. The second one suggests to use traffic lights with a specified time in-
terval based on traffic density. A final comparison is made as well.  
 
Reduction of Speed 
The basic idea was to reduce the speed limit in order to give a chance to branch out  
to vehicles on the side road. Several speed reductions have been examined. One inter-
esting option was to set the speed limit to 9m/s. Most of the time this option is an  
advantage for vehicles coming from the side road (Figure 3). On the main road, the 
traffic density was slightly reduced. Overall, the results look fine but when we repeat 
the experiment several times, it is not such advantage, as presented in the final result 
(Figure 6). 
 

 

Fig. 3. Modelled area during peak hours with speed reduction after 400s 

Traffic Lights 
The basic idea for this option is to assign appropriate time interval for vehicles com-
ing on the main road and side road based on the measured traffic density. The speed 
limit is set to 14m/s to allow all vehicles to pass the intersection as quickly as permit-
ted. For this kind of intersection, it is sufficient to use simple traffic lights signalling 
without direction arrows. Nevertheless, using this simple signalling provides very 
promising results and no congestions are formed on either side. Vehicles on the side 
road do not have to wait long time to pass the intersections and the average speed on 
the main road is nearly the same. Using this method of control, the intersection is able 
to withstand significantly more traffic than without traffic lights. Based on the ratio of 
vehicles counted per hour on the main road vs. side road, the turn-taking for traffic 
lights was set. Most of the time (75%) vehicles on the main road are allowed to pass, 
and 25% of time is reserved for vehicles on the side road (Figure 4).  
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Fig. 4. Traffic lights settings 

 

 

Fig. 5. Modelled area during peak hours with traffic lights after 400s 

(Figure 5) presents the final state with the above-stated setting after 400s. At first 
sight it is obvious that this is a more effective method than in the previous option 
(Figure 3). 

5 Conclusion and Future Work 

(Figure 6) shows that in the original real system, vehicles on the main road reach an 
average speed of 7m/s while vehicles on the side roads reach an average speed of 
about 3m/s. The average number of stops on the side road is multiple time greater 
compared to the main road. The travel time for vehicles coming from the side road is 
unacceptably long.  

The first proposal consisting in speed limit reduction leads to a worse result on 
every road compared to the real system. The average speed is lower and the average 
number of stops is increased. The solution also exhibits large fluctuations of values 
and does not provide good stability of the situation. Therefore, this solution is not 
ideal.  

In contrast, the second presented option with traffic lights leads to much better re-
sults. There are no congestions and most of the time all vehicles waiting at red lights 
pass the intersection during the green light time interval. The average speed of vehi-
cles on the main road is slightly reduced, so as the average number of stops is very 
slightly increased. On the side road, the average speed is slightly increased but what is 
more important, the average number of stops is dramatically reduced. As the overall 
result considering all braches shows, the average speed is reduced from 7m/s to 6m/s 
but the average stops per experiment (400 seconds) is reduced from 3 to 1. Therefore, 
the solution with traffic lights seems to bring better results.  
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Abstract. The paper is focused on the build of a mathematical models of multi-
variable systems by the method of experimental identification. The created 
model is used for predicting the static and dynamic behavior of the controlled 
system in the closed loop. Dynamic properties of systems are described by the 
differential equations. In the experimental part are identified the parameters of 
the mathematical model of rectifying column. As an example, the multivariable 
controlled system, in this case is described the dependence of concentration dis-
tilled mixture on change the flow of reflux and flow of vapor. 

Keywords: Mathematical models, multivariable systems, experimental identifi-
cation, rectification column. 

1 Introduction 

During the design of control algorithms of technological processes and in many  
other cases [1-8], it is necessary to know the static and dynamic characteristics of 
controlled systems.  

In describing the static and dynamic properties of the controlled system can be 
proceed by mathematical-physical analysis or by experimental identification. In the 
first case it is necessary to know how to mathematically describe all physical 
phenomena taking place in the system.  

In the second case, we evaluate the measured experimental values of input and 
output variables. These methods are theoretically described for example in the work 
[9, 10]. Experimental identification of the values of the parameters of the model is 
based on the evaluation of the response of the system to precisely-defined waveforms 
of the values of the input variables of the system. The internal structure of the model 
should be chosen. If it has been previously made at least some mathematical-physical 
analysis of the controlled system, then it is possible to select the internal structure of 
the model based on the analysis. 

This article builds on the work [11], in which is described the process of creating 
the model of one-dimensional deterministic system. All the theoretical results are 
extended to multivariable systems. 



318 V. Jehlička 

 

2 Identification of Multivariable Systems 

In paper [11] is showen one-dimensional linear or in restricted around the operating 
point linearized deterministic system with lumped constant parameters, which can be 
using the z-transform equation to describe 

 ( ) ( ) ( ) ( )kuzBzkyzA q 11 −−− =  (1) 

where 

( ) n
n zazazazA −−−− ++++= ...1 2

2
1

1
1  
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mzbzbzbzB −−−− +++= ...2

2
1

1
1  

mn,  are the degrees of polynomials ( )1−zA , ( )1−zB , 

( )ky  is the value of the output variable ( )ty  in the k-th step (t is time), 

( )ku  is the value of the input variable ( )tu  in the k-th step, 

k  represents the time value as a multiple of the sampling interval tΔ , 
q  represents the time delay q  sampling interval. 

Writing ( )ky  means the value of the output variables ( )ty  at time tkt Δ= , i.e. in 

k-th step. Symbolic notation ( )kyz 1−  is to be understood as the value of the output va-

riable ( )ty  in the previous step, i.e. shifted back in time by one sampling interval, 

which can be expressed by the equation. 

 )1()(1 −=− kykyz  (2) 

Likewise 

 )()( nkykyz n −=−  (3) 

represents a shift in time on n sample intervals. 
Another possible way to edit the model (1) lies in the introduction of the coeffi-

cient s, in which is included a non-zero mean value of the output and the input va-
riables in a given working point. 

 ( ) ( ) ( ) ( ) skuzBzkyzA q += −−− 11  (4) 

The real systems but are not usually one-dimensional systems. Assume a system 
which contains r  entry and p  output variables. Each input variable can affect on 

each output variable. The internal structure of the system can be very diverse. If we 
do not have information about the internal structure of the modeled multivariable sys-
tem, then the mathematical model can be written in matrix form 

 ( ) ( ) ( )kzk uGy 1−=  (5)
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For systems where the number of input quantities, is the same as the number of 

output variables, from rectangular matrix ( )1−zG  becomes a square matrix. 

Each element ( )1−zGij  of matrix ( )1−zG  represents the transfer function of the 

one-dimensional system, where the input variable is ( )ku j  and output variable is 

( )kyi . 

 ( ) ( ) ( )kuzGky iijj
1−=  (6) 

If we write an appropriate transfer function using polynomials, then according to 
equation (1) can be multivariable deterministic systems to describe by the equation  

 ( ) ( ) ( ) ( )kzzkz q uByA 11 −−− =  (7)  

where 
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Let us consider the operating point of the system, which in steady state is characte-
rized by a vector of input variables wu  and by a vector of output variables wy . Model 

of multidimensional deterministic system around the working point can be written 
with uses of deviations of input and output variables. 

 ( ) ( ) ( ) ( )kzzkz q uByA Δ=Δ −−− 11  (8) 
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where 
( ) ( ) wkk yyy −=Δ  

( )T
21 ... wrwww yyy=y  

( ) ( ) wkk uuu −=Δ  

( )T
21 ... wwwww uuu=u  

Another possible way to edit the model (7) lies in the introduction of the vector s, 
in which is included a non-zero mean value of the output and the input variables in a 
given working point 

 ( ) ( ) ( ) ( ) suByA += −−− kzzkz q 11  (9) 

where 

( )T
21 ... rsss=s  

Similarly we can edit model (8). 

 ( ) ( ) ( ) ( ) suByA +Δ=Δ −−− kzzkz q 11  (10) 

This model approximates the identified multivariable system with a certain error 
)(kre , which we call the error of equation 

 ( ) ( ) ( ) ( ) )(11 kkzzkz r
q esuByA ++Δ=Δ −−−  (11) 

For the estimation of the parameters of the model may be used the non-recursive or 
recursive methods. In the following experimental section was used recursive least 
squares method, which minimizes the sum of squared errors of equation  

 ( ) .min
1

2 →
++=

N

qnk
r ke  (12) 

New estimates 1ˆ +Nγ  of the parameters in step N+1 are calculated from previous es-

timates Nγ̂  calculated in step N by adding corrections 1+NΓ  

 11 ˆˆ ++ += NNN Γγγ  (13) 

In paper [11] are given formulas for calculating the estimated parameters of the 
model one-dimensional deterministic system, where 

 ( )T
2121 ......ˆ nNNNnNNNN bbbaaa=γ  (14) 

Assume a multi-variable deterministic system which contains p input variables and 
r output variables. Then the model parameters can be written in matrix 
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In step 1+N  will be to measure the value of output ( )1+Ny  and input ( )1+Nu  

variables, which will stored to the matrix 

 ( ) ( ) ( ) ( )( )nqNqNNNN −−+−−−−=+ 1...1...1 uuyyf  (16) 

where 

 ( ) 1
1

T
11 1

−
+++ += NNNNNN fPffPm  (17) 

To calculate the matrix ( ) 1T −
= FFP  pays recurrent relationship 

 NNNNN PfmPP T
11 ++ −=  (18) 

3 Experimental Part 

The experimental part of the work was carried out on a model of 7 floor rectification 
column in the distillation of a binary mixture of methanol-water. The rectification 
column is a two dimensional system, which has two input values ( R  = flow of reflux, 
V  = flow of vapor) and the two output variables ( 7x  = concentration of the liquid at 

the seventh floor column, 1x  = concentration of the liquid at the first floor column).  

Assume that in the area of the selected working point can be rectification column 
considered as linear deterministic system which has two input and two output va-
riables. Then it can be described by the equation 
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If we assume the same denominator in the transfer functions ( )1
11

−zG  and 

( )1
21

−zG , respectively ( )1
22

−zG  and ( )1
12

−zG  in the matrix ( )1−zG , then the matrix 

( )1−zA  will be diagonal and the equation (19) can be rewritten as 
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In the context of the verification of properties of identification algorithms have 
been studied all four transmissions with one input and one output variable 
( 7xR → , 1xR → , 7xV → , 1xV → ), and transmission with two input and one out-

put variable ( 7, xVR → , 1, xVR → ). 

In the experimental identification of the two dimensional system, the values of 
both input variables have been changed by pseudorandom binary signal (PRBS), with 
the same parameters as in the work [11] , ie the length of the period 63=TP  and the 

sampling interval min8=Δt . To avoid adding, respectively subtracting of the effects 
of the same PRBS on both inputs system, the PRBS were mutually shifted of half a 
period. 

The identification was carried out in the vicinity of the working point with parame-
ters: 

xF = 0.25 mol. div. (concentration of feed flow),  
F = 19,3 mol min-1 (flow of feed), 
R = 8,0 mol min-1 (flow of reflux), 
V = 11,5 mol min-1 (flow of vapor). 
The values of the flow reflux R and flow vapor V were changed according to the 

parameters of the PRBS with amplitude of 0.5 mol min-1. This means that the flow of 
the reflux acquired values of R = 7.5 mol min-1, respectively R = 8.5 mol min-1. The 
flow of the vapor acquired values of V = 11.0 mol min-1, respectively V = 12.0 mol 
min-1. 

In figure 1 is a recording during measurement of input variables R, V and output 
variable 7x  for one period PRBS. 

 

Fig. 1. Identification of rectification column 
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In the context of experiments were identified transmissions of the 7, xVR → and 

1, xVR → . Models were in the form of differential equations of first, second and 

third order. As the optimal models showed 2nd order. Effect of initial values of matrix 
elements 0P  is the same as in the identification of one-dimensional system. 

System can be identified in a limited area of the working point as model of second 
order. 
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Static characteristic of this model can be represented in a three dimensional view 
as the plane. Static characteristic of nonlinear system, which we identifies, represents 
the surface that is not a plane. 

Table 1 shows the values of the concentration of the liquid on the 7th floor of the 
column in the steady state, for both static characteristics. In each cell of the table is 
first given value calculated from the nonlinear model of the rectification column, and 
then is given value of linear model. The values of all concentrations are in mol. div., 
flow rates are in mol. min-1. 

Table 1. Static characteristics for the 7th floor column 

 R = 7,5 R = 8,0 R = 8,5 

V = 10,5 0,860 0,859 0,876 0,874 0,889 0,888 

V = 11,0 0,845 0,849 0,864 0,863 0,879 0,878 

V = 11,5 0,827 0,839 0,850 0,853 0,868 0,868 

 
In the table 2 are shown the same way the concentration values of the liquid to 1 

floor of column. 

Table 2. Static characteristics for the 1th floor column 

 R = 7,5 R = 8,0 R = 8,5 

V = 10,5 0,263 0,261 0,289 0,287 0,312 0,313 

V = 11,0 0,237 0,242 0,267 0,267 0,292 0,292 

V = 11,5 0,205 0,220 0,240 0,246 0,270 0,272 

 
As an example of dynamic properties of the identified system, and the properties of 

obtained model is shown in figure 2 transient response to the change flow of reflux. 
We see that the response of a linear model is among the characteristics of an identi-
fied nonlinear system. 
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Fig. 2. Transient characteristics of identified system and of model 

4 Conclusion 

After comparing the corresponding data in table 1 and 2, it can be stated that in a li-
mited area working point can be nonlinear static characteristic with sufficient accura-
cy to approximate the plane corresponding to the static characteristics of the linear 
model. 

If we compare the dynamical properties of nonlinear identified system and dynam-
ical properties obtained linear model, then we can say, that in a limited area working 
point is very good agreement of the model with an identified system.  

The created model multidimensional deterministic system can also be used for the 
design of algorithms for digital control of the system in the closed loop. 
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Abstract. Modeling the risk to safety of personnel in offshore indus-
try is often realized by the application of Event Trees. The risk is then
defined as a product of event frequency and its consequences. However,
steady-state methods like Event Trees are not suitable for modeling time-
dependent probability of fatality based on time-dependent events. This
article presents a new possible approach to modeling the risk to safety of
personnel by Stochastic Petri nets (SPN). Stochastic Petri nets models
for small leak occurrence on an offshore platform is shown, based on a
realistic example from the offshore industry. The probabilities of fatali-
ties were obtained from the simulation by using the Moca-RP software
and compared to probabilities obtained by Event Trees and direct Monte
Carlo simulation methods.

1 Introduction

Personnel in process industries is exposed to the risk of fatality. The risk of fatal-
ity is normally estimated by an application of Event Tree method. An event tree
displays a sequence of events with their corresponding probabilities, resulting
probabilities of fatalities are represented by the probability values assigned to
the Event Tree leaves, each leaf representing a particular event scenario.

However, tracing contributions of fatality probabilities in an Event Tree is
difficult. While it is possible to construct an Event Tree large enough to enable
us to find the most important contributions, such an Event Tree would be very
difficult to manage. Another limitation is that the Event Tree method is a steady-
state method, therefore not suitable for modeling time-dependent processes.

In the offshore industry, fatality probabilities often depend on personnel re-
actions and their consequences. Due to the lack of aforementioned limitations
bound with the Event Tree method, Stochastic Petri nets were considered to
be used to construct a suitable model of the risk to safety of personnel. First,
the steady state representation of a time-dependent event was modeled using
SPN as an initial step of the substitution of the Event Tree method in the risk
modeling. Then, the dynamic representation of the same event was modeled,
demonstrating the potential of SPN-based risk modeling. In this article, a small
leak occurrence scenario described in [1] was chosen as an example.
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Probabilities of fatalities due to small leak occurrence obtained by the Moca-
RP simulation of Stochastic Petri nets were compared to results obtained by the
application of Event Tree and direct Monte Carlo methods, presented in [1].

2 Petri Nets

Petri nets is a modeling language for the description of parallel and distributed
systems, designed by Carl Adam Petri. Petri net is a directed bipartite graph,
its nodes are divided into two groups : places and transitions. Places are nodes
representing current condition of the system (e.g. ’power on’, ’power off’) and
are indicated by circles, transitions are nodes representing events occurring in
the system (e.g. ’powering on’, ’powering off’) and are signified by bars. Places
and transitions are connected by directed arcs; however a place can only be
connected via arc to a transition and not to another place (i.e. each event leads
to a new condition of the system). Similarly, transition cannot be connected via
arc to another transition.

Places in a Petri net may contain a number of tokens. Distribution of tokens
over the places in Petri net is called a marking, which represents a current
configuration of the net. Token proceeds to another place by firing an enabled
transition. Transition is enabled only if the input place contains a sufficient
number of tokens, these tokens are then transferred from the input place to an
output place. Basic Petri nets model is nondeterministic, therefore any enabled
transition may fire immediately after a sufficient number of tokens is present in
the input place.

A Petri net can be defined as follows:

Definition 1. A Petri net is a four-tuple PN = (P, T, F,M0) where:

1. P is a set of places.
2. T is a set of transitions.
3. F, F ⊂ (P × T ) ∪ (T × P ) is a set of arcs.
4. M0 is the initial marking.

However, for modeling the risk to safety of personnel, the nondeterminism of
basic Petri nets is a significant issue. Every reaction of personnel to an occurring
event during a scenario contributes to the probability of fatality. For this reason,
a decision concerning which of the multiple transitions may fire must be confined
to a set of carefully chosen laws.

2.1 Stochastic Petri Nets

Stochastic Petri nets (further referred to as SPN) is a form of Petri nets in
which a probabilistic delay is assigned to each transition. After the delay is over,
transition is allowed to fire.
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A Stochastic Petri net can be defined as follows:

Definition 2. A Stochastic Petri net is a five-tuple SPN = (P, T, F,M0, Λ)
where:

1. P is a set of places.

2. T is a set of transitions.

3. F, F ⊂ (P × T ) ∪ (T × P ) is a set of arcs.

4. M0 is the initial marking.

5. Λ is the array of transition firing rates λ.

An extension for SPN exists, the Generalized Stochastic Petri nets, which
adds two new modeling elements : immediate transitions and inhibition arcs.
Immediate transition is a transition firing immediately after being enabled, its
firing then takes precedence over transitions with assigned delay. Inhibitor arcs
disable a transition as long, as the input place contains at least one token (i.e.
serves for imposing an additional constraint to firing that transition).

3 Application of SPN

The application in this article is based on a typical offshore hydrocarbon instal-
lation (well-described example of an offshore production installation can be seen
in [1]).

Risks from potential small leaks of the produced hydrocarbons were used as
an example for the application. Small leaks were given precedence over the larger
leaks due to substantially higher estimations of the frequencies of their release.

3.1 Small Leak Scenario

After a small leak occurrence, personnel is alarmed and starts escaping. On the
installation, there are primary, secondary and tertiary evacuation routes, each
leading to lifeboats or life-rafts. In case of damage or blockade of all evacuation
routes, personnel evacuates to the sea. In any case, escaped personnel is then
gathered by a standby vessel. Fatality in this scenario is a direct result of the
loss of probability of evacuation.

However, there is always a possibility that the leak may ignite. Consequences
of the ignition depend on time it occurs. Immediate ignition results in a jet fire,
which may cause fatality to the surrounding personnel, while delayed ignition
may result in an explosion, possibly damaging or blocking the evacuation routes.
In any event, resulting fire may escalate outside the zone, damaging the evacu-
ation routes in the process. Any of these possible events strongly contribute to
the probability of fatality.
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3.2 Steady-State SPN Model of Small Leak Scenario

As aforementioned in the beginning of this article, MOCA-RP simulation soft-
ware was used for creating the model of the Small Leak scenario. In addition
to the standard SPN elements, variables declared by the user may be utilized,
setting values is done by firing a transition with corresponding calling function,
or may be used in place of a random value for determining delay of a transition.
Another useful feature is a possibility to create repeating places, a set of pointers
to a given place, improving lucidity of the model.

All used transitions (with the exception of the last pair of transitions) utilize
exponential firing law with either fixed or variable-based rate.

Presented model of the Small Leak scenario is divided into several blocks:
Main block, 3 Escalation blocks and 4 Evacuation blocks. The purpose of the
Main block (Figure 1) is to determine whether a small leak occurrence ends
with a fatality or not. Each token1 in place SmallLeak represents one small leak
occurrence on the installation. As aforementioned, the most important possible
event is an ignition of the leak, this is resolved by the first pair of transitions. If
the ignition occurred, its time is then determined by another set of transitions.

Purpose of the Evacuation blocks is to alter the probability of fatality, al-
teration is based on availability of the lifeboats. In case of ignition, escalation
blocks determine the nature of fire escalation and damage to the offshore plat-
form caused by ignited leak. Token is then added to place ZoneProgressed.

When a token arrives in place ZoneProgressed, transitions determining the
success of the evacuation are enabled. Firing any of these transitions results in
a transfer of token to a place according to the outcome of the evacuation (e.g. if
the scenario ended with a fatality, token arrives in place Fatality).

The last pair of transitions provides cumulative frequencies of the fatalities
and resets values of used variables. Another token then proceeds through the
net, until all tokens are contained by place End.

3.3 Dynamic SPN Model of Small Leak Scenario

For the construction of time-dependent SPN model of Small Leak scenario, Per-
sonnel and Installation Actions table from [1] was used as a moot point. The
table describes escape of personnel to lifeboat station at the Accommodation
Platform. Personnel has 15 minutes to arrive at the lifeboat station. If any per-
sonnel fails to arrive, search party is formed and given 15 minutes to search
for and rescue missing personnel. 30 minutes after leak occurrence, lifeboats are
launched and personnel evacuates.

All possible events during escape of the personnel are divided in six time
intervals, every possible event is described and linked with corresponding ignition
case and occurrence time. However, for creating SPN model of the Small Leak
scenario, quantification of contributions of fatality probabilities is required.

1 In MOCA software, tokens are called Jets. Number assigned to a place is identifier
for the software algorithms.
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Fig. 1. SPN model : Main block

With realistic data from offshore industry available, tables containing different
scenarios with corresponding probability of fatality contributions in Small Leak
scenario were made, one for each ignition case. As an example, table for 2 to 5
minutes ignition case is shown in Fig. 2.

In the dynamic SPN model, three blocks of scenarios were made, one block
for each ignition case. No ignitions cases were not modeled.

When token leaves starting place in each block, immediate transition fires
and token is send to place distributing tokens amongst all available scenarios for
given ignition case. It should be noted that mentioned immediate transition is
substituted in model by timed transition with delay determined by Dirac law
with parameter δ = 0.

If suitable delay law is chosen, SPN model allows to ’split’ the arriving token
amongst multiple transitions. In this way, token is divided between all enabled
transition. This division is then based on occurrence probability for each available



332 R. Brǐs and O. Grunt

Fig. 2. Contributions of probabilities of fatality for Small Leaks with ignition between
2nd and 5th minute

scenario. In presented SPN model, exponential distribution was used with rates
λ equal to the occurrence probability of each available scenario. Each enabled
transition then fires and sends 18002 tokens to computation blocks.

In computation blocks (Figure 3 shows computation block for scenario 233),
time-dependent probability of fatality of given scenario is calculated. Each com-
putation block has to simulate its own time for its own probability calculation.
In this SPN example, time flow is represented by variable Time, incremented by
a set of transitions with Dirac delay law with δ = 1. When a transition is enabled
by a token, transition fires, variable time is raised by 1 and distribution function
values F (time) and F (time− 1) are computed. The probability of fatality value
is then adjusted by difference F (time)−F (time− 1). This approach was chosen
due to internal logic of the MOCA-RP software, which evaluates all variables
once a transition fires.

In this paper, it is assumed that the probability of fatality follows exponential
distribution. Therefore:

F (t) = 1− e−λt , (1)

where t is a value of variable time and λ is a rate parameter for current phase
of evacuation. Correct phase of evacuation for λ computation is determined by

2 As mentioned in part 3.3, personnel has 30 minutes to evacuate the platform, there-
fore each token represents one second in simulation.

3 Description of scenario 23 can be viewed in Fig. 2
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a set of conditions utilizing time thresholds given by ignition case tables (shown
in 2 for 2 to 5 minute ignition case).

Let x be length of current phase in seconds and F (x) be probability of fatality
at the end of the current phase. Then rate parameter λ is given by following
equation:

ln(1 − F (x)) = −λx . (2)

Fig. 3. SPN model : Computation block for scenario 23

In this way, probability of fatality is computed for each available scenario (e.g.,
resulting probability of fatality for single scenario 23 is shown in Fig. 4). However,
this does not reflect occurrence probability of those scenarios, thus the previously
mentioned token ’splitting’ was used. For each scenario, computed probability of
fatality was multiplied by scenario occurence rate (i.e. portion of token received
by corresponding computation block). By adding these modified probabilities
of fatality, the overall probability of fatality was constructed, resulting time-
dependent probability of fatality graph is shown in Fig. 5.

4 Results

For computation of the probabilities of fatalities, MOCA-RP computing module
was used. For comparison with the results presented in [1] by application of the
Event Tree and Monte Carlo methods, same sample was chosen, consisting of
609 occurrences of hydrocarbon small leaks.
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Fig. 4. SPN model : Time-dependent probability of fatality during Scenario 23
(Figure 2)

Fig. 5. SPN model : Overall time-dependent probability of fatality of Small Leak
Scenario
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4.1 Steady-State SPN Model

Four cases were distinguished by nature of the ignition.

Table 1. Resulting probabilities of fatalities obtained by the SPN and the ET model

Ignition Case SPN model ET model

No ignition 1.24e-5 9.8e-6
0 and 1 minute 2.65e-4 2.6e-4
1 and 2 minutes 8.51e-5 8.5e-5
2 and 5 minutes 1.08e-3 1.1e-3
Total 1.444e-3 1.423e-3

As could be expected, delayed leak ignition is the most dangerous event,
resulting in an explosion and thus strongly contributing to the loss of possibil-
ity of evacuation. This expectation is in accordance with presented results in
Table 1.

As can be seen in Table 1, the difference between the probabilities of fatalities
in every ignition case are minimal, with the most notable (albeit small) difference
between the no ignition cases. Thus the results of the SPN method and Event
Tree method are very close, with the cumulative probabilities of fatality differing
by a margin of 1.1e− 5.

4.2 Dynamic SPN Model

Probability values at the time of 1800 seconds were used and compared to val-
ues obtained by DMC model presented in [1]. Probability values obtained by
SPN model were multiplied by ignition case frequencies, resulting in comparison
shown in Table 2.

Table 2. Resulting probabilities of fatalities obtained by the SPN and the MC model

Ignition Case SPN model DMC method

0 and 1 minute 3.02e-4 2.6e-4
1 and 2 minutes 8.82e-5 8.5e-5
2 and 5 minutes 9.59e-4 1.1e-3
Total 1.349e-3 1.423e-3

Considering results of SPN and DMC methods in Table 2, the most significant
difference measured between ignition cases was 1.71e− 4 (2 to 5 minute ignition
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cases). Cumulative probabilities of fatality are differing by a margin of 7.4e− 5.
Given author’s limited insight into the MOCA-RP’s internal logic, specifically
MOCA-RP’s handling of rounding, these differences could be further mitigated.
However, despite the differences, resulting probabilities of fatality could be re-
garded as fairly accurate and thus allowing SPN to be considered as a viable
alternative to other time-dependent probability modeling methods.

5 Conclusion

In this article, a new approach for modeling risk to safety of personnel in pro-
cess industries was presented in the application of SPN. Benefits of SPN over
normally used Event Trees were discussed and SPN formalism was presented.

One static and one dynamic model representing Small Leak scenario on a
typical offshore installation were used to compute the probabilities of fatalities
and results were compared with those obtained by Event Tree model and Direct
Monte Carlo method. As the differences were low, the SPN can be considered
a suitable substitution for Event Trees in process industry. In comparison with
DMC method, the SPN method results were less accurate, thought by a small
margin. Thus, the SPN method could be regarded as a viable alternative to DMC
method in process industry. Proposed further work in this area is construction
of SPN models for Medium and Large Leak scenarios, as well as gaining a better
understanding of MOCA-RP’s possibilities for modeling other dynamic scenarios
from process industries.
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Abstract. Appearance of chaotic behavior that covers stock market tra-
ding, creates a lot of doubts of its analysis and predictions. However the
chaos theory is applicable in a lot of studies of this kind. Stochastic and
nonlinear systems can be viewed as deterministic through the prism of
chaos theory. This article describes the experiment of analysis of stock
market titles by Hurst exponent to find out the randomness or long range
memory in the generating of prices. The other question is to figure out
the impact of application of the Hurst exponent in two simple indicators
like RSI and CCI. Since the usage of the evolution algorithm in stock
market prediction and for optimization input parameters is very common
it is used in this article too.

Keywords: chaos, Hurst, market, RSI, CCI, evolution.

1 Introduction

The effective market theory [2] describes a market, whose current price always
reflects all the information and in no way takes into consideration its past be-
havior. Investors in this kind of market do not execute risk trades and they are
able to evaluate and interpret all the information. Since the market has no me-
mory, the price creation is very hard to predict in the view of statistic methods.
On the other hand, the fractal market theory [2], describes a market where the
investors represent prices in various ways, they are not always rational and they
tend to be risky. The price itself is made by its past evolution and in this case
we can say that the market has a long term memory. The real market stands so-
mewhere between these two theoretical markets, which provides an opportunity
for analysis.

In the field of analysis of nonlinear systems with chaotic behavior, there is a
very powerful theory named the chaos theory [1]. In comparison to other statis-
tical methods, which are only capable of analyzing linear systems, the theory of
chaos can work with nonlinear systems, that seems to be stochastic, but most of
them are strictly deterministic. The chaos theory has a wide field of use, from
the pseudo-random number generators with the use of optimization of evolution
algorithms to the field of the evaluation of time series in terms of predictability.
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There are many kinds of evaluations, that can determine whether the time
series has a long range memory and thus if its behavior depends on its past
evolution or if it does not have a long range memory and it is just a random
walk time set. Hurst exponent is known for making decisions if the time set is
randomness or if it contains long or short range memory [3]. The most popular
algorithm for the Hurst exponent calculation is the R/S analysis described by the
English hydrologist Hurst, who studied conditions of the river Nile [3,4]. The R/S
analysis is better known and used than others, nevertheless it has a weaknesses
of short trends [3]. The modifications like V/S statistic [6] or modified R/S [5]
do not guarantee more precise results [3], so the standard R/S is used in this
experiments too.

If it is the case that we are dealing with a market time set that has long
range memory, we are able to make predictions for its future prices. In the
field of market prediction many indicators could be used for technical analysis
[9]. By patterns from this indicators we are able to buy or sell to make profit.
One of the most known indicators is the RSI indicator (relative strength index)
[14], that is able to determine whether the market is overbought or oversold
and this indicates the right events for buy/sell strategy. It is very popular in
automated trading because of its simplicity. The other indicator used in this
article is CCI (commodity channel index) developed by Donald Lambert [13].
Based on the behavior of CCI, many non official patterns like TLB, HLTB, ZLR
were created, so they could be used as alternative to other indicators too. Each
of these indicators has its own set of input attributes. To improve the results,
the employment of an evolution algorithm is needed.

The most widely known algorithm used for the optimization of input para-
meters is the genetic algorithm [11,12]. It is based on the iterative creation of
generations and the evaluation of its descendants. Each one is made by a parents
crossover and an added mutation. Every crossover is made by the best evaluated
candidates to find a ”good enough”solution. To optimize a trading strategy as
it was used in previous articles [10], it is one of the best approach to split whole
time set into shorter time periods and make optimization on the most actual
historical data, to develop more adaptable strategy.

2 Experiment Design

The first task is to analyze historical data of market titles by the Hurst exponent
to find out if they are predictable or not. We need to ask the question – what
time set do we need to use as the input for the calculation of the exponent?
There is an option to calculate the exponent from close prices (typical approach
of time set evaluation) or from calculated values of RSI and CCI indicators. In
this experiment both options were tested.

The next task is the optimization of trading rules based on indicators as it
was described in previous experiments [11]. So if the market has a long range
memory, the goal will be to develop two simple market strategies based on RSI
and CCI indicators. The next phase is to optimize them by genetic programming
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to obtain better results. In the second half, these strategies are extended by the
inclusion of the Hurst exponent and simply manage the strategy activity by the
value of this exponent. The length of time series for the Hurst exponent and a
threshold near 0.5 value of the exponent will be new variables for the genetic
optimizer. So in the last phase there will be a new optimization of the new
strategies and evaluation if this extension was a good improvement.

2.1 Data Set

For this experiment historical data of stock markets titles as YHOO, GOLD,
CSCO, EBAY and DELL were used. Each of them consists of records known as
candles, that contains information of some period of time, in this case one day.
The candle contains information about the highest price of the period (HIGH),
the lowest price of the period (LOW), the first price of the period (OPEN),
the last price (CLOSE), the quantity of traded instruments (VOLUME) and
of course the time stamp of the period. Each of these titles has a historical
data of fourteen years. All the historical data was taken from google finance
[https://www.google.com/finance].

2.2 Software

The trading platform Ninja Trader 7 was used for implementation, testing and
collecting results of trading strategies and Hurst exponent. It is a powerful tool
for stock market prices visualization, evaluation of strategies and it has its own
API for development in C# programming language. This software is free to use
on site http://www.ninjatrader.com/.

The success rate of trading strategy is judged by many parameters like count
of trades, ratio of winning and losing trades, final profit, profit loss ratio etc. In
case of evaluating of the Hurst exponent’s impact on trading strategies based
on indicators, a single parameter which counted the trades and the win or lose
ratio was used. The final profit is not important for this experiment since it can
be controlled in real conditions by money management strategy that was not
applied.

Ninja Trader has two options for evaluating the trading strategy. There is a
simple backtesting method, where the user only sets all the input parameters for
his strategy and software will run it on whole historical data to simulate trading.
Results are shown immediately and user can change the input values anytime to
improve his strategy.

The other, more sophisticated way, is to use the evolution algorithm, the
genetic optimizer, that is embedded in the software. The genetic optimizer is able
to get the range for input parameters from user and find the ”good enough”set
of inputs in reasonable time. The genetic optimizer has one key feature that is
very suitable for trading and it is its running in adjusted lengths of periods.
Every time there is an optimization period for example one month of historical
data and when the optimized parameters are found, they are used in next month
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Table 1. The key parameters of adjustment of walk forward testing and its value
ranges

Hurst exponent threshold <55,70> (in using divided by 100)
Window size for exponent <20,80>

CCI window size <14,60>
RSI window size <4,40>

Parameters for evolution algorithm:

Count of generations 5
Crossover rate 80%
Generation size 25
Mutation rate 2%

Optimization period 28 days
Testing period 28 days

and this process is repeated through the whole historical data set. Adjustment
of main parameters that was applied in tests is shown on Table 1.

2.3 Commodity Chanel Index

CCI indicator transforms the prices into one value and this value is fluctuating
in time [13]. The values of indicator are not normalized and can be calculated
by rule written in Fig. 1.

CCI =
1

0.015

pt − SMA(pt)

σ(pt)
(1)

If p is the typical price counted as an average of high, low and close price,
SMA is simple a moving average of typical prices and everything is divided by
0.015 times of standard deviation of typical prices.

There are many patterns based on the CCI behavior. The best know is using
the scale of -100 and 100 as events for buying or selling. If CCI crosses the +100
border from downside, it is an event to open the long position and if it crosses
+100 from upside, we have to close the long position. The same scenario but
reversed applies for short positions on the border of -100.

2.4 Relative Strength Index

The next indicator used is the RSI [14]. It has a normalized output value in a
range between 1 and 100. The calculation of this indicator can be seen in Fig. 2.
If the value of RSI is higher than 70, we can say that the market is overbought
or if the value of RSI is lower than 30, we can say that the market is oversold.
In these cases we are executing a long or a short position to react to market
circumstances.
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The calculating of RSI is:

RSI = 100− (
100

1 +RS
) (2)

The RS is an average of x days up closes divided by an average of x days down
closes.

2.5 Hurst Exponent

For the analysis of the chaotic behavior of the time series, the so called Hurst
exponent H [2] is used. It can determined when the collection has a long range
memory or if it is random. The calculation of the H by R/S statistic [3,4] can
be seen by Fig 3, 4, 5, 6, 7:

X(t, ξ) =

t∑
i=1

(xi − x(ξ)), t = 1, 2..., ξ ; (3)

x(ξ) =
1

ξ

τ∑
i=1

xi; (4)

S(ξ) =

√√√√1

ξ

τ∑
i=1

(xi − x(ξ))2 (5)

R(ξ) = maxX(t, ξ) −minX(t, ξ); 1 ≤ t ≤ ξ (6)

H(ξ) =
log(R(τ)

S(τ) )

log(ξ)
(7)

The result values range between 0 and 1 and the values near these borders
mean that the selected time set has a long range memory and conversely, the
values near 0.5 indicate randomness.

3 Analyze of Historical Data

As we can see the resulted Hurst exponent, depends on the window size that we
set. In case of small length of set, the resulted exponents were more often indi-
cating randomness but in the case of greater length of set, they were qualifying
more often as having a long range memory.

The figures 1, 2 and 3 show charts for the Hurst exponent distribution with
window sizes of 20, 50 and 100 with the outputs from RSI indicator were used
as inputs for the exponent calculation.

Very similar behavior of exponent’s distribution was in the rest of titles too
when inputs for exponent was close prices or outputs from CCI indicator.
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Fig. 1. Distribution of Hurst exponent for market title CSCO

Fig. 2. Distribution of Hurst exponent for market title YHOO
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Fig. 3. Distribution of Hurst exponent for market title EBAY

4 Testing of Trading Strategies

The test was applied in two steps. In the first step, the trading strategy based
just on indicators was optimized by a genetic algorithm and applied on the whole
historical data set. The main result was to obtain the best rate of winning and
losing trades and prevent huge lost of the count of trades.

The second step consists of extending strategies by Hurst exponent and in
times qualified as randomness the trading was stopped. We present a table of

Table 2. Results of implemented strategies optimized by genetic algorithm when the
input data for exponent was outputs from indicator (input from RSI for RSI test and
input from CCI for CCI test)

Indicator Market Title Default version Extended version period length

W/L rate Trades W/L rate Trades

RSI

YHOO 43.85% 130 53.9% 141 10 years
GOLD 56.5% 115 61.02% 118 14 years
CSCO 50.35% 143 49.66% 143 14 years
DELL 53.85% 117 51.18% 117 14 years
EBAY 50% 110 55.56% 117 14 years

CCI

YHOO 45.10% 286 45.56% 270 10 years
GOLD 44.12% 272 44.62% 262 14 years
CSCO 40.21% 291 41.04% 307 14 years
DELL 40.58% 276 39.35% 271 14 years
EBAY 40.92% 303 39.8% 296 14 years
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Table 3. Results of implemented strategies optimized by genetic algorithm when the
input data for exponent was candles close prices

Indicator Market Title Default version Extended version period length

W/L rate Trades W/L rate Trades

RSI

YHOO 43.85% 130 51.54% 130 10 years
GOLD 56.5% 115 50.46% 109 14 years
CSCO 50.35% 143 48.2% 139 14 years
DELL 53.85% 117 52.63% 114 14 years
EBAY 50% 110 53.85% 104 14 years

CCI

YHOO 45.10% 286 47.87% 282 10 years
GOLD 44.12% 272 42.07% 271 14 years
CSCO 40.21% 291 42.33% 300 14 years
DELL 40.58% 276 39.21% 278 14 years
EBAY 40.92% 303 41.42% 309 14 years

results of all the strategies. In Table 2 the results when the input time series for
Hurst exponent was the outputs from indicators and in Table 3 as inputs the
close prices was used.

5 Conclusions

The main goal of this paper was to use the Hurst exponent for the analysis of
stock market titles and to try improve two basic technical analysis indicators.

Results of the Hurst exponent show, that the stock market can have long term
memory and all new generated prices belong on the past behavior too. On the
other hand, we can say that the size of the selected collection of prices influences
the final distribution of the Hurst exponent.

Final comparison of trading strategies shows that there is no rule about that
Hurst exponent has to improve strategy based on indicators. In some cases an
improvement was seen, but in others the results worsened. It did not matter if the
inputs for the calculation of the exponent has to be close prices or outputs from
the indicators. In both cases the results remained similar and no improvement
was confirmed.

The final question is whether there is a room for improvement. A lot could
be done in terms of the improvement of the genetic algorithm, testing on more
precise data series or expanding the range of input parameters. All of these
factors can show relatively more valuable results.
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Abstract. Technical indicators are often used in automated and non-
automated trading strategies. In this pager, we will use one of them
with the combination of entropy. We will use entropy to find predictable
market part and then we will use technical indicator to predict market
movements.

Keywords: Entropy, MACD, genetics algorithm, chaos, market.

1 Introduction

Entropy is one of the most known terms in the theory of information. Every-
where, where we speaks about probability of possible states of one system, there
we can see entropy. The father of theory of information is Claude Elwood Shan-
non, who defined entropy in 1984. Detailed description of entropy can be found
in [1]. We will use a normalized entropy from Eq. 1

Hnorm =
H1

Hmax
= −

m∑
i=1

logm pi (1)

as described in [2] and in [5]. Similar article about using entropy in finance is
in [10].

We will use the entropy to detect parts of markets, where the markets os-
cillate. In this parts of markets, we apply technical indicator MACD Moving
average convergence/divergence. This is one of the most used indicators in trad-
ing systems that uses exponential moving averages. More about this method can
be found in [3].

The markets data that we will use for testing are daily data from Yahoo. We
will use 10 years historical market daily data of Oracle, Apple, Microsoft and 5
years old minutes data of Collagate-Palmolive (CL).

Strategies in this paper were tested using NinjaTrader trading system. This
trading platform supports multicore strategy testing with genetics optimization
and itself is capable of providing results that are later used for purposes of
this article. Genetic algorithms are one of the most known algorithms used for
optimizations of input parameters in market strategies [6,7]. Optimization of
trading strategies is discussed in [8].
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2 Experiment Design

Strategy counts entropy from X market bars back, where X will be natural num-
ber optimized by genetics algorithm implemented in NinjaTrader. The entropy
will be number between 0 and 1 according normalized entropy. 0 indicates, that
market is maximum predictable. On the other hand, 1 indicates chaotic behavior
and then market is not predictable at all. If the entropy will be bellow specific
number , then our MACD indicator will be applied.

First the strategy detects predictable markets data and then apply MACD
indicator on this data. This indicator checks predictable markets data and opens
or closes bearish and bullish market positions. Unlike using only MACD, this
strategy reduces amount of market positions. As a result, the strategy should
generate less loosing positions.

Genetics algorithm optimized our strategy parameters to get maximum per-
cent profitable strategy. MACD will be set upped to MACD(12,26,9) discussed
in [4,9]. All prices from historical data will be closed price.

We will not use any stop loss or profit target settings or any money. We will
compare entropy and MACD based strategy with strategy using only MACD
indicator.

3 Results

As described in previous section, we will use normalized entropy, sliding window
and number that indicates using MACD, optimized by genetic algorithm, called
entropy index.

Firstly we will start with Apple historical market data retrieved from Yahoo.
Figure 1 shows 10 year period of historical Apple (AAPL) daily data.

Fig. 1. Apple historical daily data

Table 1 shows result from NinjaTrader after applying MACD. As we can see
from Table 1, there are more losing trades, than winnings. This strategy can
predict market movement with 38.4%.
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Table 1 shows also strategy with entropy applied on the same data as we used
in strategy without entropy. This strategy reduces total trades from 185 to only 5
trades. This means that from entropy perspective, this market is not predictable.
Entropy window size was set to 21 (bars back). We used market data that had
entropy below 0.99. From Table 1 we can deduce, that this market has almost
whole historical data with 0.99-1 entropy index.

Table 1. Results using Apple historical data

Strategy MACD Entropy+MACD

Percent Profitable 38.4% 60%

Total of Trades 185 5

Winning Trades 71 3

Losing Trades 114 2

Equity curve is important for us too, because it shows, if the strategy is robust
during whole time period. Figure 2 shows the results using strategy with entropy.
Y-axis shows Profit/Loss ratio. As we mentioned in previous section, this strat-
egy does not use any stop loss, profit target or any other money management.
This settings can influence Profit/Loss ratio, but for comparing strategies we
can leave this settings.

Fig. 2. Equity of Apple historical daily data using entropy
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The second market will be Cisco historical market data. Figure 3 shows graph
of 10 year period of historical Cisco (CSCO) daily data.

Fig. 3. Cisco historical daily data

Applying MACD indicator to this market we will get data from Table 2.
Results are similar to Apple historical data. Equity curve, without entropy, from
Figure 4 is not profitable. Whole time interval in this strategy is in bigger and
bigger lose.

Next we will use this data with strategy with entropy, results are in Table
2. Genetics algorithm uses this strategy with window size 15 and entropy index
0.99. This strategy has improvements in all aspects. Also equity curve, using
entropy, from Figure 5 is profitable. This is still not ideal equity curve, because
as we can see, at the end of the graph, equity has decreasing trend.

Table 2. Results using Cisco historical data

Strategy MACD Entropy+MACD

Percent Profitable 33.15% 55.56%

Total of Trades 199 27

Winning Trades 60 15

Losing Trades 139 12

From Figure 3 we can see, that historical data may not be increasing to have
profitable strategy.

Last daily historical data that we will use to compare our strategies are Mi-
crosoft data from Figure 6.

The results using MACD are in Table 3. The results are similar to Apple and
Cisco data and equity is not profitable.

We will apply entropy based strategy on this data. Results can be seen in
table 3. Entropy window size was set to 16 and entropy index to 0.99.
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Fig. 4. Equity of Cisco historical daily data without entropy

Fig. 5. Equity of Cisco historical daily data using entropy
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Fig. 6. Microsoft historical daily data

Table 3. Results using Microsoft historical data

Strategy MACD Entropy+MACD

Percent Profitable 36.65% 65.22%

Total of Trades 191 23

Winning Trades 70 15

Losing Trades 121 8

Equity curve in Figure 7, using entropy, is profitable, but still not ideal. It
was not profitable only at the end of the year 2008 and in the middle of the year
2012.

Fig. 7. Equity of Microsoft historical daily data without entropy
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Table 4. Results using CL historical data

Strategy MACD Entropy+MACD

Percent Profitable 39.15% 45.9%

Total of Trades 106264 1608

Winning Trades 41605 738

Losing Trades 64659 870

Fig. 8. Equity of CL historical daily data using entropy

All historical data were on daily bases. In all cases, strategy utilizing entropy
dramatically decreased number of trades. Now we will apply this stratedy on
historical minutes data. For this purpose we will use Colgate-Palmolive (CL)
historical minutes data from last 5 years. Strategy using only MACD is showing
results in Table 4. The number of trades has increased, but percent profitable is
similar to previous results.

Now we compare this results with our proposed strategy. The results using
entropy are in Table 4. Entropy index was set to 0.85 and entropy window was
set to 20 by genetics algorithm. We can see increase in percentage of profitable
trades and decreased number of trades as in previous experiments.

Equity curve in Figure 8 is similar to equity curve without entropy. Both are
increasing and decreasing that is no good.
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4 Conclusion

MACD itself is based on exponential averages and because of that is sensi-
tive on chaotic markets. Entropy detects markets that can be predictable and
helps MACD to predict market movements. All previous experiments has demon-
strated an impact entropy on prediction market movements using MACD, mainly
decreased amount of trades.

It was demonstrated that percentage of profitable trades was increased. We
can summarize fact that entropy improved MACD prediction, see for example
Tables 1-4.

Future research will be focused on implementing money management with
stop loss and profit target into MACD strategy that uses entropy.
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Abstract. The main aim of this paper is to focus on dynamics of the
electromechanical system flexibly coupled with a baseplate and damped
by an impact element. The model is constructed with three degrees of
freedom in the mechanical oscillating part, two translational and one
rotational. The system movement is described by three mutually coupled
second-order ordinary differential equations. Here, the most important
nonlinearities are: stiffness of the support spring elements and internal
impacts. As it is shown in the main results, the impact damping device
attenuates vibrations of the rotor frame in a wide range of the excitation
frequency and the system is showing periodic and chaotic behavior.

Keywords: electromechanical system, inertia damper, impact damper,
nonlinear stiffness, impacts, vibration attenuation.

1 Introduction

The impacts of solid bodies are an important mechanical phenomena. Their
presence can be observed during a large number of natural and technological
processes. The impacts are characterized by short duration body collisions, very
large impact forces and by near sudden changes of the system state parameters.
The experience and theoretical analyses show that the behavior of the impact
systems is highly nonlinear, highly sensitive to initial conditions and instanta-
neous excitation effects, leading frequently to irregular vibrations and nearly
unpredictable movements. The behavior of each system where the body colli-
sions take place is different, and therefore, each of them must be investigated
individually.

Because of the practical importance, a good deal of attention is focused on
analysis of vibro-impact systems, where the vibrations are governed by the mo-
mentum transfer and mechanical energy dissipation through the body collisions.
This is utilized for impact dampers applied to attenuate high-amplitude oscil-
lations, such as those appearing in subharmonic, self-excited and chaotic vibra-
tions.

Even though the problem of impacts is very old, the new possibilities of its
investigation enabled by efficient computational simulations appeared at the end
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of the 20th century. [1] studied the dynamic behavior of an impact damper for
vibration attenuation of an externally loaded and self-excited cart moving in
one direction. The damping was produced by impacts of a point body colliding
with the cart walls. A number of authors have dealt with the so-called non-ideal
problem, which means that the power of the source exciting the oscillator is
limited. The article of [2], who extended Chaterjee’s model with the cart by
attaching a rotor driven by a motor, belongs in this category. Application of a
non-ideal model to the gear rattling dynamics was done by [3]. A new mechanical
model with clearances for a gear transmission was reported by [6]. Their model
has time varying boundaries and impacts between two gears occur at different
locations. The horizontal movement of a cart excited by a rotating particle and
damped by an impact damper formed by a point body bouncing on the cart
walls was investigated by [7]. The computational simulations confirmed a chaotic
character of the oscillations. Consequently, the influence of the impact body
to the cart mass ratio on its suppression was examined. The non-ideal impact
problem completed by flexible stops was analyzed by [8]. The main objection was
to study the character of the vibration of the oscillator excited by an unbalanced
rotor driven by a motor of limited power. The mutual interaction of a mechanical
and electrical system was analyzed by [9]. The investigated unbalanced rotor of
an electric motor was attached to a cantilever beam. The amplitude of its bending
vibration was limited by a flexible stop. The performed simulations were aimed
at studying the character of the induced vibration and at fluctuations of the
current in the electric circuit. Vibrations of a rotor supported by bearings with
nonlinear stiffness and damping characteristics considering its impacts against
the stationary part were investigated by [10]. The shaft was represented by a
beam like-body and rotation of the disc was taken into account. The impacts were
described both by collisions of rigid bodies utilizing the Newton theory and by
impacts with soft stops. Vibration reduction of an electromechanical system by
an impact damper having rigid stops was investigated by [4]. Emphasis was put
on observing the influence of the inner impacts on the character and reduction
of the system vibration dependent on the geometric parameters.

In this paper, a system formed by a rotor and its casing flexibly coupled with
a baseplate and of an impact body, which is separated from the casing by two,
lower and upper, gaps is analyzed. The rotor is driven by a motor of limited power
and from this point of view the investigated model system can be classified as
non-ideal. A new contribution of the presented work consists of investigating the
system oscillations as a result of a combined time variable loading caused by two
sources, the rotor unbalance and the baseplate vibrations, and in investigating
the interaction between the motor and its feeding electric circuit. Emphasis is put
on observing the influence of the inner impacts on the character and reduction of
the system vibration dependent on the width of the upper and lower clearances
between the rotor frame and the impact body. The investigated system is of great
practical importance as it represents a simplified model of a rotating machine,
which is excited by a ground vibration and unbalance of the rotating parts and
damped by an impact damper. Results of the performed simulations contribute
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to better understanding of the dynamic behavior of such technological devices
and of impact systems with complicated loading, in general.

2 The Vibrating System

The investigated system consists of a rotor (body 1, Figure 1), of its casing (body
2, Figure 1) and of a baseplate (body 3, Figure 1), with which the rotor casing
is coupled by a spring and damping element (body 4, Figure 1). The casing and
the baseplate can move in a vertical direction and the rotor can rotate and slide
together with its casing. Vibration of the baseplate and unbalance of the rotor
are the main sources of the casing excitation. To attenuate its oscillation an
impact damper was proposed. It consists of a housing fixed to the rotor casing
(body 2, Figure 1) and of an impact element (body 4, Figure 1), which is coupled
with the housing by a linear spring. The impact body can move only in a vertical
direction and is separated from the housing by the lower and upper clearances
that limit its vibration amplitude. The rotor is loaded by an external moment
produced by a DC motor. Its behavior is described by a moment characteristic,
which enables implementation of the influence of the electric parameters of the
motor feeding circuit into the mathematical model of the investigated impact
system.

The task was to analyze the influence of the upper and lower clearances and
the mass of the impact body respectively on attenuation of the rotor frame
oscillation and character of its motion.

In the computational model all bodies are considered as absolutely rigid ex-
cept the contact areas between the impact element and the rotor frame. The
plate springs coupling the rotor casing and the baseplate have nonlinear cubic
characteristic

FK = k1Δ+ k3Δ
3 (1)

where FK is the spring force, k1, k3 are the stiffness parameters and Δ is the
spring deformation (compression or extension). The damper between the rotor
frame and the baseplate and the spring coupling the impact body with the
damper housing are linear. The Hertz theory has been accepted to describe
the impacts. The nonlinear contact stiffness and damping were linearized in the
expected range of the contact deformation.

The investigated system has three mechanical degrees of freedom. Its instan-
taneous position is defined by three generalized coordinates: Y - vertical dis-
placement of the rotor casing, Yt - vertical displacement of the impact body and
Φ - angular rotation of the rotor:

(m+mR)Ÿ +mReT cos(Φ)Φ̈ = mReT Φ̇
2 sin(Φ)− b(Ẏ − ẏz)−

−k3(Y − yz)
3 − k1(Y − yz)−

−kt(Y −Yt)− (m+mR)g − FI1 − FI2,

mtŸt = FI1 + FI2 − kt(Yt −Y)−mtg,

(JRT +mRe
2
T )Φ̈+mReT cos(Φ)Ÿ = −mRgeT cos(Φ) +MZ − kM Φ̇

(2)
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Fig. 1. Model of vibrating system

where Ÿ, Ÿt and Φ̈ denote the second derivative of Y, Yt and Φ respectively,
and Ẏ the first derivative of Y with respect to time.

It can be assumed, without loss of generality, that in the beginning, the system
is at rest and takes the equilibrium position with no contacts between the impact
body and the rotor frame. Then the initial conditions are given as follows

Ẏ(0) = 0, Ẏt(0) = 0, Φ̇(0) = 0, Φ(0) = 3/2 Θ,
k3(Y(0)− yz(0))

3 + k1(Y(0)− yz(0))+
+kt(Y(0)−Yt(0)) + (m+mR)g = 0,

kt(Yt(0)−Y(0)) +mtg = 0.

(3)

Let us simulate the vibration of the baseplate with the map

yz(t) = A (1− e−αt) sin(ωt) (4)

where A is the amplitude, α is the constant determining how fast the vibration of
the baseplate becomes a steady state and ω stands for the excitation frequency,
so yz(0) = 0 and ẏz(0) = 0.

The last two conditions of (3) could be simplified and the following lemma,
proved by [4], could be used for their solution.

Lemma 1. Let k1, k3, kt, m, mt, mR and g be real positive constants. Then
there is only one real solution of the system

k3Y
3(0) + k1Y(0) + kt(Y(0)−Yt(0)) + (m+mR)g = 0, (5)

kt(Yt(0)−Y(0)) +mtg = 0. (6)

Moreover, the real solution equals

Y(0) = 3

√
−q +

√
q2 + p3 + 3

√
−q −√

q2 + p3,

Yt(0) =
3

√
−q +

√
q2 + p3 + 3

√
−q −

√
q2 + p3 − mtg

kt

(7)

where p = k1/3k3 and q = ((m+mR +mt)g)/2k3.
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3 Main Results

It was shown by [4] that there is a resonance peak for the baseplate excitation
frequency of ω = 102 rad s−1 for the system parameters summarized in Table 1.
Next, parameters c1 and c2 are assumed to be equal for simplicity and together
with the mass of the impact element mt were taken as variables. In the following,
the situations are discussed in detail, dependent on clearances between the rotor
casing and the impact element, the mass of the impact element and the baseplate
excitation frequency.

Table 1. Parameters of the system (2)

value quantity format description

m 100 kg mass of the damping body

mR 40 kg mass of the rotor

mt 25 kg mass of the impact element

k1 1.5 ×105 N m−1 linear stiffness coefficient

k3 6 ×1010 N m−3 cubic stiffness coefficient

JRT 5 kg m2 moment of inertia of the rotor

b 1.5 ×103 N s m−1 damping coefficient of the suspension

k N m−1 stiffness of the suspension spring

kt 8 ×104 N m−1 coupling stiffness of the impact element

eT 2 mm eccentricity of the rotor center of gravity

Φ rad rotation angle of the rotor

MZ 100 N m starting moment

kM 8 N m s rad−1 negative of the motor characteristic slope

α 1 s−1 parameter of the baseplate excitation

ω 102 rad s−1 baseplate excitation frequency

A 1 mm amplitude of yz
kc 4×107 N m−1 contact stiffness

bc 3×103 N s m−1 coefficient of contact damping

In the linear system it would always be possible to find the mass of the impact
element that would work then as an inertia damper and considerably attenuate
the vibration of the rotor frame without any impacts occurring. The amplitude
of vibrations of the rotor frame would be considerably attenuated and no impacts
would take place. As the investigated system is nonlinear this can be reached,
but with some limitations. In both cases, linear and nonlinear, such a damper
can be effective only in a small range of excitation frequencies.

To extend the interval, the mass of the damping element would have to be
changed and such manipulation is not easy to accomplish from the technological
point of view.
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Fig. 2. Peak-to-peak vibrations amplitudes of the rotor frame dependent on the exci-
tation frequency for the mass of the impact element mt from 7 kg to 9 kg. There are
no impacts in all these cases.
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Fig. 5. Phase portraits, Y−Yt versus Ẏ− Ẏt with respect to the change of the upper
and lower clearances between the rotor casing and the impact body c1 = c2 and the
angular frequency:
(TA) ω = 90 rad s−1 and c1 = c2 = 6 mm, (TB) ω = 95 rad s−1 and c1 = c2 = 6 mm,

(TC) ω = 100 rad s−1 and c1 = c2 = 5 mm, (TD) ω = 105 rad s−1 and
c1 = c2 = 4 mm,

(TE) ω = 110 rad s−1 and c1 = c2 = 3 mm, (TF) ω = 115 rad s−1 and
c1 = c2 = 1 mm.



362 M. Lampart and J. Zapoměl
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Fig. 6. Fourier spectra with respect to the change of the upper and lower clearances
between the rotor casing and the impact body c1 = c2 and the angular frequency:
(TA) ω = 90 rad s−1 and c1 = c2 = 6 mm, (TB) ω = 95 rad s−1 and c1 = c2 = 6 mm,

(TC) ω = 100 rad s−1 and c1 = c2 = 5 mm, (TD) ω = 105 rad s−1 and
c1 = c2 = 4 mm, (TE) ω = 110 rad s−1 and c1 = c2 = 3 mm, (TF) ω = 115 rad s−1

and c1 = c2 = 1 mm.
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On the contrary it is easy to find a technological solution of the damping device
that would make it possible to actively change the clearance width dependent
on the excitation frequency to get maximum attenuation of the rotor vibrations.
This is suitable especially in the cases when the excitation frequency is not
constant but when it can slightly vary in a wider frequency interval.

Figure 3 shows that it is possible to change the clearance width dependent
on the excitation frequency intentionally to get maximal attenuation. More
precisely, the simulations show (see Figure 2) that for the mass of the impact
element mt = 8 kg (corresponding to the resonance peak) the range of the exci-
tation frequency is only (96.5, 102, 5) where the attenuation is remarkable (i.e.
maxY −minY < 2 mm.) In this situation the inertia damper works in the range
of 6 rad s−1. On the other hand, in Figure 3 it is confirmed that for the mass
of the impact element mt = 25 kg and the controlled clearance width the range
of excitation frequency overlaps 30 rad s−1. That is if the damping element is in
active control, the clearance is changed dependent on the excitation frequency,
attenuation is meaningful for the excitation frequency in the interval (87, 117).

The Fourier spectra (Figure 6), bifurcation diagram (Figure 4) and phase tra-
jectories (Figure 5) show that the movement is formed by a number of harmonic
components having the basic, super-harmonic, sub-harmonic and combination
frequencies on which there are superposed further motions with frequencies form-
ing the sided bands of the dominant frequencies. Their mutual ratio indicates
the irregularity of the vibration. For tests (marked in Figure 3) (TB), (TC) and
(TD) the vibration is periodic or almost periodic, see Figure 5. For simulations
(TA), (TE) and (TF) the regularity of the motion sharply increases. The Fourier
spectra and the phase trajectories show that the oscillation is chaotic (Figures
5 and 6) which is also confirmed by the Bifurcation diagram in Figure 4.

4 Conclusions

In this paper, it was developed and analyzed a new electromechanical system
damped by impact element with soft stops dependent on parameters, namely
the weight of the impact element, the clearance between the impact body and
rotor casing and finally the excitation frequency. This model was inspired by
real frequently occurring technological problems when electromechanical rotat-
ing machines are excited by a combined loading produced by the rotor unbalance
and ground vibrations. The equations of motions were solved numerically by the
explicit Runge-Kutta method. The computational simulations showed that the
vibration of the baseplate played a key role here and proved that application of
the impact body arrived at a significant decrease of vibration amplitude of the
rotor frame.

It was observed that for given parameters of the model, the damping element
can work as an inertia (there are no impacts) or as an impact damper (impacts
occur). Both situations were investigated and commented on. The ranges of
parameters for which the attenuation is meaningful were detected. In the case of
the inertia damper, the range of the excitation frequency is very narrow. On the
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other hand, it is quite wider in the case of the impact damping device. Finally,
if the damping element is in active control, the clearance is changed dependent
on the excitation frequency, attenuation is meaningful in the interval which is
five times wider then those in the case of the inertia damper. It was also proved
by simulations that movements corresponding to the inertia damper is showing
periodic or chaotic pattern.

Acknowledgments. This work was supported by the European Regional De-
velopment Fund in the IT4Innovations Centre of Excellence Project
(CZ.1.05/1.1.00/02.0070). The work was also supported by the Grant Agency of
the Czech Republic, Grant No. P201/10/0887.

References

1. Chaterjee, A.K., Mallik, A., Ghosh, A.: On impact dampers for non-linear vibration
systems. Journal of Sound and Vibration 187, 403–420 (1995)

2. Warminski, J., Balthazar, J.M., Brasil, R.M.L.R.F.: Vibrations of a non-ideal para-
metrically and self-excited model. Journal of Sound and Vibration 245, 363–374
(2001)

3. de Souza, S.L.T., Caldas, I.L., Balthazar, J.M., Brasil, R.M.L.R.F.: Analysis of
regular and irregular dynamics of a non ideal gear rattling problem. Journal of
Brayilian Society of Mechanical Sciencies 24, 111–114 (2002)

4. Lampart, M., Zapoměl, J.: Dynamics of the electromechanical system with impact
element. Journal of Sound and Vibration 332, 701–713 (2013)
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Abstract. This paper is aimed at analysis of Nitrogen Dioxide (NO2) concentra-
tion time series. At first we will estimate the time delay and the embedding di-
mension, which is needed for the Lyapunov exponent estimation and for the 
phase space reconstruction. Subsequently we will compute the largest Lyapu-
nov exponent, which is one of the important indicators of chaos. Then we will 
calculate the 0-1 test for chaos. Finally we will compute predictions using a 
radial basis function to fit global nonlinear functions to the data. The results in-
dicated that chaotic behaviors obviously exist in NO2 concentration time series. 

Keywords: Chaos theory, Nitrogen dioxide, Time series analysis, Phase space 
reconstruction, Prediction, Gaussian radial basis function. 

1 Introduction 

The term air quality describes the level of air pollution, which may affect human 
health, vegetation, entire ecosystems and materials. Air pollution is influenced by the 
emission of pollutants from various sources as a consequence of human activity (e.g. 
transportation, combustion). Pollutants emitted from a source are transported in the 
atmosphere and can thus affect the air quality in both the immediate vicinity of the 
pollution source and the broader territory.  

NO2 is one of the major air pollutants. There is some evidence that long-term expo-
sure to NO2 at concentrations above 40–100 µg.m-3 may decrease lung function and 
increase the risk of respiratory symptoms [1]. The most prominent sources of NO2 are 
internal combustion engines [2], thermal power stations and, to a lesser extent, pulp 
mills. Butane gas heaters and stoves are also sources. The excess air required for 
complete combustion of fuels in these processes introduces nitrogen into the combus-
tion reactions at high temperatures and produces nitrogen oxides (NOx). Limiting NOx 
production demands the precise control of the amount of air used in combustion. The 
burning of biomass creates additional pollutants including NOx [3]. NO2 is a large 
scale pollutant, with rural background ground level concentrations around 30 µgm-3 in 
some areas, not far below unhealthy levels. NO2 plays a role in atmospheric chemi-
stry, including the formation of tropospheric ozone. Environmental legislation creates 
continual pressure on finding new solutions that are both economically advantageous 
and environmentally friendly [4]. 
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Recent advances in the modeling of air pollutants have led to the application of 
concepts including nonlinear modeling techniques. Numerous new methods of time 
series analysis have been developed for dealing with nonlinear data e.g. Abarnabel 
[5], Kantz et Schreiber [6], Mikšovský et Raidl [7]. The concepts from chaos theory 
reveals that, if the knowledge of a system in terms of its present and past states is 
available, then it is possible to make predictions of system’s future behavior. The ap-
proaches based on chaos theory are widely acceptable due to the assumption that, it is 
possible to predict the future state of the system based on the single scalar time series 
assuming that, all the information regarding the external forcing factors is contained 
in that single time series [8]. Chaos theory allows for the reconstruction of phase 
space from time series, which can be used for specifying the system states. Thus, the 
dynamics of the system can be investigated by studying the dynamics of the move-
ment of the phase space points [9]. 

The modeling of NO2 concentration has been studied in several works based on 
different unconventional approaches such as neural networks [8,10,11], Petri nets 
[12], hierarchical fuzzy inference systems [13], ship plume parameterization [14]. 

2 Methodology 

In short, we will describe the basic definitions and the basic methods for examining 
the input data. 

2.1 Phase Space Reconstruction 

The main goal in nonlinear time series analysis is to determine whether or not a given 
time series is of a deterministic nature. If it is, then further questions of interest are: 
What is the dimension of the phase space supporting the data set? Is the data set 
chaotic? [15] 

The key to answering these questions is embodied in the method of phase space re-
construction, which has been rigorously proven by the embedding theorems of Takens 
[16]. Takens’ theorem transforms the prediction problem from time extrapolation to 
phase space interpolation [17]. 

Let there be given a time series x1, x2, … , xN which is embedded into the m-
dimensional phase space by the time delay vectors. A point in the phase space is giv-
en as: 

τττ )1(,...,2,1  ,...,, )1( −−== −−− mNnxxxY mnnnn ,                (1) 

where t is the time delay and m is the embedding dimension. Different choices of t 
and m yield different reconstructed trajectories. Kodba et al. [18] discuss How we can 
determine optimal t and m. Fraser and Swinney [19] introduced the mutual informa-
tion between xn and xn+t as a suitable quantity for determining t. The mutual informa-
tion between xn and xn+t quantifies the amount of information we have about the state 
xn+t presuming we know the state xn. Now we can define mutual information function: 
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where Ph and Pk denote the probabilities that the variable assumes a value inside 
the hth and kth bins, respectively, and Ph,k(t) is the joint probability that xn is in bin h 
and xn+t is in bin k. The first minimum of I(t) then marks the optimal choice for the 
time delay. 
The embedding dimension m can be chosen using the “false nearest neighbors’” me-
thod. This method measures the percentage of close neighboring points in a given  
dimension that remain so in the next highest dimension. The minimum embedding 
dimension capable of containing the reconstructed attractor is that for which the  
percentage of false nearest neighbors drops to zero for a given tolerance level μ. 

In order to calculate the fraction of false nearest neighbors the following algorithm 
is used according to Kennel et al. [20]. Given a point p(i) in the m-dimensional em-
bedding space, one first has to find a neighbor p(j), so that 

μ≤− )()( jpip .                                                   (3) 

We then calculate the normalized distance Ri between the (m + 1)th embedding 
coordinate of points p(i) and p(j) according to the equation: 
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If Ri is larger than a given threshold Rtr , then p(i) is marked as having a false near-
est neighbor. Equation (4) has to be applied for the whole time series and for various 
m = 1, 2, … until the fraction of points for which Ri > Rtr is negligible [18]. 

2.2 The Largest Lyapunov Exponent 

Lyapunov exponent λ of a dynamical system is a quantity that characterizes the rate of 
separation of infinitesimally close trajectories. Quantitatively, two trajectories in 
phase space with initial separation δZ0 diverge. 

0)( ZetZ t δδ λ≈
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The largest Lyapunov exponent can be defined as follows: 
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The limit δZ0→0 ensures the validity of the linear approximation at any time. 
Largest Lyapunov exponent determines a notion of predictability for a dynamical sys-
tem. A positive largest Lyapunov exponent is usually taken as an indication that the 
system is chaotic [21]. 

We have used the Rosenstein algorithm [22], which counts the largest Lyapunov 
exponent as follows: 
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where dj(i) is distance from the j point to its nearest neighbor after i time steps and 
M is the number of reconstructed points. For more information see [22]. 

2.3 Correlation Dimension 

Everybody suspects what is dimension that is Euclidean dimension. Briefly, Euclidian 
dimension is given by the number of phase variables. However, for a deeper under-
standing of behavior of dynamical systems we must define fractal dimension. There 
are many specific definitions of fractal dimension. Generally, the fractal dimension D 
is a statistical quantity that gives an indication of how completely a fractal appears to 
fill space, as one zooms down to finer and finer scales [23]. Let S be a set of points in 
a space of Euclidean dimension d. We now consider certain hypercubes of side r, and 
calculate the minimum number of such cells, N(r), necessary to “cover” S. Let defi-
nite capacity dimension (Kolmogorov dimension), which is typical and common, be 
an example of fractal dimension: 

10 ln

))(ln(
lim −→=

r

rN
D r .                                                  (8) 

Notice that fractal dimension is a real number. A non-integer dimension does not 
imply chaotic dynamic, but all strange attractors must have non-integer fractal dimen-
sions [23]. 

In practice, capacity dimension cannot be computed easily. A different approach 
has been designed by Grassberger et Procaccia [24]. The method is based on the con-
cept of correlation dimension DC suggested by Grassberger et Procaccia [24]. DC  
describes the dimensionality of the underlying process in relation to its geometrical 
reconstruction in phase space. DC quantifies the “strangeness” of an attractor [25]. DC 
is calculated using the fundamental definition. Define the correlation integral C(ε) for 
set of M data: 
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where Θ is the Heaviside step function.  
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Euclidean metric is used for all calculations in this paper. C(ε) is related to the  
radius r by the power law as 
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When a lower limit exists, the correlation dimension is then defined as 
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In real cases, the limitation imposed in the above equation is not possible due to the 
limited amount of available data. Hence, DC can be obtained by plotting lnC(ε) 
against ln(ε). The slopes of the curves for different embedding dimensions m give the 
values of DC. An important inference that can be made from DC is that the process is 
stochastic, if it does not saturate for increasing m [24]. The saturation of DC at a cer-
tain values of m indicates that the process generating time series is not random but ra-
ther deterministic [26]. 

The C(ε) can be regarded as an average density of points where the local density is 
obtained by a kernel estimator with a step kernel 

)( r−Θ ε .                                                      (13) 

A natural modification for small point sets is to replace the sharp step kernel by a 
smooth kernel function of bandwidth ε. Very practical is the replacement of the step 
kernel by the Gaussian kernel 
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The resulting Gaussian kernel correlation integral CG(ε) has the same scaling prop-

erties as the usual C(ε) [26]. Gaussian kernel correlation integral CG(ε) can be ob-
tained from usual C(ε) via 

)~(~~
2

1
)(

0

4

~

2

2

2

εεε
ε

ε ε
ε

CedCG 
∞ −

= .                                   (15) 

If C(ε) is given at discrete values of ε, the Gaussian kernel correlation integral 
CG(ε) can be carried out numerically by interpolating C(ε) with pure power laws [25]. 

2.4 Entropies 

Entropies are an information theoretical concept to characterize the amount of infor-
mation needed to predict the next measurement with a certain precision. The most 
popular one is the Kolmogorov-Sinai entropy. When analyzing time series we are 
usually dealing with distributions of delay vectors with delay τ in an m-dimensional 
reconstructed phase space. The m dependence of correlation integral Cq in the limit of 
large m can then be expressed as 

qq Dqmhq

m

q memC
)1()1(

0

),( −−−

∞→
→

= εαε τ

ε
,                             (16) 

which defines the order q entropy hq. [25] Second order entropy is called Kolmogorov 
entropy. An algorithm for the determination of the Kolmogorov entropy is given in 
Cohen et Procaccia [27]. 
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2.5 The 0-1 Test for Chaos 

A new test for the presence of deterministic chaos was developed by Gottwald et 
Melbourne [28]. Their ‘0 - 1‘ test for chaos takes as input a time series of measure-
ments, and returns a single scalar value usually in the range 0 - 1. The ‘0 - ‘ test does 
not depend on phase space reconstruction but rather works directly with the time se-
ries given. The input is the time-series data and the output is 0 or 1, depending on 
whether the dynamics is non-chaotic or chaotic. 

Briefly, the 0-1 test takes as input a scalar time series of observations φ1, ... , φN. 
According Dawes et Freeland [29], first we must fix a real parameter c and construct 
the Fourier transformed series: 
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Then we compute the smoothed mean square displacement: 
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Finally we estimate correlation coefficient to evaluate the strength of the linear 
growth 
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2.6 Prediction 

Most properties of chaotic systems are much more easily determined from the govern-
ing equations than from a time series. Unfortunately, the governing equations are usual-
ly not known, except for well controlled laboratory experiments. Analyzing an empiri-
cal model, and maybe synthetic time series data generated from it, can provide a 
valuable consistency test for the results of time series analysis. The best we can hope  
for when fitting a model to data is that the result comes close to the real underlying dy-
namics. Nevertheless, chaotic dynamical systems generically show the phenomenon  
of structural instability. This means that models with very similar characteristics may 
exhibit qualitatively different global dynamics, such as near to an attractor crisis. [6] 

According [8], using the reconstructed phase space for m and τ, a functional rela-
tionship f between the current state X(t) and future state X(t + T) can be given as 

))(()( tXfTtX =+ , (20) 

where T represents the number of time steps ahead that one wishes to perform the 
prediction. Function f represents the approximation to unknown dynamical system. It 
is shown that for sufficiently large values of the embedding dimension and if some 
additional conditions are satisfied, the reconstructed trajectory has the same topologi-
cal and geometrical properties as the system’s phase space trajectory [16]. This means 
that, if the conditions of Takens embedding theorem are met, this mapping captures 
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some of the properties of the unknown dynamical system. The predictive mapping can 
be expressed as 

))(()( tXfTtX p=+ .                                             (21) 

The aim is to find the predictor fp, so that x(t + T) can be predicted based on the re-
constructed time series. If the time series is chaotic, then fp is necessarily nonlinear. 
Several local and global approaches are available in the literature to find the function 
fp [30]. 

The local linear fits are very flexible, but can go wrong on parts of the phase space 
where the points do not span the available space dimensions and where the inverse of 
the matrix involved in the solution of the minimization does not exist. Moreover, very 
often a large set of different linear maps is unsatisfying. Therefore many authors sug-
gested fitting global nonlinear functions to the data, i.e. to solve 
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where fp is now a nonlinear function in closed form with parameters p, with respect 
to which the minimization is done. The results depend on how far the chosen ansatz fp 
is suited to model the unknown nonlinear function, and on how well the data are de-
terministic at all. [26] A radial basis function (RBF) is a real-valued function whose 
value depends only on the distance from the origin, or alternatively on the distance 
from some other point xi, called a center, so that 
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Gaussian kernel is used in this analysis.  
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3 Analysis of Nitrogen Dioxide Concentration Time Series 

3.1 Input Data 

This study was based on daily averaged nitrogen dioxide concentration (NO2) data 
from Pardubice-Rosice from 1.1.2005 to 31.12.2011. We used the mean of this data 
set to fill in several missing values. The data were provided by the Czech Hydrome-
teorological Institute for a related diploma thesis that is aimed at nonlinear and chao-
tic behavior of air pollutants time series. Pardubice is the capital of the Pardubice  
Region and lies on the river Elbe, 100 km east of Prague (Fig. 1). 



372 R. Kříž 

 

Fig. 1. Map of Czech Republic 

 

Fig. 2. Daily averaged nitrogen dioxide concentration (NO2) data from Pardubice 

3.2 Calculation of the Time Delay and the Embedding Dimension 

In this chapter we will use the mutual information approach to determine the time de-
lay t and the false nearest neighbor method to determine the minimal sufficient em-
bedding dimension m. This approach is described in chapter 2.1. t is estimated from 
the graph in Fig. 3a. The first minimum of the mutual information function I(t) (2) 
marks the optimal choice for the time delay. Thus, the time delay t is 5. The embed-
ding dimension m is chosen using the “false nearest neighbors’” method, estimated 
from the graph in Fig. 3b. The minimum embedding dimension capable of containing 
the reconstructed attractor is that for which the percentage of false nearest neighbors 
drops to zero for a given tolerance level μ. Thus, the embedding dimension m is 7, but 
the value 6 can be sufficient. 
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Fig. 3. a) Mutual average information for the NO2 series b) Fraction of false nearest neighbors 
for the NO2 series 

3.3 Calculation of the Largest Lyapunov Exponents 

In this chapter we calculate the largest Lyapunov exponent as was shown above. We 
used the Rosenstein algorithm. The calculation of the largest Lyapunov exponent de-
pends on the estimation of the embedding dimension. The value of the largest Lyapu-
nov exponent was estimated at 0,0014 for embedding dimension 6 and 0,0013 for 
embedding dimension 7. A positive largest Lyapunov exponent is one of the neces-
sary conditions for chaotic behavior. Notice that the largest Lyapunov exponent is rel-
atively small. Consequently, the rate of NO2 concentration evolution is rather slow, 
showing that it is possible to accurately make a short-term forecast. 

3.4 Estimating the Correlation Dimension and the Kolmogorov Entropy 

In this chapter we estimate the correlation dimension. Relationship between the Gaus-
sian kernel correlation integral CG(ε) and radius ε on ln-ln scale with embedding  
dimensions m from 1 to 8 is shown in Fig 4. The saturation value of the correlation 
dimension for NO2 concentration time series is 4,77. The value of the Kolmogorov 
entropy nitrogen dioxide concentration time series was calculated at 7,26 for embed-
ding dimension 7.  

3.5 Results of the 0-1 Test for Chaos 

In this chapter we calculate the correlation coefficient as was shown in chapter 2.4. 
The value of the correlation coefficient was computed at 0,98. The correlation coeffi-
cient is near to 0 for non-chaotic data and near 1 for chaotic data. The value of corre-
lation coefficient 0,98 is closer to 1. Hence we can assume to chaotic behavior in the 
NO2 concentration time series. 
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Fig. 4. Ln CG(ε) versus ln(ε) plots for nitrogen dioxide concentration time series 

 

 

Fig. 5. Prediction (dash line) of nitrogen dioxide concentration time series using RBF and 
RMSE (dot line) 
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3.6 Prediction 

Finally we will compute predictions using a Gaussian radial basis function to fit glob-
al nonlinear functions to the data. Prediction is displayed in Fig. 5. with root mean 
square error (RMSE). Prediction is not ideal, but RMSE is always less than mean of 
all data set. 

4 Conclusions 

We have shown in this paper that the nitrogen dioxide concentration time series is 
chaotic and contains long memory. First, we computed the values of the time delay t 
= 5 and the embedding dimension m = 7. The estimated largest Lyapunov exponent is 
0,0013. If the correlation dimension is low, the largest Lyapunov exponent is positive 
and the Kolmogorov entropy has a finite positive value, chaos is probably present. 
The application of 0-1 test suggests the presence of chaos as well. From these estima-
tions it can be concluded that nitrogen dioxide concentration time series is chaotic. 
Finally we have computed predictions using a Gaussian radial basis function to fit 
global nonlinear functions to the data. In the future we would like to focus on the 
proper statistical significance for nonlinearity and on forecasting using neural net-
works. 
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Abstract. Fuzzy logic has had successful applications in risk management. 
There are different methods used as a support for risk decision making. The 
article deals with the fundamentals of fuzzy clustering method. The case study 
of the use of this method is presented on the loan risk prediction. The risk 
prediction plays an important role nowadays. 

1 Introduction 

The soft computing plays very important roles especially in risk management, 
because it helps to reduce risk that can lead to higher profits and to success in the 
competitive fight. There are many tasks in risk management where a clustering helps 
to make a correct decision making in business. A cluster analysis or a clustering is the 
task of grouping a set of objects in such a way that objects in the same group (called 
cluster) are more similar (in some sense or another) to each other than to those in 
other groups (clusters). Popular notions of clusters include groups with low distances 
among the cluster members. The application of the fuzzy logic model is realized on 
the case of loan risk prediction by means of fuzzy clustering. The fuzzy clustering 
could be use, not only neural networks or genetic algorithms. The program 
MATLAB® with Fuzzy Logic Toolbox is used. The fuzzy applications in economy 
and business are described in [1], [2], [4] and [5].  

2 Theory 

The fuzzy logic theory is described in many books such as [15], [16]. The fuzzy 
theory of clustering is mentioned in [3]. Cluster analysis or clustering is the task of 
grouping a set of objects in such a way that objects in the same group (called cluster) 
are more similar (in some sense or another) to each other than to those in other groups 
(clusters). 

In hard clustering, data is divided into distinct clusters, where each data element 
belongs to exactly one cluster. In fuzzy clustering (also referred to as soft clustering), 
data elements can belong to more than one cluster, and associated with each element 
is a set of membership levels. These indicate the strength of the association between 
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that data element and a particular cluster. Fuzzy clustering is a process of assigning 
these membership levels, and then using them to assign data elements to one or more 
clusters.  

One of the most widely used fuzzy clustering algorithms is the fuzzy c-means 
algorithm described in [3]. The fuzzy c-means algorithm attempts to partition a finite 
collection of n elements X={x1, x2, …. , xn} into a collection of c fuzzy clusters with 
respect to some given criterion. Given a finite set of data, the algorithm returns a list 
of c cluster centers where each element and a partition matrix W = wij  [0,1], i=1,2, … 
, n,  j = 1, 2, …. , c, where each element wij tells the degree to which element xi 
belongs to cluster cj. the fuzzy c-means aims to minimize an objective function. The 
standard function is 

 
                         

                                                                                                                 (1) 
  

 
this differs from the k-means objective function by the addition of the membership 
values uij and the fuzzifier m. The fuzzifier m determines the level of cluster fuzziness. 
A large m results in smaller memberships wij and hence, fuzzier clusters. In the limit 
m = 1, the memberships wij converge to 0 or 1, which implies a crisp partitioning. In 
the absence of experimentation or domain knowledge, m is commonly set to 2. The 
basic fuzzy c-means algorithm, given n data points (x1, x2, …. , xn), to be clustered, a 
number of c clusters with (c1, c2, …. , cn)  and m the level of cluster fuzziness with.  

In fuzzy clustering, every point has a degree of belonging to clusters, as in fuzzy 
logic, rather than belonging completely to just one cluster. Thus, points on the edge of 
a cluster may be in the cluster to a lesser degree than points in the center of cluster. 
An overview and comparison of different fuzzy clustering algorithms is available. 

Any point x has a set of coefficients giving the degree of being in the k-th cluster 
wk(x). With fuzzy c-means, the centroid of a cluster is the mean of all points, weighted 
by their degree of belonging to the cluster 

 
 

                                                                                                                 (2) 
 

 
The degree of belonging, wk(x), is related inversely to the distance from x to the 

cluster center as calculated on the previous pass. It also depends on a parameter m that 
controls how much weight is given to the closest center. The fuzzy applications in risk 
management are described in [13].  
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3 Risk Prediction 

The application of the fuzzy clustering is realized on the case of loan risk prediction. 
The solved risk management problem is based on sorting of customers according their 
parameters. In other words, we have to find the risk customer according it’s salary, 
loan add age. The data of the case study are following. The data are characterized by 
customer’s parameters such as Salary, Loan and Age. The data are represented by 17 
objects. See Table 1.  

Table 1. Cluster data 

Order Salary Loan Age

1 55000 0 45

2 11000 0 65

3 9500 0 63

4 8300 0 78

5 10800 100000 30

6 12300 0 54

7 12600 88000 26

8 15200 0 58

9 15500 0 52

10 8800 15000 20

11 4900 520000 19

12 6400 0 77

13 42000 0 48

14 10300 0 25

15 7400 0 79

16 13400 0 55

17 5200 900000 18

 
The output will be the classification of clients according their characteristic to 

clusters. The software MATLAB and its Fuzzy Logic Toolbox is used for the 
software applications. The example presents the objects recorded in MS Excel format 
in FCr.xlsx file. This task is solved by the program FCr.m. See Table 2. 
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Table 2. M-file FCr.m 

fd=xlsread('FCr.xlsx','data'); 
plot3(fd(:,1),fd(:,2),fd(:,3),'o','color','k','markersize',7,'LineWidth',2) 
title('Data');xlabel('Salary');ylabel('Loan');zlabel('Age') 
grid 
[center,U,objFcn] = fcm(fd,3); 
figure;plot(objFcn) 
title('Fitness Function Values') 
xlabel('Iteration Count');ylabel('Fitness Function Value') 
maxU = max(U); 
index1 = find(U(1, :) == maxU); 
index2 = find(U(2, :) == maxU); 
index3 = find(U(3, :) == maxU); 
figure 
center; c1='x' 
fd(index1,:); c2='d'  
fd(index2,:); c3='*' 
fd(index3,:) 
plot3(fd(:,1),fd(:,2), fd(:,3), 'o','color','k','markersize',7) 
hold on;grid 
stem3(center(1,1),center(1,2),center(1,3),'marker', 
'x','color','g','markersize',10,'LineWidth',2) 
stem3(center(2,1),center(2,2),center(2,3),'marker','d','color','r','markersize',10,'LineW
idth',2) 
stem3(center(3,1),center(3,2),center(3,3),'marker','*','color','b','markersize',10,'LineW
idth',2) 
view(30,30) 
line(fd(index1, 1), fd(index1,2), fd(index1,3),'linestyle','none','marker', '+','color','g'); 
line(fd(index2,1),fd(index2,2),fd(index2,3),'linestyle','none','marker', 'd','color','r'); 
line(fd(index3,1),fd(index3,2),fd(index3,3),'linestyle','none','marker', '*','color','b'); 
title('Loan Risk Prediction'); 
 

The program is started using the command FCr in the MATLAB program 
environment. The number of clusters is set up to 3. During the calculation the 
iteration count is displayed. When the calculation is finished the output results,  
the coordinates of centroids and assign of product to centroids are displayed. See 
Table 3.  
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Table 3. Results of calculation 

Iteration count = 1, obj. fcn = 366546304306.694340 
Iteration count = 2, obj. fcn = 169967938341.514860 
Iteration count = 3, obj. fcn = 65075451317.648163 
…… 
Iteration count = 33, obj. fcn = 57455801071.301353 
Iteration count = 34, obj. fcn = 57455801071.301315 
Iteration count = 35, obj. fcn = 57455801071.301308 
 
center =  1.0e+05 * 
      0.0513    8.0654    0.0002 
    0.1165    1.0997    0.0003 
    0.1580    0.0237    0.0006 
 
c1 = ♦ 
ans =     4900      520000          19 
           5200      900000          18 
c2 =  
ans =   10800      100000          30 
        12600       88000           26 
c3 =  
ans =   55000               0          45 
        11000               0          65 
           9500               0          63 
         8300               0          78 
        12300               0          54 
        15200               0          58 
       15500               0          52 
        8800        15000          20 
         6400               0          77 
        42000               0          48 
        10300               0          25 
          7400                0          79 
       13400               0          55 
 

The program displays the graph where each customer is represented by circle 
according its Salary, Loan and Age. See Fig.1.  
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Fig. 1. Three-dimensional graph – customers 

It is suitable to search the fitness function values dependent on number of iteration. 
The graph presents good process of iteration. See Figure 2. 

 

 
Fig. 2. Fitness function values 
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The results are presented by coordinates of clusters and assignment of customers to 
the clusters. A three-dimensional stem graph is drawn. See Figure 3. 

 

 
Fig. 3. Graph – customer’s clustering 

4 Conclusion  

The results are presented by centroids of three clusters marked ♦ , × , ∗   and 
assignment of goods to the clusters. The results presents the case where the cluster •  
includes the group of customers with low salary, of low age and high loan, the cluster 

∗ includes the group of customers with middle salary, of low age and middle loan and 

the cluster × includes the group of customers with various salary, of middle and high 
age and no loan. The fuzzy model enables to evaluate risk customers according their 
salary, loan and age. The tasks from practice lead to multi-dimensional ones, where 
their graphical presentation is impossible: the image of the solution is in a hyper 
sphere, for example the variables could be income, property, debt, sex, age, status, 
children, job, territory, religion etc. 

It was used other clustering methods in business field. The use of neural network 
clustering methods was described in [10] and genetic algorithm in [7]. The neural 
network method gives better results in comparison with genetic algorithms in the case 
when number of clusters is higher (more than five). The fuzzy clustering method is 
comparable with mentioned ones, but the main advantage is in the fact that the data 
elements belong to more than one cluster, and associated with each element is a set of 
membership levels. 
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There are other fuzzy applications in decision making in business [6], optimization 
in business [8], forecasting in business [9], in management [11], in finance [12] and 
planning [14].  

The example mentioned above is an application of the use of fuzzy logic for 
decision making of investors and managers in the field of loan risk prediction. The 
risk prediction plays an important role nowadays, but such applications, both 
successful and unsuccessful, are not published very often because of secrecy in the 
highly competitive environments among firms and institutions. 
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Abstract. Sensor fusion brings the advantage of combining data from various 
sensors and there by generating a more accurate prediction or estimation of da-
ta. Over dependency of sensor and estimation from unreliable data are the most 
challenging tasks in mobile robotics. In this paper, a framework of sensor fu-
sion technique is presented. The data from the multiple sensors are fused to-
gether and the parameters and crash time are estimated. The experiment results 
show that the sensor fusion technique provides solution to over dependency of 
sensor and problems with estimation of data from unreliable data. The tech-
nique finds application in obstacle avoidance and localization of mobile robots.  

1 Introduction 

For an autonomous mobile robot, the most challenging task is the perception of the 
environment using sensors. In most of the cases the robots tend to depend heavily on 
dedicated sensors, which often tend to be unreliable. So, for autonomous robots in 
fault tolerant applications, sensor fusion techniques help to perceive the environment 
in a better way. 

Sensor fusion is a technique by which the data from multiple sensors are fused to-
gether to get an exact information. The fusion of sensor data can be from redundant 
sensors or complementary sensors. The simplest case of sensor fusion is to combine 
the data from the sensors, by averaging the sensor reading, if all the sensors have 
same belief. If the sensors have different belief, a weighted average would help to 
some extent. However, this simple combining of sensor data would not work, when 
the system is complex or requires a precise data.  

A range of sensor fusion techniques are reviewed in [1,4,6].  Over the years, many 
techniques of sensor fusion have been emerged. Kalman Filter and Extended Kalman 
Filter are the most researched technique in sensor fusion for robotic navigation [2,3].   

This paper focuses on a simple sensor fusion technique of redundant sensors (IR 
range finder), in which data from multiple sensors are fused together to determine the 
three parameters, namely perpendicular distance from center of robot to the wall, dis-
tance to the wall and angle between the horizontal axis of robot and obstacle wall. 
Another important parameter which needs to be considered in applications like ob-
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stacle avoidance is the crash time, the time left before crashing in to the wall or ob-
stacle. The crash time can be predicted from the current velocity and acceleration of 
robot and distance to the wall from the robot. Some application of the proposed me-
thod is also presented. 

The paper is organized as follows: section 2 describes the calibration of the IR 
range finder, followed by mathematical modelling of the system in section 3. The de-
sign of the proposed system is stated in section 4, followed by experimental results in 
section 5 and conclusion in section 6.  

2 Characterization of IR Sensor 

SHARP IR sensor (GP2Y0A02) is chosen as the range sensor. The output voltage of 
the sensor is a nonlinear function of the distance between the object and the receiver. 
The distance value depends on a non-linear way from the sensor analogical value. The 
best function to fit the sensor curve is given by the expression:                                                     (1) 

Where x is the analog voltage output from the sensor, y is the distance to the object 
from the sensor. 

Fig. 1 shows the real acquired values and the result of best fit that makes it possible 
to compute the distance, measuring the analogical Sharp's value. The best relation was 
obtained optimizing, on MATLAB, the sum of the quadratic error between the real 
acquired values and the fitting curve. The parameters A,B and C are optimised by 
MATLAB lsqcurvefit function. 

       

Fig. 1. Plot of distance Vs ADC volt after curve fitting by lsqcurvefit  function in MATLAB 
(Comparison between actual data and fit data) 

3 Mathematical Modelling 

xk and yk are the points on the line (wall), where the IR sensor beam gets reflected. 
The parameters of interest are d,  and , where d is the distance from the robot to 
the wall, ,  is the perpendicular distance from the origin of the robot to the wall and 

 is the angle between horizontal axis of robot and axis parallel to the wall. 
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Fig. 2. Layout of sensor deployment  and  are the angle at which the IR sensors are mounted on the robot.  is 
the depth to the wall from the robot measured by sensor k. a,b and c are the distances 
from the axes of robot to the sensors as shown in Fig. 2.The parameters can be de-
rived from the following expressions.  

=   

 0 0 00 0 00 0 00 0 0    +                           (2) 

=   
 11                                         (3) 

This is in the form of, 

 ,     (4) 

Applying least square estimation (LSE) method to eq. (4)                               (5) 

               (6) tan                     (7) sin Π 2⁄                                     (8) 

From each pair of sensors the corresponding parameters can be calculated and 
these values can be represented as , where i,j,k represents the parameter (d,  or 

), first sensor and second sensor respectively. The variables m and n represents slope 
and intercept respectively.  
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4 Design of Sensor Fusion System 

Fig. 3 shows the basic design of sensor fusion system adopted in the paper. The first 
step is preprocessing of the signal acquired from the sensor. In this stage, a series of 
sample are averaged to get an initial rough data. Using this data ( , the parameters 

 are calculated using eq. (1) – (8). These set of parameter have to be validated, 
for knowing the reliability of the sensors. At the data validation stage, the data is vali-
dated and a weighing factor  is calculated. The following sections will explain the 
stages in detail.  

 
Fig. 3. Sensor fusion system 

4.1 Data Validation 

Data from the sensors has to be validated before proceeding to sensor fusion. The data 
from the sensor is only allowed to fuse, if it confirms certain criteria. The criteria are 
correlation coefficient and closeness coefficient. Correlation coefficient is given by 
the expression,  , k  ∑     ∑   ∑   ∑  ∑       ∑  ∑                       (9) , k  is the correlation of parameter  , calculated from sensor j and sensor k 
and N is the number of samples. Closeness coefficient [5] is given by the expression, 1    

                                                   (10) 

Where  is the parameter which allows choosing the data which are closer. 
When the new data (parameters) falls in a range, say magnitude of correlation coeffi-

cient is above 0.75 and closeness coefficient is less than 0.8, the data is selected. Other-
wise the data is rejected and not chosen for data fusion. This allows the system to 
choose only reliable sensor data by comparing with all the other sources. A weighing 
factor,  gives the weightage of each parameter, so that the corresponding parameter 
can either selected or rejected. This factor is calculated by the following expression 0,       1,       

, will help to choose the most reliable parameters for fusion, calculated from 
different sensors. 
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4.2 Sensor Fusion 

The parameters which confirms the criteria of data validation are selected and fused 
together [7] by the following expression 

   , ,
, ,                                     11     

Where is the final parameter,  is the variance and  is the parameter i, calcu-
lated from sensor j and k. 

 

Fig. 4. Flow chart of sensor fusion system 

Fig. 4 illustrates the process, step by step. For making the system faster, a variable 
N (period), is introduced to validate data on regular intervals, thereby avoiding the 
sensor validation process in each iteration. 

4.3 Prediction of Crash Time 

For autonomous robots, the time to crash is an important criterion. If robot can predict 
the crash time, it could avoid the obstacle by making the appropriate decision. The 
crash time can be predicted from the parameters estimated by sensor fusion. The crash 
time T, derived from basic laws of motion, is given by the expression 
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 2 2 tan Ø                             12  

Where v, a and z represents velocity of robot, acceleration of robot and width of 
the robot respectively. 

5 Experimental Results 

Experiments were conducted using Arduino Due board and Sharp GP2Y0A02, IR 
range finders.  Three IR range sensors were fixed on the front side of the robot with 
a=0, b=10, c=10, α=0 and β=5 ̊. Three sets of parameters were calculated from the 
sensor readings. As a first step the IR sensor data were preprocessed by averaging a 
sample set of 10. This data was then validated by using the correlation coefficient 
threshold as 0.75 and closeness coefficient as 0.8. If the data fall in the range of the 
criteria, it was selected to fusion. Three sets of data were then fused together as ex-
plained in section sensor fusion.  

 

Fig. 5. Comparison of fused and non-fused data a) parameter d, b) parameter dk, c) parame-
ter , where P(1,2) is the parameters calculated from sensor 1 and sensor 2, P(1,3) is the para-
meters calculated from sensor 1 and sensor 3 
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Several experiments were conducted by varying distances and angles. Fig. 5 shows 
the variation from actual data to fused and non-fused data from a series of experi-
ments. The fused data tends to follow more closely to actual data, compared to non-
fused data P(1,2) and P(1,3), which had larger variations. 

 

 

Fig. 6. Experiments with faulty sensors (Actual vs Observed and calculated variables) 

Experiments were also conducted by making one or more sensors faulty intention-
ally. Fig. 6 shows that even if sensor data is unreliable, the sensor fusion system is 
still able to estimate an accurate data. For example, in experiment 1, sensor 2 was 
made faulty and by fusing the data from all the three sensors, the system could reject 
the data from the sensor, identifying the reliability of sensor through data validation 
process, and estimate the data which was closer to the actual data. Crash time was al-
so predicted by measuring current velocity and acceleration of robot. 

It was noticed that, the proposed system performed better even in case of unreliable 
data from faulty sensors. Furthermore, the treat of over dependency of dedicated sen-
sors was also avoided to some extent, by making use of multiple sensors instead of 
dedicated sensor. This will allow the robots to perform better when working in un-
known dangerous environments. In another words the system works better where 
there is a requirement of fault tolerant system. 

The proposed system finds two applications in robotics. Firstly, in case of decision 
making during obstacle avoidance, where the parameter , can be used to take a right 
decision. For example, if the  is negative, the robot must take a LEFT turn and vice 
versa. The second application is localization of robot. The  will give a better orienta-
tion estimate with the help of multiple sensor input. The approximation from multiple 
sensor input will give more accurate estimate of orientation of the robot.  
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6 Conclusion 

The proposed system is modeled, simulated and tested in various environments. The 
results show that the system performs better by making use of multiple sensor inputs. 
The fusion of multiple sensor inputs allows the robot to work in fault tolerant applica-
tions. The system finds applications in obstacle avoidance decision making and loca-
lization (orientation estimate) of robots. When combined with absolute positioning 
sensors (GPS) or dead-reckoning sensors (IMU), the can be further extended to real 
world applications in robotics. 
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{jaroslav.marek,martin.svoboda,jana.heckenbergerova}@upce.cz

Abstract. The aim of this contribution is to present a possible ap-
proach how to estimate the unknown parameters yaw, pitch and roll by
regression models in transformation from the G-sensor coordinate sys-
tem to the vehicle system. The unknown angles can be determine from
acceleration vector measurement in coordinate system of sensor when
vehicle is parked and when it is accelerating in a forward direction. Es-
timation of rotation matrix based on a long-time measurement looks
like a simple task. But even small change of one acceleration component
or one measurement that does not meet the prerequisites (acceleration
only and only in a forward direction, plane ride) could mean significant
shift in estimators of unknown angles. Nonlinear regression model and
its linearization can help to improve uncertainty of estimated parame-
ters. Feasible solution could be provided as well by utilization of some
heuristic algorithms.

1 Introduction

The passengers safety is currently one of the most important issues that auto-
motive industry is dealing with. Operation of active protection systems against
the direct impact (airbags) is controlled pursuant with sensor data. Cars are fre-
quently equipped with a three-axes accelerometer (G-sensor) providing measure-
ments of actual acceleration vector. In the data processing many problems have
to be solved. One of them is the correct orientation of the G-sensor. Due to tech-
nical difficulties it is sometimes impossible to install the G-sensor consistently
with the vehicle coordinate system. Data transformation from the sensor coor-
dinate system, denoted as SY, to the vehicle system (SX) is therefore required.
Resulting acceleration data then correspond to the actual vehicle movement [1].

In this paper, rotation matrix is used for transformation of G-sensor coordi-
nate system. Therefore three independent rotation angles have to be estimated
from long-time sensor data. Because of the direct utilization in the automo-
tive industry, it seems to be wiser to use yaw, pitch and roll angles from flight
dynamics instead of Euler angles describing general spinning motion. We can
determine unknown angles from measurement of acceleration of parked vehicle
in coordinate system of sensor and from acceleration of vehicle in a forward
direction with plane ride. We suggest to utilize linear regression model for this
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estimation. Even small change in one acceleration coordinate in sensor system or
one measurement which does not meet the prerequisites (acceleration only and
only in a forward direction, plane ride) could mean significant shift in estimators
of unknown angles. Therefore proposed methodology can provide powerful tool
for G-sensor calibration and data validation.

Paper is divided into six main sections, the following one describes trans-
formation of coordinate system using rotation matrix and three major angles.
Sections 3 and 4 describe long-time time series and illustrate building of linear
regression model for statistical estimation of yaw, pitch and roll angles. Numer-
ical results are summarized in 5. The last section brings main conclusions and
outlines possible directions for future work.

2 Transformation of Coordinate System and Definition of
Yaw, Pitch and Roll Angles

In many problems we need to use different coordinate systems in order to re-
veal different vector quantities. In this section such a vector transformation is
described. We will show how the components of a vector are transformed when
the reference frame (vector basis) is changed [2].

Let us consider two different orthogonal, right-hand sided, reference frames
SX = {X1,X2,X3} and SY = {Y1,Y2,Y3}. A vector b in coordinate system
SY can be transformed to coordinate system SX by considering the 9 angles
that define the relationships between two systems. Transformation of vector
b = (b1, b2, b3) from SY to vector a = (a1, a2, a3) in coordinate system SX can
be written in matrix form as

a =

⎛⎝a1
a2
a3

⎞⎠ =

⎛⎝ cos(Θ11), cos(Θ12), cos(Θ13)
cos(Θ21), cos(Θ22), cos(Θ23)
cos(Θ31), cos(Θ32), cos(Θ33)

⎞⎠ ·
⎛⎝ b1

b2
b3

⎞⎠ , (1)

where a1, a2, a3 are components of the vector a in the SX coordinate system and
Θij are angles between the coordinate directions Yi and Xj . Transformation
matrix is usually denoted by T or R like in this case.

It is important to remark that only three of nine transformation angles Θij

are independent. Thus, the general orientation of a coordinate system can be
described by a sequence of three rotations about coordinate axis. One partic-
ular set of such rotations, called Euler angles, leads to description of general
spinning motion. In our case, because of the direct utilization in the automotive
industry, it seems to be wiser to use yaw, pitch and roll angles. These angles
are critical flight dynamics parameters and correspond to rotations in three di-
mensions about the vehicle’s center of mass. Roll represents the rotation about
x-axis heading forward, pitch shows the incline of rising or descending as rotation
about y-axis and yaw determines turning angle about z-axis directing down [3].
Rotation transformation matrices Rz,Ry and Rx are written as
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Rz(α) =

⎡⎢⎢⎣
cos (α) − sin (α) 0

sin (α) cos (α) 0

0 0 1

⎤⎥⎥⎦ ,Ry(β) =

⎡⎢⎢⎣
cos (β) 0 sin (β)

0 1 0

− sin (β) 0 cos (β)

⎤⎥⎥⎦ ,

Rx(γ) =

⎡⎢⎢⎣
1 0 0

0 cos (γ) − sin (γ)

0 sin (γ) cos (γ)

⎤⎥⎥⎦ ,

where α is yaw, β is pitch and γ is roll. Resulting transformation matrix R is
given by step by step rotation about x, y and z-axis so it can be written in form:

R = Rz ·Ry ·Rx, (2)

where
R1,1 = cos (α) cos (β) ,
R1,2 = − sin (α) cos (γ) + cos (α) sin (β) sin (γ)
R1,3 = sin (α) sin (γ) + cos (α) sin (β) cos (γ) ,
R2,1 = sin (α) cos (β) ,
R2,2 = cos (α) cos (γ) + sin (α) sin (β) sin (γ) ,
R2,3 = − cos (α) sin (γ) + sin (α) sin (β) cos (γ) ,
R3‘,1 = − sin (β) ,
R3,2 = cos (β) sin (γ) ,
R3,3 = cos (β) cos (γ) .

Transformation matrixR is therefore a function of unknown rotation parameters
α, β, γ. Our milestone is estimation of these angles from G-sensor data. Statistical
methodology using regression model will be described in following sections.

3 Measurements and Direct Estimation of Rotation
Angles

Datasets provided to us by automotive industry facility contain measurements
Y0 = [x0, y0, z0]SY of parked vehicle accelerations in G-sensor coordinate
system and G-sensor measurements Yi = [xi, yi, zi]SY∀i = 1, . . . ,M of accel-
erating vehicle during regular ride. In vehicle coordinate system these mea-
surements correspond to the vector U0 = [0, 0,−G]SX for parked vehicle and
Uj = [Aj , 0,−G]SX∀j = 1, . . . , N for vehicle accelerating in a forward direc-
tion with plane ride. Other G-sensor measurements can not be used for rotation
angles estimation and have to be filtered from original time series.

From the acceleration data can be constructed the time series (x1, x2, . . .,
xM )′, (y1, y2, . . . , yM )′, (z1, z2, . . . , zM )′ as we illustrated in figures 1 and 2. The
first figure shows whole time series for vehicle ride. It is clear that a huge part
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of data do not meet the prerequisites (acceleration only and only in a forward
direction, plane ride). Such data have to be filtered before rotation parameters
estimation. In second figure, filtered acceleration time series are visualized. These
data are used later in regression model.
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Fig. 1. Acceleration data: solid line for x-coordinate, dash line for y and dash-dot
line for z. The regular vehicle ride that takes a few minutes and does not meet the
prerequisites about forward direction.

07:44:49.79 07:44:54.94 07:45:00.09 07:45:05.23
−15

−10

−5

0

5

10

15

time

a
c
c
e
l
e
r
a
t
i
o
n
 
i
n
 
m
/
s
2

 

 

x
j

y
j

z
j

Fig. 2. Filtered acceleration data: solid line for x-coordinate, dash line for y and dash-
dot line for z. The vehicle ride that meets the prerequisites about forward direction at
a plane ride.

The transformation between the G-sensor and vehicle coordinate systems is
defined by the vector parameter Θ = (α, β, γ)′ of rotation matrix R:

φ(Yj ,Θ) = R(Θ) · (xj , yj , zj)
′ = (Aj , 0,−G)′, j = 0, 1, . . . , N. (3)
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The forward acceleration Aj can be evaluated from formula

Aj =
√
(xj − x0)2 + (yj − y0)2 + (zj − z0)2, (4)

and value of constant G can be estimated using formula

Ĝ =
√
x2
0 + y20 + z20 .

From filtered datasets, angles yaw, pitch and roll can be directly estimated
from transformation equation (3) as:

β̃j = asin
z0 − zj
Aj

, γ̃j = acos
−z0

G cos(β)
, α̃j = acos

xj − x0

Aj cos(β)
. (5)

The quality of such estimators is very low. Moreover a problem with argument
of inverse trigonometric function, that do not lie in its definition domain, can
frequently occur.

4 Regression Model

Our goal is to find the estimators of the unknown angles yaw, pitch and roll
based on the G-sensor measurements using the regression model.

We have to estimate unknown parameters of rotation matrix in floating win-
dow. It means that Y0 and four consecutive measurements Yj , Yj+1, Yj+2,
Yj+3, j = 1, . . . , N − 3 are used for estimation evaluation of parameters αj ,
βj , γj . Results are then visualized as angular time series of these estimators for
j = 1, . . . , N − 3.

We will get the model of indirect measurement of the vector parameter in the
nonlinear form (3). After linearization, cf. [4] we can write our model in form of

Y ∼15

(
FΘ, σ2V

)
, (6)

where Y = (Y0,Yj ,Yj+1,Yj+2,Yj+3)′, Θj = [α, β, γ]′ is the vector of the
unknown parameters,

{F}i· =
(
∂φ(xi, yi, zi,Θ

0)

∂α
,
∂φ(xi, yi, zi,Θ

0)

∂β
,
∂φ(xi, yi, zi,Θ

0)

∂γ

)
, (7)

is the known design matrix and the value of σ = 0.2 has been adopted from the
documentation protocol of the measurement device.

The observation vector is then in form of

(ξ −Θ0) =

⎛
⎜⎜⎜⎜⎝

Y0 − φ(Y0,Θ0)
Yj − φ(Yj ,Θ0)

Yj+1 − φ(Yj+1,Θ0)
Yj+2 − φ(Yj+2,Θ0)
Yj+3 − φ(Yj+3,Θ0)

⎞
⎟⎟⎟⎟⎠

(8)
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with the variance matrix given by

Var
(
(ξ −Θ0)

)
= σ2V,

V = Diag((1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2)).

Theorem 1. BLUE

δ̂Θ =
(
F′V−1F

)−1
F′V−1(ξ − f0) ∼ N3

[
δΘ;σ2

(
F′V−1F

)−1
]
. (9)

Proof. See [5].

In the same manner it is possible to study estimator of parameters in a two
stage regression model, where we must respect uncertainty in connecting mea-
surement of vector Y0. Further details about this problem can be found in [6].

5 Numerical Results

An important criterion for choosing suitable part of the acceleration measure-
ment is stability of a sequence of measurements.

Since we have time series of parked vehicle acceleration measurements, we
can evaluate the observation vector Y0 = (0.1077, 0.2154,−10.1769)’ and its
covariance matrix

Var(Y0) =

⎛⎝0.0199, 0.0047, 0.0006
0.0047, 0.0062, 0.0028
0.0006, 0.0028, 0.0138

⎞⎠ .

After selecting one time step, e.g. j = 30 with corresponding time 07:44:48.76,
we can compute following rotation vector estimators and variance matrix

Θ̂ = (139.54, 12.29,−2.66)′, Var(Θ̂) =

⎛⎝ 9.6060, −1.2354, −4.6169
−1.2354, 0.3859, 0.6035
−4.6169, 0.6035, 2.4718

⎞⎠ .
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Fig. 3. Estimators of angles yaw, pitch and roll. The ride, which takes a few minutes
and which does not meet the prerequisites (acceleration only and only in a forward
direction, plane ride).
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Fig. 4. Estimators of angles yaw, pitch and roll from filtered dataset, where the pre-
requisites are fulfilled.

Angular time series of yaw, pitch and roll estimators, illustrated in Fig. 3 and
4, evidently show that estimators of rotation angles are not identical. Mean value
of time series of yaw, pitch and roll estimators through whole time period are
α̂ = 142.92, β̂ = 21.63, γ̂ = −3.39.

Analyzed acceleration time series does not provide consistent value of rotation
angles yaw, pitch and roll. Using described model, we can only estimate their
mean and variance. Illustrating boxplots are depicted in figure 5.

Feasible solution could provide some heuristic algorithm. In our case, function

3∑
j=1

(
(R(α, β, γ) ·Y0)− (0, 0,−G)′

)
j

(10)

was minimized on area centered in averages and bounded by standard deviations.
Resulting approximation of minimum was α̃ = 120.21, β̃ = 0.16, γ̃ = −1.47.
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Fig. 5. Boxplot for estimators of angles yaw, pitch and roll obtained from regression
model.
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6 Concluding Remarks

In this paper, time series of acceleration data are analyzed. Datasets provided by
automotive industry facility contain acceleration vector measurements of parked
vehicle and accelerating vehicle during regular ride in G-sensor coordinate sys-
tem. Main task is to estimate rotation angles yaw, pitch and roll, so the time
series can be transformed and represented in vehicle coordinate system.

Rotation transformation matrix can be estimated using regression model,
when data fulfill the movement condition (acceleration only and only in a for-
ward direction, plane ride). This condition is barely fulfilled during the whole
analyzed time interval as illustrated in figure 1. Moreover the estimators of angles
are varying a few grades because of data dispersion.

The fluctuation of the three rotation angles is however evidently higher than
these conditions would lead to. In spite of that, our estimators of angles yaw,
pitch and roll received form the regression model show a lower dispersion than
arithmetic mean of directly counted angles by formulas (5).

Application of heuristic algorithms on minimization problem of a criterion
function (10) introduced in the last paragraph shows the new approach to given
problem and leads us in our research to different directions.
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4. Kubáček, L.: On a linearization of regression models. Applications of Mathematics

40(1), 61–78 (1995)
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6. Kubáček, L., Marek, J.: Partial optimum estimator in two stage regression model

with constraints and a problem of equivalence. Math. Slovaca 55, 477–494 (2005)

http://ocw.mit.edu/courses/aeronautics-and-astronautics/16-07-dynamics-fall-2009/lecture-notes/MIT16_07F09_Lec03.pdf
http://ocw.mit.edu/courses/aeronautics-and-astronautics/16-07-dynamics-fall-2009/lecture-notes/MIT16_07F09_Lec03.pdf


 

I. Zelinka et al. (eds.), Nostradamus 2014: Prediction, Modeling and Analysis  
of Complex Systems, Advances in Intelligent Systems and Computing 289,  

401

DOI: 10.1007/978-3-319-07401-6_40, © Springer International Publishing Switzerland 2014 
 

Multi-Channel Multi-Objective Routing Metric  
for Vehicular Ad-hoc Networks 

Peppino Fazio1, Cesare Sottile1, Mauro Tropea1,  
Floriano De Rango1, and Miroslav Voznak2 

1 D.I.M.E.S. Department  
University of Calabria  

87036, Rende, Italy  
2 Department of Telecommunications  
VSB-Technical University of Ostrava 

708 33 Ostrava, Czech Republic 

Abstract. Nowadays, distributed mobile wireless computing is becoming a very 
important communications paradigm, due to its flexibility to adapt to different 
mobile applications. Routing operations assume a crucial importance in system 
optimization, especially when considering dense urban areas, where interfe-
rence effects cannot be neglected. The implementation of new routing protocols 
becomes challenging in Vehicular Ad-Hoc NETworks (VANETs) so, at this 
aim, we propose a vehicular routing scheme in which the available channels are 
managed for optimizing a considered composite metric for multi-channel 
transmissions, which takes into account different parameters (multi-objective). 
Network Simulator 2 (NS2) has been employed to validate the Multi-Channel 
Multi-Objective Distance Vector (MCMO-DV), showing how it outperforms 
classical approaches in terms of throughput, packet delivery ratio, and over-
head. 

1 Introduction  

In the last years, many efforts have been made in the mobile computing research field; 
in particular, the IEEE 802.11 standard completely dominates the market. In wireless  
networks, nodes are free to move randomly and organize themselves arbitrarily; thus, 
network topology may change rapidly and unpredictably. VANETs provide wireless 
communication among vehicles and vehicle-to-Road-Side-Units (RSU) equipments. 
RSU construct the infrastructure of the VANETs using wired and wireless communi-
cations among each other. Communication performance strongly depends on how the 
routing takes place in the network: the existing routing protocols for VANETs are not 
so efficient to meet the needing of every traffic scenario, since the high degree of mo-
bility and propagation phenomena have a high impact on system performance. In this 
paper, the multichannel characteristic of VANET devices is considered, in order to 
improve system performance in terms of routing optimization. In fact, in a distributed 
multi-hop architecture, a mobile node may potentially find multiple routes for a given 
destination and, when it evaluates the network topology through its routing table, the 
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availability of different channels may enhance the quality of communication if prop-
erly exploited. The main aim of this work is to introduce this feature when consider-
ing classical routing metrics. In detail, a new routing protocol for interference reduc-
tion and link-duration enhancement is proposed for VANET environments, taking the 
advantage of a dynamic allocation of the Dedicated Short Range Communications 
(DSRC) spectrum, in order to reduce interference level among mobile nodes and to 
increase the overall link stability in the considered network. The proposed scheme can 
be integrated with different already-implemented routing protocols and its metric take 
into account the best values of Inter-Channel Interference (ICI), Link Duration Proba-
bility (LDPROB) and Hop Count (HCNT). So, MCMO-DV aims at choosing different 
channels along the path from a source to a destination, obtaining a global metric mi-
nimization for the considered connection. This paper is organized as follows: Section 
2 presents an in-depth overview on state-of-the-art routing in VANET; Section 3 of-
fers a deep description of the proposed idea, then Section 4 shows the obtained re-
sults. Finally, Section 5 concludes the paper. 

2 Related Work 

In literature for VANETs many authors have proposed some routing schemes, but 
most of them lack the employment of the multichannel availability of mobile devices. 
In [1], DIR protocol constructs a series of diagonal intersections between the source 
and destination vehicle. The DIR protocol is based upon the geographic routing pro-
tocol in which source vehicle geographically forwards the data packets towards the 
first diagonal intersection, second diagonal intersection and so on until the last di-
agonal intersection and finally geographically reaches to designation vehicle. In [2] 
the authors proposed the ROMSGP algorithm. It is an integration of the receive on 
most stable path (ROMSP), with the grouping of nodes according to their velocity 
vectors, as previously demonstrated, with certain modifications to suit it to the 
VANET scenario. For example, the non-disjoint nature of ROMSP is not considered 
due to the strict mobility pattern of VANET networks The effects of mobility are also 
considered in [3], in which a new metric is introduced in order to proactively adapt to 
a constantly changing topology. The scheme proposed by Sofra et al. considers the 
life-time of a link and the forwarding operation is carried-out on the basis of how 
much a link can be considered stable during routing operations. Link duration is  
evaluated by a precise mobility model, able to capture the trend of link degradation 
fluctuations. The authors have shown how introducing some fragmentation approach-
es, network performance can be improved, also in terms of delivery ratio. In our pre-
vious works [4], [5], [6], [7],[8]  an enhancement of On-demand Distance Vector pro-
tocol has been proposed, in terms of metric optimization. In particular it has been 
modified in order to take consideration of the availability of different transmission 
channels with an integrated metric, which takes into account the interference level 
over the different channels. In particular, it allows the management of the multi-
channel capability of the WAVE standard at the routing layer through a higher-level 
channel selection, which is based on a interference-aware algorithm. 
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3 Problem Statement and Proposed Protocol Scheme 

This paper focuses its attention on the enhancement of routing operations in VA-
NETs, taking into consideration both neighbors’ interference level and link duration, 
in addition to classical hop-count term. The proposed idea, called Multi-Channel Mul-
ti-Objective Distance Vector (MCMO-DV), is general and does not depend on the 
considered routing protocol. It can be integrated with the majority part of existing 
routing protocols and it is based on analysis of interference dynamics for choosing an 
appropriate transmission channel in order to minimize the interference; periodical re-
fresh, in order to evaluate the updated interference value available on each channel; 
definition of Link Duration Probability (LDP), in order to choose more stable paths; 
transmission of synchronization packets in order to advise the receiving node of a new 
channel selection. 

We consider a vehicular scenario in which each node participates to routing opera-
tions as in classical ad-hoc networks. Let us consider the VANET topology illustrated 
in Fig. 1. Let V={v1,…,vn} be the set of vehicles (vehicular nodes or vertex) in the 
network, with ||V||=n and E={e1,…em} be the set of direct peer-to-peer links, with 
||E||=m and ek=(vh,vk), vh,vk∈V. Let CHAN={c1,…cp} be the set of available channels 
in DSRC spectrum, with ||CHAN||=p. A path discovery phase is initiated each time a 
source node vi∈V needs to transmit to a destination node vj∈V. 

 

Fig. 1. An example of a typical VANET scenario 

Our proposed protocol scheme aims at finding the best path in terms of interfe-
rence, hop-count and link-duration (for example vi-v2-v4-v6-vj), basing the choice of 
next-hops on a new defined metric. We hypothesize that: 

– When a new node enters into the network it discovers its neighbors by broad-
casting HELLO messages;  

– The source node initiates the path-discovery phase by broadcasting a Route 
REQuest (RREQ) packet to its neighbors; if a neighbor has a route to the de-
sired destination, then it sends a Route REPly (RREP) back to the source; oth-
erwise the RREQ is forwarded again; 
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– All the nodes transmit at the same power level Pt, independently on the chosen 
channel and each node knows the power level of the received signal on each 
available channel. 

When dealing with wireless communications (especially in vehicular environments), 
classical metrics become inadequate, since they do not consider all the negative ef-
fects that are present when paths from sources to destinations are built. If only the 
hop-count is considered, the obtained paths may suffer huge interference levels and/or 
short duration and, on the contrary, minimizing the interference may bring the consi-
dered protocol to obtain longer paths with scarce duration. In [3] and [4] the impor-
tance of link-duration and link-interference has been remarked, so we propose a new 
multi-objective metric that takes into consideration interference, link-duration and 
hop count parameters.  

3.1 The Main Terms of MCMO-DV 

This work focuses the attention on the proposal of a new multi-objective metric which 
combines inter-channel interference, link-duration probability and hop-count parame-
ters. We are not interested now on how protocol signaling packets should be changed 
in order to take into account the new concepts; the main attention, instead, is focused 
on the definition of the key elements of a new metric. Each node vi∈V  has to evaluate 
the metric related to each possible next-hop, so the terms are now defined. 

3.1.1 The Hop CouNT (HCNT) Term 
This is the classical term, used in the majority part of routing protocols. It simply 
counts the number of hops that belong to a particular path. If PathV(vi,vj)={vi, v2, v3, 
…, vp-2, vp-1, vj} with ||PathV(vi,vj)||=pi,j is a path (expressed in terms of vertex) from vi 
to vj, then each node vk∈PathV(vi,vj) knows the hop-count toward vj on  PathV(vi,vj); in 
particular, node vi will know the HCNT on PathV(vi,vj), which can be expressed as: 

( ) ( ) jijiVjiVCNT pvvPathvvPathH ,||,||],[ ==                       (1) 

3.1.2 The Link Duration Probability (LDP) Term 
This is the term that takes into account the reliability of a link in terms of duration. If 
PathE(vi,vj)={(vi,v2),(v2,v3), …, (vq-2,vq-1),(vq-1,vj)}={e1,…,eq} with ||PathE(vi,vj)||=qi,j is 
a path (expressed in terms of edges) from vi to vj, with ek∈E then, for each edge ek, in-
volving the couple of nodes on the link (vh, vk), it can be written as in [9].  

At this point, the sensitivity of the receiver can be defined though a threshold of the 
attenuation level βth, that is to say a link among a couple of VANET nodes on the 
edge ek is still valid if βek≤βth and  the probability of this event can be written as [9]: 
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Given PathE(vi,vj), then the link-duration probability on a path, 
LDPROB[PathE(vi,vj)], can be evaluated as: 

        ),(,)()],([
,

jiEk

q

k
kPROBjiEPROB vvPatheeLDvvPathLD

ji

∈∀∏=
=1

 (6) 

3.1.3   The Inter-Channel Interference (ICI) Term 
The interference contribution is derived from the expression of the received power, 
for all the available channels. It strictly depends on the transmission power and radio 
propagation phenomena. Using the theory of [10], [11] for DSRC channels, it can be 
written that:  

    )]log()log()log()log([)log(),( rtrtijjiloss hhGGdvvP ⋅+⋅+⋅+⋅−⋅= 2020101040            (7) 

which indicates the loss in signal strength (in dB) among the couple of nodes 
vi,vj∈V. The terms Gt and Gr are the TX and RX antenna gains respectively, while ht 
and hr are the TX and RX antenna heights. From eq. 7, the expression of the received 
signal strength (in dB) by node vi, for the signal transmitted by node vj, on channel 
cl∈CHAN can be easily written as follows: 

),(),,( jilosstljir vvPPcvvP −=                                        (8) 

where Pt is the transmission power (the same for each node on each channel). In 
real environments, the value of Pr can be easily evaluated via HW, but for our simula-
tion purposes, the expression of eq. 8 is very suitable. It can be used for accounting 
path-loss effects, that are dominant in VANET environments,  because channel cod-
ing and frequency interleaving make the bit error performance of an OFDM link in a 
frequency-selective channel depend more on the average received power than on the 
power of the weakest subcarrier. From the value of eq. 8, the expression of the ICI 
term for node vi on channel cl is obtained as follows: 

=
||)(||

),,(),(
ivadjacents

j
ljirli cvvPcvICI                                       (9) 

where adjacent(vi) is the set of nodes adjacent to vi. At this point, each node vi can 
evaluate the best value of ICI associated to a particular channel: 

,                                                                 (10) 

3.1.4 The Proposed Scheme for Routing in VANETs 
As in the previous sub-sections, let us hypothesize that node vi has to transmit data to 
node vj (vi, vj ∈V) and the considered routing protocol allows the utilization of RREQ-
RREP mechanism to discover all the available paths from vi to vj. When a RREQ 
packet is forwarded by an intermediary node vI∈V which participates to routing op-
erations, the information about ICIMIN(vI) evaluated in eq. 10 is inserted into the  
message. When a RREP is created by an intermediary node vI∈V, which has know-
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ledge of a path towards destination, the value of the HCNT is appended into the packet 
(our attention is not focused now on how a packet is modified in order to give each 
node the knowledge of the considered parameters), giving to the previous hop, indi-
cated with vI-1, the knowledge of ICIMIN and HCNT. Thus, through the exchange of 
RREQ and RREP messages, a set of paths P from vi to vj is discovered and, for each of 
them, the source node can evaluate the hop-count HCNT=pi,j (from eq. 1), the average 
ICIMIN, denoted with ICIMIN, and the average probability of path duration, denoted 
with LDPROB[PathE(vi,vj)]: 

,                                                                 (11) 

where ICIMIN(vI) is the ICI value obtained through eq. 10 for the intermediate node 
vI. Eq. 12 shows that LDPROB is evaluated on PE(vi,vj) by considering the minimum 
probability, which represents the bottleneck of PE(vi,vj) in terms of link duration. After 
the node vi received all the RREPs from its neighbors, it knows the set of paths P to-
ward vj and all the related values of HCNT, ICI and LDPROB, through the expressions of 
eq. 1, 11. At this point the metric for the MCMO-DV has to be defined adequately, as a 
multi-objective function: 

(12) 

where mHCNT, mICI and mLDPROB are three normalized terms related to the expression 
of the parameters, defined by using the following definitions: 

,                                                                 (13) 

(14) 

So, the terms mHCNT, mICI and mLDPROB in eq. 12 can be rewritten as follows: 

(15) 

where the terms in the metric have been normalized, in order to be comparable. At 
this point, when node vi has to choose among different paths to destination in the set 
P, it chooses the one for which: 

(16) 

The proposed protocol, now, has three degrees of freedom (γ1 called ICI weight, γ2 
called HC weight and γ3 called LDP weight), which have to be set adequately. Next 
section shows some considerations about them. Before observing performance evalua-
tion, it must be said that, due to the presence of mobility and wireless phenomena, 
some degradations are dynamically introduced into the system so, once the optimal  
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channels have been chosen for data transmission, they have to be checked and re-
freshed each Δ amount of time, verifying if some better conditions (in terms of chan-
nels and paths) exist. If a change is needed, a node, which is aware of new channels 
conditions, sends a Change-REQuest packet (CREQ) to its neighbor, then waits for the 
acknowledgement Change-REPly (CREP).  

4 Performance Evaluation 

NS-2 has been used to integrate the proposed idea with different existing protocols. 
An example on how the signaling packets are changed in order to take into account 
the additional fields can be found in [4]. The C4R mobility generator, which 
represents a powerful extension of [12] with a user-friendly GUI, has been used to 
create mobility log-files. Differently from [13], we are not considering only a Man-
hattan scenario, but different urban scenarios have been taken into account, in order to 
deal with more effective maps: without loss of generality, we illustrate the results ob-
tained for the centre of Rome. We considered a transmission rate of 3Mbps. The op-
timal values of some simulation parameters have been determined through different 
campaigns of simulation: the number of concurrent connections has been fixed to 15, 
Δ  has been fixed to 60ms, while the values of γi have been chosen by considering the 
following figures. In particular a first addicted campaign of simulations has been car-
ried out, with a number of network nodes equals to 50, in order to evaluate protocol 
performance (in terms of Packet Delivery Ratio PDR and Throughput) by considering 
different values for γi belonging to the set of values {0.2, 0.4, 0.6, 0.8}.It is demon-
strated that, fixing the values of γ2, there are some values of γ1 and γ3 that lead to max-
imum values on the surfaces. So, it can be concluded that if a higher weight is given 
to the Interference term and to the link duration probability (γ1=0.2 γ2=0.4 γ3=0.8), 
then the system will observe a higher percentage of correctly delivered packets. 
Likewise the average system throughput, an optimal value can be obtained for the 
configuration γ1=0.2, γ2=0.4, γ3=0.8, for which the maximum performance is ob-
tained. The figures are not shown due to space limitations. At this point, the mMCMO-DV 
metric is completely defined and it can be used to evaluate the performance of the 
proposed protocol scheme. We compared the MCMO-DV scheme to AODV single 
(only one transmission  channel is used as in the traditional definition), AODV multi 
(multiple transmission channels are chosen randomly), GPSR and OLSR (both with a 
single transmission channel). Simulation parameters are the same of the previous 
campaign, but in this case the number of mobile vehicles  varies from 40 to 100. From 
Fig. 2 and Fig. 3, it can be noticed how the MCMO-DV outperforms the other proto-
cols in terms of PDR and Aggregated Throughput (the sum of the throughputs of all 
connections): introducing a composite metric, interference level and link duration are 
taken into account, so more stable paths are chosen, reducing the probability of packet 
loss and retransmissions. So, this is evident when considering the percentage of cor-
rectly delivered packets and system throughput. 
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5 Conclusions 

In this work a new scheme for routing in VANETs, dedicated to the optimization of  
path-length, interference level and link duration is proposed. It is based on a dynamic 
allocation mechanism of the DSRC spectrum, aimed at the reduction of the inter-
channel interference and maximization of link duration, two key issues in vehicular 
environments. A new composite multi-objective metric, based on the evaluation of in-
terference levels, path lengths and link duration along the different links from sources 
towards destinations has been proposed. Through an NS2 implementation of the 
IEEE802.11p standard, with the simulation of vehicles mobility in a urban environ-
ment, it has been shown that the proposed idea enhances classical protocols perfor-
mance in terms of throughput and packet delivery ratio, despite of a slight increase in 
protocol overhead and delay.  
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Abstract.The paper deals with the area of Internet School Experimental System 
(ISES) remote experiments in general and its core module called ISES Measu-
reserver®. In particular ISES Measureserver® is, in fact, a finite state machine, 
serving for the measured data accumulation, processing and providing commu-
nication in the server-client system. Recently, we replenished ISES Measure-
server® by a new functionality, namely diagnostics of the connected to the RE 
physical hardware, using the artificial intelligence solutions. 

In the introduction, the state of the art of ISES remote experiments is de-
scribed. In the next chapter a consideration for the applying of proper artificial 
intelligence method to improve the Measureserver® reliability is made. We fo-
cused on the cognitive Fault Diagnosis System (FDS) intended for distributed 
sensor networks. FDS makes advantage of spatial and temporal relationship 
among sensors connected to RE physical hardware to give the information for 
reduction of the influence of failures, ill effecting the Measureserver® function-
ing. The lower layer uses Change Detection Test (CDT) based on Hidden Mar-
kov models (HMM) configured to detect variations in the relationships among 
couples of sensors. Changes in the HMM are detected by inspecting the corres-
ponding likelihood. The output information provided by the CDT lower layer is 
then passed to the cognitive higher layer collecting information to discriminate 
among faults, changes in the environment and false positive. 

The intended improvement is the increase of the reliability, monitoring of the 
state and the fast remedy of the functioning of remote experiments in case of mal-
function.Proposed diagnostics solution will contribute to improvement to remote 
experiments reliability and to a wider acceptance of this new ICT technology. 

Keywords: ISES, Measureserver®, Fault Diagnosis System, Change Detection 
Test, Hidden Markov model, remote experiment, sensor network. 

1 Introduction 

The conventional approach of teaching methods, oriented at students at secondary 
schools and universities, are quite outmoded and not so broadly popular to understand 
taught scientific themes. The contemporary students demand higher level teaching 



412 M. Gerža, F. Schauer, and I. Zelinka 

methods, which help them to perceive phenomena in better way in the field of phys-
ics, biology, chemistry and others. Educational materials accessibility is important as 
well, especially for distant students who frequently prefer studying scientific themes 
via Internet. These obvious advantages are provided by remote experiments (RE) built 
on ISES, which have been designed and developed for educational purposes by 
Charles University in Prague. After some time, ISES RE have been improved on a 
higher level educational tool by Tomas Bata University in Zlín called EASY 
REMOTE-ISES (ER-ISES) [1]. 

ISES RE consist of six constitutive hardware and software modules presented in 
Fig 1. More details about ISES RE are available in [1]. 

 

   

Fig. 1. Schematical arrangement of ISES RE [1] 

2 Artificial Intelligence Implementation 

Let us find a theoretical solution for the operative mechanism of ISES Measureserv-
er® with respect to its diagnostics to reduce faults coming from sensors of the RE 
physical hardware, using the artificial intelligence (AI) approach. 
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Sensors monitoring a real environment are prone to faults or aging, ill affecting 
ISES RE functioning, or even fallout of the whole apparatus. In turn, the permanent or 
transient faults can influence sensors functioning already used, causing functional er-
rors in the RE processing chain. Such erroneous information may exert strong side ef-
fects on the subsequent control chain leading to wrong decisions and inappropriate 
control actions. 

Fault Diagnosis System (FDS) should play an important role of supervising the 
process operations for the purpose of detecting, isolating and identifying a potential 
fault and design possible accommodation actions. The main components of FDS are 
derived from the comparison of the running and model data of functioning. Model da-
ta, often unavailable, is often substituted by the data, generated by the RE physical 
hardware. 

When a change with respect to the model is detected by applied FDS, the follow-
ing situations might arise [2]: 

• Model change: The used model is no longer representing the current data due to 
the model approximation deficiencies, 

• Change in the environment: The environment is a time variable quantity and the 
trained model is no more able to explain the data, 

• Fault: The sensor or its electronic unit is affected by a fault inducing an error. 

Published solutions for FDSs of sensor networks do not generally allow distin-
guishing between faults and environment changes [5]. Moreover, in the original mod-
el bias is considered negligible, which is hardly acceptable hypothesis in many appli-
cations. However, a cognitive FDS may influence sensor data streams. This type of 
FDS already recognizes the model bias existence during measurements and proposes 
a method for discriminating between faults and changes. 

Let us further attempt to propose a solution for FDS design, based on the AI 
processes, introducing functional dependency graphs and information related to spa-
tial and temporal relationships among sensor data streams. 

2.1 Functional Concept 

Hidden a-priori information concerning spatial and temporal relationships among 
proposed sensor data streams is exploited, leading to a functional dependency graph 
where nodes are the used sensors and arcs are associated with the sensor-to-sensor 
functional relationship. In particular, for each used sensor couple, Hidden Markov 
model (HMM) is designed which gives the parameters of linear time invariant (LTI) 
model approximating the relationship. As such, spatial redundancy is modeled with 
HMM operating in the parameter space of linear time invariant dynamic models, em-
bedding the time dependency. When the likelihood between the HMM-based learning 
machine and the new incoming data stream falls below a preset threshold (which can 
be inserted by the teaching process), a change is detected by the HMM-based Change 
Detection Test (CDT) at the detection layer. The cognitive layer of FDS, activated in 
response to a change, starts alarm raised by the CDT, discriminates time variant and 
bias faults using the dependency graph of the network. At the same time, it allows us 
for isolating the fault for a possible subsequent accommodation phase [2]. 
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It is important to mention, HMM are the most popular means of temporal classifi-
cation. They are effectively applicable in many areas like cryptanalysis, handwriting, 
gene prediction, and speech and gesture recognition. In other words, HMM is a va-
riant of Finite State Machine (FSM), but in contrary to FSM they are not determinis-
tic. A normal FSM generates deterministic symbol for every state, which forces de-
terministic transition to another state. HMM do not function deterministically, but 
both transition to the next state and emission is governed by the probabilistic model 
[3]. The basic theory of HMMs is also very elegant and easy to understand, making 
analyses and system development easier [4]. 

In following we describe the theoretical solution of a cognitive FDS in order to di-
agnose all sensors installed in RE physical hardware to reduce possible faults coming 
from the measurement subsystems. The proposed FDS is intended to be built in the 
next generation of the Measureserver® module for the AI on line diagnosis of the RE 
physical hardware. 

2.2 Modeling Functional Relationships in Sensor Networks 

Let us consider a sensor network composed of N fixed sensing units, which are dep-
loyed within the environment P depicted in Fig. 5. Each unit can host up to M sensors 
giving information on various physical properties of P space (for example, tempera-
ture, humidity, vibrations, rain intensity and change in slope). Each j-th sensor of the 
i-th unit acquires a scalar data stream Xi,j. 

The FDS runs as a part of the Measureserver® module situated in the control room 
where the RE physical hardware is installed [2]. 

A. Modeling the Network: The Dependency Graph 

The cognitive framework for the fault diagnosis relies on the ability to model func-
tional relationships among the acquired information on the space P. In detail, each 
functional relationship captures spatial and temporal dependencies from data provided 
by a generic couple of involved sensors. Fig. 2 shows an example of the sensor net-
work with defined dependencies. 
 

 

 

 

 

 

 

 

 
 

Fig. 2. Direct and indirect relationships in the network [2] 
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A direct relationship exists among couple of sensors of the same type like is usual-
ly temperature vs. temperature. If data streams Xi,j and Xv,j, i ≠ v are correlated, then an 
arc linking the j-th sensor of unit i with its counterpart of unit v is introduced. For ex-
ample, two clinometers insisting on the same connected structure are related; those 
deployed far apart probably are not. An indirect relationship can be introduced be-
tween two generic sensors by means of a third entity. Indirect relations are mitigated 
by the presence of compensation mechanisms. Information useful for the analysis 
must be extracted before compensation takes place. 

In reality, direct and indirect relationships introduce a functional constraint among 
couples of sensors. Denote by f{(i,j),(u,v)} the functional relationship between the ge-
neric j-th sensor of unit i and the v-th sensor of unit u. The nodes of G are the network 
sensors where the arcs represent the functional relationships among couples of those 
sensors. Given a network, not all the (N×M)(N×M−1) relationships in G are really re-
levant. 

The reduced dependency graph is then derived from G and defined as graph 
GR={V,E} where V is the set of nodes of the graph representing the N×M sensors and 
E a set collecting all arcs associated with functional relationships whose correlation is 
above a threshold. The level of dependency associated with relationship f{(i,j),(u,v)} 
is here chosen to be the linear correlation index between two data streams Xi,j and Xv,u. 
We remove from GR all isolated nodes. Fig. 3 shows the graph-based representation of 
the sensor network proposed in Fig. 2. We have 4 units; each unit is a sub-graph 
representing the sensors with bindings [2]. 

 
 

 

 

 

 

 

 

 

 

B. Modeling the Relationship between Two Sensors by Hidden Markov Model 

We assume that the relationship among couple of sensors f{(i,j)(u,v)} can be modeled 
either as a time invariant (TI) dynamic system or as a finite sequence of TI dynamic 
systems satisfying the HMM hypotheses. 

Let us imagine to model a f{(i,j)(u,v)} with the Single-Input Single-Output (SISO) 
linear model. A given SISO locally approximates the output. 

 

Fig. 3. The dependency graph of sensor network of Fig. 2 [2] 
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A training dataset is composed of NT {input, output} couples and a loss function 
whose minimization provides us an estimation of the optimal parameter. 

Under the assumption that each f{(i,j),(u,v)} function satisfies the exponential sta-
bility for closed loop from [6]. 

It comes out that under the above assumption and a sufficiently large N the distri-
bution underlying the parameter vectors is a multivariate Gaussian, with a mean and 
covariance matrix P. 

HMM with parameters ruled by a mixture of Gaussians becomes a natural solution 
to approximate f{(i,j),(u,v)}. The HMM nodes of the represent in reality a probabilistic 
ensemble of used LTI models minimizing the model bias if a training set is sufficient-
ly informative. By modeling parameters with HMM, we mitigate the effect of model 
bias and time variance provided that the training set is sufficiently informative as well 
and explores time variance and nonlinearity [2]. 

2.3 Cognitive Fault Diagnosis System 

The proposed FDS is organized as the two-layer architecture of Fig. 4. The lower lev-
el is composed by a set of Change Detection Tests (CDTs) each of which monitoring 
the stationarity of a functional relationship associated with a couple of sensors in GR. 
Each HMM-CDT works in the parameter space to detect variations in the relationship 
between two involved sensors. The CDT is not able to distinguish among changes in-
duced by a fault in a sensor, an environmental change in P or a false positive generat-
ed by a model bias since such classes are indistinguishable. To address this issue the 
upper level of the FDS has been designed to be able to discriminate among faults, 
changes in P and false positives by exploiting information associated with the net-
work graph GR. The upper level of the FDS relies on a cognitive algorithm aggregat-
ing decisions and log-likelihood information provided by the HMM-CDT in the lower 
level [2]. 
 

 

 

 

 

 

 

 

 

Fig. 4. Configuration of the proposed FDS [2] 
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A. The HMM-Based Change Detection Test 

The proposed HMM-CDT aims at evaluating, by means of HMM, the evolution over 
time of the estimated parameters approximating the relationship f{(i,j),(u,v)}; X(i,j) is 
the output and X(u,v) the input of the LTI. Estimated parameters are estimated on over-
lapping windows of NT data. 

The HMM-CDT requires training of HMM devoted to model the relationship be-
tween sensors (i,j) and (u,v) is trained by the Baum-Welch algorithm [7]. 
During the operational life, the parameter is estimated on the s-th window of data and 
the log-likelihood that is computed with the Viterbi algorithm [8]. 

When the log-likelihood decreases below a threshold Th, a change in the relation-
ship is detected (the sequence of inputs is no more recognized by the learning ma-
chine). The threshold Th can be defined by the operator who exploits a-priori available 
information. 

B. The Cognitive Aggregation Level 

The cognitive level aggregates the information coming from all sensor units to distin-
guish among faults, changes in P and false positives induced by model bias in the 
HMM-CDT. Differently from the HMM-CDTs executed sequentially, the cognitive 
aggregation level is activated only in response to a detection alarm raised by at least 
HMM-CDT. Detections and log-likelihoods of others CDTs are used to assess and, 
possibly, identify the change. 

The motivating idea is that a change in P for a given type of sensors must be also 
perceived by a set of other CDTs, at least as a decrement in the log-likelihood values, 
which are not necessarily below the threshold. Differently, in the case of faults, only 
the CDTs associated with relationships that have either as input or output the faulty 
sensor are affected by the change. Finally, if a false positive occurs, other CDTs 
should not be affected. 

To evaluate the reliability of the information coming from HMM-CDTs we intro-
duce a reliability index for the HMM. 

Weights are computed on the training set; the weighted reduced graph is the re-
duced graph that is augmented with the weight information. 

Definitions are constructed as follows: 

• Let E+ be the set of functional relationships such that either the source or the target 
node of the arc is X(i,j). 

• Let E− be the set of functional relationships such that either the source or the target 
node of the arc is X(v,u). 

• Let EP be the set of functional relationships whose source or target node is neither 
X(iq,jq) nor X(vq,uq). 

After a change detected in f{(i,j)(v,u)} the remaining functional relationships of the 
weighted reduced dependency graph are partitioned into sets E+, E− and EP. The rea-
son for the partitioning is described as follows: 

• A fault in sensor X(i,j) affects the relationships in E+ but not in E− and EP; 
• A fault in sensor X(v,u) affects the relationships in E− but not in E+ and EP; 
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• A change in P affects the relationships in E−, E+ and EP; 
• A model bias, affecting HMM, would mostly affect the relationship between (i,j) 

and (u,v) but not the relationships in E−, E+ and EP provided that approximating re-
lationships are characterized by different bias contributions. 

An example of partitioning is shown in Fig. 5a; in Fig. 5b a change is detected in 
relationship f{(3,3)(1,3)}. The definitions are 

 

   

 

  

 

 

 

 

 

 
Defined index of the data window where the HMM-CDT detected a change, the 

proposed aggregation level computes the normalized sum of the log-likelihoods, suit-
ably weighted, of the arcs in E+, E− and EP. 

The core of the cognitive aggregation level is thus the ability to compute S+, S− and 
SP by exploiting information coming from all the relationships of the weighted re-
duced dependency graph. S+, S− and SP measure how the change detected in the rela-
tionship f{(i,j)(v,u)} is perceived in other relationships. If a fault affects sensor (i,j), S+ 
should decrease, while S− and SP should not. Similarly, if a fault affects sensor (u,v), 
S− should decrease, S+ and SP not. If a change in P occurs, SP should decrease as well 
as S+ and S−. 

To detect decreases in S+, S− and SP we rely on a simple thresholding mechanism 
that calculates thresholds T+, T− and TP which can be scaled by a coefficient factor  
to increase the robustness with regard to false positives. We suggest selecting  
since we want to detect decreases in the likelihood that did not yet raised an alarm. In 
reality, if we consider  we would require that the weighted average of the li-

 

Fig. 5. The proposed cognitive aggregation level: a) the reduced weighted dependency 
graph; b) an example of arcs partitioning into E+, E− and EP given a change detected in the 
functional relationship f{(3,3),(1,3)} [2] 



 Artificial Intelligence in ISES Measureserver® for Remote Experiment Control 419 

kelihoods decreases below the weighted average of the thresholds for change detec-
tion Ths but this is nonsense since relationships in E+, E− and EP did not detect a 
change yet. 

To sum up, the cognitive aggregation level acts as follows: 

• If SP decreases below threshold TP, a change in P is identified; 
• If SP>TP and S+<T+ (or S−<T−), a fault in sensor X(i,j) (or in X(v,u)) is detected; 
• If SP>TP and S+>T+ and S−>T−, a false positive which is induced by a model bias 

is detected as the third alternative. 

If both S+ and S− are above their respective thresholds, we can raise the alarm fault 
in either X(i,j) or X(v,u) but we cannot isolate the affected sensor since not enough in-
formation is available. 

3 Conclusions 

This paper has suggested improvement of the Measureserver® module. Specifically, 
the goal was to minimize the influence of possible instabilities and faults in Measure-
server® module of ISES RE, ill affecting remote RE based on ISES. We have ana-
lyzed several AI solutions to avoid such unwanted occasional events. 

Our conclusions may be formulated as follows. 

1. The experimentation based on ISES RE is a new approach of teaching and learning 
in comparison with traditional forms. 

2. The cognitive FDS is a suitable AI approach integrated as a new component into 
the  Measureserver® to avoid occasional faults incoming from sensors in the RE 
physical hardware, which negatively affect the ISES RE functioning. 

3. The CDT is an important component of the cognitive FDS for detecting variations 
in functional relationships among couples of sensors. HMM may be effectively 
used as the basis for CDT for the purpose of working in the parameter space of li-
near time invariant dynamic systems approximating the relationship between two 
involved sensors over time. 

4. We envisage building such the diagnostic system between the Measureserver® 
module and the client of the RE. This approach should secure a reliable connection 
in case of faults occurrence. 

Acknowledgment. The paper was published thanks to the Grant of the Internal Agen-
cy of TBU No IGA/FAI/2014/044, Grant of the Kega Agency No. 10/TU/13 and 
Grant of the agency APVV project No. APVV 0096-11. The following grant projects 
are acknowledged for the financial support provided for this research: - the Grant 
Agency of the Czech Republic, GACR P103/13/08195S, - partially supported by the 
Grant of SGS No. SP2014/159, VSB, Technical University of Ostrava, Czech Repub-
lic, “ Development of human resources in research and development of latest soft 
computing methods and their application in practice”, - project, reg. No. 
CZ.1.07/2.3.00/ 20.0072 funded by Operational Programme Education for Competi-
tiveness, cofinanced by ESF and the Czech Republic State budget. 



420 M. Gerža, F. Schauer, and I. Zelinka 

References 

[1] Zeman, P.: Software environment for control of remote experiments. Ostrava: VŠB-
Technical University of Ostrava (2011) 

[2] Alippi, C., Ntalampiras, Roveri Manuel, S.: A Cognitive Fault Diagnosis System for  
Distributed Sensor Networks. IEEE Transactions on Neural Networks and Learning  
Systems 24(8), 1213–1226 (2013),  
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=06502725 
(read on April 8, 2014), ISSN 2162-237X. doi: 10.1109 / TNNLS.2013.2253491 

[3] Kadous, M.: Hidden Markov models. Australia: School of The University of New South 
Wales, Computer Science and Engineering (2002),  
http://www.cse.unsw.edu.au/~waleed/phd/html/node34.html  
(read on April 8, 2014) 

[4] Kadous, M.: Advantages of HMMs. Australia: School of The Uni-versity of New South 
Wales, Computer Science and Engineering (2002),  
http://www.cse.unsw.edu.au/~waleed/phd/html/node35.html  
(read on April 8, 2014)  

[5] Venkatasubramanian, Rengaswamy, Yin, Kavuri: A review of process fault detection and di-
agnosis: Part i: Quantitative model-based methods, Computers Chemical Engineering (2003), 
http://www.sciencedirect.com/science/article/pii/ 
S0098135402001606 (read on April 8, 2014)  

[6] Ljung, Caines: Asymptotic normality of prediction error estimators for approximate  
system models. In: 1978 IEEE Conference on Decision and Control including the 17th 
Symposium on Adaptive Processes, vol. 17, pp. 927–932 (January 1978) 

[7] Rabiner, Juang: An introduction to Hidden Markov models. IEEE ASSP Magazine, 4–15 
(January 1986) 

[8] Durbin, Eddy, Krogh, Mitchison: Biological Sequence Analysis: Probabilistic Models of 
Proteins and Nucleic Acids. Cambridge University Press (1998),  
http://f3.tiera.ru/2/Cs_Computer%20science/ 
CsBi_Bioinformatics/Durbin%20R.,%20Eddy%20S.R.,%20Krogh% 
20A.,%20Mitchison%20G.%20Biological%20sequence%20analysis% 
20%28CUP,%201998%29%28ISBN%200521629713%29%28O%29%28371s% 
29_CsBi_pdf (read on April 8, 2014)  

 
 



 

I. Zelinka et al. (eds.), Nostradamus 2014: Prediction, Modeling and Analysis 
of Complex Systems, Advances in Intelligent Systems and Computing 289,  

421

DOI: 10.1007/978-3-319-07401-6_42, © Springer International Publishing Switzerland 2014 
 

Artificial Intelligence Elements in Data Mining  
from Remote Experiments  

Lukas Pálka1, Franz Schauer1,2, and Ivan Zelinka1,3 

1 Tomas Bata University in Zlín, Faculty of Applied Informatics,  
CZ-760 05 Zlín, Czech Republic 
lukas.palka@prerov.eu 

2 University of Trnava, SK-918 43 Trnava, Slovak Republic 
3 VŠB-Technical University of Ostrava, 17. listopadu 15/2172,  

708 33 Ostrava-Poruba, Czech Republic  
ivan.zelinka@vsb.cz 

Abstract. In spite of the fact that remote laboratories have been existing for at 
least three decades, virtually no attention has been devoted to the accumulated 
data analysis of this new means of education. The paper deals with the data 
analysis, gathered in the Datacentre (DTC) implemented with the Laboratory 
Management System (RLMS), connected in turn to remote laboratories and re-
mote experiments. In particular, we concentrate and describe a new model of 
experiment data analysis, based on the principles of artificial intelligence, based 
on the criterion function in need. The leading idea of the model functioning is 
during the procedure of rig(s) recognition i.e Data weighting: Data recognition: 
Data preparation: Phenomenon modelling: Model and measurement data com-
parison: Result deployment, where the artificial intellingence is integrated with 
steps of Data weighting by association and regression using neuron network. 
Benefit of the suggested method is its speed and efficiency and thus using it for 
the optimization of individual remote experiments and ther efficiency. Paper 
may serve as an inspiring source for the development in the field of remote la-
boratories, but it may influence in the similar areas of data mining. 

Keywords: ISES, analysis data, Measureserver, remote experiment, data min-
ing 

1 Remote Laboratories and Laboratory Management Systems – 
State of the Art 

At the present stage of the development of ICT there are already plenty simulations 
and remote experiments for science and education purposes. Remote experiments and 
informatics resources are tools that are closely related and definitely need to process 
and store substantial amounts of data. A great deal of attention worldwide at universi-
ties and teaching institutions has been devoted to e-laboratories offering access to var-
ious real world remote experiments. Data, used with remote laboratories (RL), may 
have the form of simple queries, data analysis, comparative analysis, data mining for 
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associative analysis, extrapolation or predictive trend analysis. Surprisingly, in spite 
of the fact the RL have been existing for at least three decades, virtually no attention 
has been devoted to the the vital subject of security. In this connection we will use the 
term data warehouse (DW), referring to a complex system that allows to collect, or-
ganize, store and share consolidated data from all available operating systems, opti-
mized for reporting, analysis, and data archiving. Users exploit the data warehouse for 
reporting, in this respect a synonymous for business intelligence technology, based on 
the use of the data and its accumulation, preservation and presentation. The working 
principle of the DW is that the data we need to process are first stored into the data-
base in the raw state, then follows the data classifying and only subsequently comes 
their analysis for further use, e.g. experiments evaluation or research. 

The present paper deals with the Data analysis using artificial intelligence in re-
mote laboratories, especially that with Remote Laboratory Management System 
(RRLMS) for Internet School Experimental System (ISES). 

The layout of the paper is following. First, the basic scheme of a net of remote ex-
periments, built as the finite-state machine (FSM), based on the ISES physical  
hardware is described and the state of the art of its control program compiling is 
shortly described to introduce the type of the data generated and transferred by remote 
rigs [1].  

The next chapter is devoted to the process of data mining and knowledge discovery 
models. The following chapters are then focused on the Methodology for Data Mining 
of the datawarehous (DW) of a university datacentre (DTC) with RRLMS for RL. 

The following chapters are devoted to the Algorithms by Task of artificial intel-
gence in general (Ch.5) and next chapter to the particular appropriateness using these 
algorithms for remote laboratories in particular (Ch.6). The final chapter (Ch.7) is 
oriented on prospective future running analysis of data remote experiments, followed 
by conclusions. 

2 Laboratory Management System – Tools Used 

RRLMS is a system that manages remote experiments (RE) worldwide irrespective of 
their interfaces, but ISES RE manages with a great advantage, including diagnostics 
of its diagnostics. ISES RE generates a lot of data to be processed, analyzed and prop-
erly evaluated. For this purpose, it is appropriate to use the database processing, to-
gether with analytical functions needed. The data analysis of remote experimentation 
is the key issue of gaining and preserving knowledge from them and especially artifi-
cial intelligence (AI) solutions can process data in this respect, gaining valuable in-
formation. 

As the RRLMS will process extreme bulks of data, a serious problem arisis stem-
ming from the analysis of research bulks data [1]. In this article, we will focus primar-
ily on data analysis from RE using AI solutions.  

As all data are generated in RE by the ISES in general and Measureserver module 
in particular, let us give the short outline of the ISES system and RE built by ISES.  
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2.1 Internet School Experimental System – ISES 

ISES is a powerful tool for RE control, data acquisition, and their collecting and 
processing in real time. Let us mention the basic features of the ISES system, more 
detailed description may be found elsewhere [2,4]. The basis of the system is  
ISES board, which is available in several versions, differing depending on the number 
of inputs/outputs and also on type of communication with the control PC (by PCI 
card, USB connector, Wi-Fi). To the board are may be plugged in various ISES sen-
sors like A-meter, V-meter, thermometer, position sensor, ohmmeter, load cell, ane-
mometer, microphones, sonar, light gate, pH meter, conductivity meter, heart rate 
monitor, etc. [2,4]. 

Due to its maximum signal transfer frequency (100 kHz) the system allows the 
study of sounds or other dynamic signals. The system allows simultaneous measure-
ment, processing and displaying data via maximum eight input channels, as well as 
process control via two analogue and two binary output channels. But the uniqueness 
of this system is its possibility of using the same equipment both for experiments in 
the laboratory (so-called hands on experiments) and also for their RE versions [2,4]. 
The layout arrangement of the RE is in Figure 1. The most important component is 
the Measureserver module, functioning as finite-state machine (FSM) controlled by 
the controlling program of the PSC script file.The main feature of the Measureserver, 
is to communicate with the physical hardware and to check the setup of the ISES pan-
el and its sensors/meters and to take care about their data collection and processing. 
Other parts of the system are ImageServer for life view of the remote experiment, 
Web server for the communication between RE and the client. Also, aprt of the RE is 
the communication web page as the interface communicating with the RE over the In-
ternet by the client. 

 

Fig. 1. Schematical arrangement of ISES remote experiment 
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The invevitable part of the RE system is the data warehouse for the storage of data 
for all above systems. It is a centralized repository service to Measureserver, web 
server, image server and other components of the solution.  

In this article we will discuss this last part of the system with respect of data analy-
sis using artificial intelligence but not only from the perspective a single RE, but of 
the whole RLMS. 

Let us next discuss several methods, especially from AI branch, used for the RE 
data storing and processing. As noted earlier, to find the proper tool for the analysis of 
data from RE we need several AI database solutions. 

2.2 Data Mining in RLMS Using SQL Server 

Data Warehouse is a central unificated software (SW) system of database services, 
simplified for the use in remote laboratories, used for storage and analysis of general 
data, data storage for the web server, the Measureserver and the reservation system. 
This system includes a number of sophisticated instruments which together will apply 
the analysis of data obtained from remote experiments. The following part of the sys-
tem is therefore necessary to describe and show how the data analysis works. 

A database is an organized collection of the data for every part of RLMS. The data 
are typically organized to perceive the relevant aspects of reality in a way that sup-
ports processes requiring this information. 

Service that provides databases is called SQL Server. SQL Server is a database 
platform for large-scale online transaction processing (OLTP), data warehousing, and 
e-commerce applications; it is also a business intelligence platform for data integra-
tion, analysis, and reporting solutions. 

2.3 Data Mining and Knowledge Accumulation Process Models  
and Methodologies – Data Mining Concepts 

Data mining (DM), knowledge discovery in databases (KDD) and the combined data 
mining and knowledge discovery (DM & KD) are terms used to refer to the results of 
research, techniques and tools used to extract useful information from large volumes 
of data [3]. In principle, we may process all the data provided by the RE, but this may 
constitute a heavy problem with regard to the data volume. This is the reason, we 
need to apply the procedure first to accommodate the experimental data to subsequent 
analysis, removing the wrong data, noise, data misprints, etc., with simultaneous lo-
wering of the the bulk of the data. On top of this, the proper data conversion takes 
place for the analytical purposes.  

In RE we checked the use of all the data mining algorithms that are capable of 
solving the task related to the search for useful knowledge in large volumes of data. 
Data mining can be in principle used to solve data mining for generally all laboratory 
data outputs. Based on the nature of these problems, we can arrange them into  
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following data mining tasks.Let us develop the models of the data mining and know-
ledge discovery process and present and methodologies that provide the condensed 
knowledge from the data of stored in RLMS.  

From the viewpoint of data mining methodologies and process models, the year 
2000 marked the most important milestone, when the Cross-Industry Standard 
Process for Data Mining (CRISP-DM) was first published. CRISP-DM is the most 
widely used methodology for developing data mining projects. Since then, it is consi-
dered to be the standard in the field [3].This process describes the activities that must 
be done to develop a data mining project. Every activity is composed of individual 
tasks. For every task, generated outputs needed and inputs are detailed [3]. For the 
remote labs we chose an addopeted CRISP-DM methodology as it applies to the eval-
uation of the process model and to the model we want to explain furtheer.This model 
is ideal for the data analysis that posses predetermined structure (in XML format) as 
is the case in remote laboratories. Such data structure can be fundamentally changed 
without information loss and thus may be easily integrated into arbitrary process of 
knowledge acquiring.  

2.4 Data Mining Methods by Neural Networks – Possibilities 

After finishing the process of knowledge accumulation, we may approach to the DM 
process. For these ends, let us turn to the methods of AI using NNM, which analyze 
the data with respect to the knowledge contained. In the paper we are not in position 
to describe all the methods that we considered for use in ISES remote laboratories da-
ta analysis. Let us limit ourselves only to one significant method using AI - Predic-
tion. In following we describe the AI method Prediction shortly and in the next para-
graph want to deliver a simple model example.  

3 Neural Networks in ISES RL Data Mining 

In the previous chapter we choose the AI model Prediction for data mining from ISES 
RL, prediction. Once trained the Microsoft Neural Network model data Prediction 
looks like that in [5]. 

During prediction, the input nodes are populated with values derived from the in-
put data. The values are linearly combined with the edges leading from input nodes to 
the middle (hidden) layer of nodes and the input vector is translated to a new vector, 
which has the same dimension as the hidden layer. The translated vector is then “acti-
vated” using the tanh() function for each component. The resulting vector goes 
through a similar transformation, this time from the hidden layer to the output layer. 
Therefore, it is linearly transformed to the output layer dimensionality (using the 
weight of the edges linking hidden nodes to output nodes). The result of this trans-
formation is activated using the sigmoid function and the final result is the set of out-
put probabilities. These probabilities are normalized before being returned as a result 
(in a call like PredictHistogram). 
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3.1 Practical Application Neural Network Using the Tools DMX Queries in 
MS Data Mining of OLAP in Remote Laboratories 

Let us show the process of the data from individual RE analyzing within RLMS. In 
practice, the data for the analysis and the theoretical data are available as well as we 
know the way of entering the measured data into the system for the analysis. Using 
the DMX language used as a normal query in T-SQL, simplifies the evaluation of our 
data from remote laboraoties. Of course, it requires quite a good knowledge of the T-
SQL topic, but for the present purpose, let us present only a simple example. Let us 
suppose we know the structure of the data arranged in tables from RE measurements 
and we have the data described by the metadata arrangement with the results of trials. 
These data will be analysed by AI, with the goal to get the predicted errors of mea-
surements of the RE. This errors may be caused by the factors that we are not able to 
observe, but they can only be derived on the basis of input variables. E.g new users of 
RLMS will undertake unexpected trials resulting in unexpected errors. For the mini-
mization of such errors the new users of RE will undergo testing and and experimen-
tal data will be specially chacked. 

The easiest way to build a prediction query on a neural network model is to use the 
Prediction Query Builder, available on the Mining Prediction tab of Data Mining De-
signer in both SQL Server Management Studio and SQL Server Data Tools (SSDT). 
You can browse the model in the Microsoft Neural Network Viewer to filter attributes 
of interest and view trends, and then switch to the Mining Prediction tab to create a 
query and predict new values for those trends. 

Prediction Example of the Development of Faults on RELMS 
By expecting the data, collected during longer periods of time, you will find certain 
days of the week to have a high score of errors from RE and this logically correlate 
with the increased number of clients connected. Using the prediction query on the 
model to test a "what if" hypothesis and ask if by increasing the number of new 
clients on a low-volume day would result in the increased error number of the system. 
To do this, we create a query  

SELECT Predict([use_rigs Default NN].[Number of errors]) AS [Pre-
dicted errors], 

PredictProbability([use_rigs Default NN].[Number of errors]) AS 
[Probability] 

FROM [use_rigs Default NN] 
NATURAL PREDICTION JOIN  
(SELECT 'Tue.' AS [Day of Week],AS t 
 

From the graphical output shown in Figure 2 showing the measured data errors in-
tensity (measured during 5 days), we can predict the evolution of probability of errors 
in subsequent three days ( the red colour). The whole procedureserves for to the pos-
sibility of predicting the average number of errors in days to come. Data quality is an 
important factor for working with them and it is an integral part of the RLMS system  
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work. The model example of errors prediction in Fig. 2 may serve e.g for the finding 
of the sources of the hidden causes of the falts in the system from the measured data 
and their subsequent elimination. This, in turn, may vastly improve the efficiency of 
the whole RLMS in long time perspective. 

  
Fig. 2. Time representation of the measured errors occurrence intenisity ( in 5 cosecutive days) 
and predicted development probability of average number of errors in 3 days to come 

4 Conclusions 

The role of RLMS systems, introduced at present in USA in project e-Lab [6] and in 
Australia in project Sahara[7] and our built RLMS REMLABNET [8] that should 
serve similar goals in management and monitoring of remote experiments in frame of 
EU, has two main goals, i.e improve reliability and efficiency of the remote labs net-
work. We want to contribute by this work to both aims by data mining of the data, ac-
cumulated during the functioning of the RRLMS. For this purpose we suggest to use 
the element sof artificial intellingence both for the refining the accumulated data us-
ing the suitable criterion function. As an example we present the prediction of errors 
from the past measured data, serving for the elimination of the hidden sources of the 
most execcive faults in the system.  

The conclusions may be summarized as follows. 

1. The whole process runs in three subsequent steps: accumulated data filtering, 
data analysis and prediction (last two steps may be denoted by data mining),  

2. For the purpose of data mining the elements of artificial inteligence are very 
suitable and we suggest its use for both collected data analysis and prediction 
according the criterion function corresponding the goal of the process,  

3. It turned out that the rough data filtering is absolutely necessary before the real 
data mining may start. 

4. The whole suggested process may be used in many directions for optimizing 
the RLMS function. 
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Abstract. This paper is an attempt to attain a new and profound model of the 
nature’s structure using a vortex-ring-fractal theory. Scientists have been trying 
to explain some phenomena in nature that have not been explained so far. The 
aim of this paper is the vortex-ring-fractal modeling of elements in the Mende-
leev’s periodic table, which is not in contradiction to the known laws of nature. 
We would like to find some acceptable structure model of the hydrogen as a 
vortex-fractal-coil structure of the proton and a vortex-fractal-ring structure of 
the electron. It is known that planetary model of the hydrogen atom is not right. 
The classical quantum model is too abstract. Our imagination is that the hydro-
gen is a levitation system of the proton and the electron. Structures of hydrogen 
and carbon atoms and a hydrogen molecule are presented too. Our goal is com-
bination of the basic principle of grammatical evolution with vortex-ring-fractal 
structures of atoms to create new molecule nano-structures. This approach 
combines knowledge of evolutionary optimization with physical chemistry. 

Keywords: fractal models, vortex, ring, fractal, graphene, vortex-fractal-ring 
theory. 

1 Introduction 

A scientific theory is a well-substantiated explanation of some aspect of the natural 
world that is acquired through the scientific method, and repeatedly confirmed 
through observation and experimentation. Typically, before a scientific theory can be 
created, a hypothesis must be developed which is a supposition or proposed explana-
tion that is formed on the basis of limited evidence as a starting point for further  
investigation. In physics, the term theory is generally used for a mathematical frame-
work, which is capable of producing experimental predictions for a given category of 
physical systems. 

Fractals seem to be very powerful in describing natural objects on all scales. Frac-
tal dimension and fractal measure are crucial parameters for such description. Many 
natural objects have self-similarity or partial-self-similarity of the whole object and its 
part [1], [2]. 

Most of our knowledge of the electronic structure of atoms has been obtained by 
the study of the light given out by atoms when they are exited. The light that is emit-
ted by atoms of given substance can be refracted or diffracted into a distinctive pat-
tern of lines of certain frequencies and create the line spectrum of the atom [3], [4]. 
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The careful study of line spectra began about 1880. The regularity is evident in the 
spectrum of the hydrogen atom. The interpretation of the spectrum of hydrogen was 
not achieved until 1913. In that year the Danish physicist Niels Bohr successfully 
applied the quantum theory to this problem and created a model of hydrogen. Bohr 
also discovered a method of calculation of the energy of the stationary states of the 
hydrogen atom, with use of Planck’s constant h. Later in 1923 it was recognized that 
Bohr’s formulation of the theory of the electronic structure of atoms to be improved 
and extended. The Bohr’s theory did not give correct values for the energy levels of 
helium atom or the hydrogen molecule - ion H2+ , or of any other atom with more than 
one electron or any molecule [6]. 

During the two-year period 1924 to 1926 the Bohr’s description of electron orbits 
in atoms was replaced by the greatly improved description of wave mechanics, which 
is still in use and seems to be satisfactory. The discovery by de Broglie in 1924 that 
an electron moving with velocity v has a wavelength λ=h/mev [4], [6]. The theory of 
quantum mechanics was developed in 1925 with the German physicist Werner Hei-
senberg. Early in 1926 an equivalent theory, called wave mechanics, was indepen-
dently developed by Austrian physicist Ervin Schroedinger. Important contributions 
to the theory were also made by the English physicist Paul Adrien Maurice Dirac. The 
most probable distance of the electron from the nucleus is thus just the Bohr’s radius 
rB; the electron is, however, not restricted to this distance. The electron is not to be 
thought of as going around the nucleus, but rather as going in and out, in varying 
directions, so as to make the electron distribution spherically symmetrical [2]. 

Matter is composed of tiny atoms. All the atoms of any elements are identical: they 
have the same mass and the same chemical properties. They differ from the atoms of 
all other elements. Twenties-century X-ray work has shown that the diameters of 
atoms are of the order 0.2 nm (2x10-10 m). The mass and the positive charge are con-
centrated in a tiny fraction of the atom, called nucleus. The nucleus consists of  
protons (p) and neutrons (n). Protons and neutrons are made up of smaller subatomic 
particles, such as quarks. Both protons and neutrons have a mass approximately 1840 
times greater than an electron (e). The more energy an electron has, the further it can 
escape the pull of the positively charged nucleus. Given sufficient energy, an electron 
can jump from one shell to higher one. When it falls back to a lower shell, it emits 
radiation in the form of photons [3]. [4], [6]. 

Main ideas and differences between a classical and the new vortex-ring-fractal 
model are presented on Fig.1 [5]. [10]. 

Allotropy is the property of some chemical elements to exist in two or more differ-
ent forms, known as allotropes of these elements. Allotropes are different structural 
modifications of an element; the atoms of the element are bonded together in a differ-
ent manner. For example, the allotropes of carbon include diamond (where the carbon 
atoms are bonded together in a tetrahedral lattice arrangement), graphite (where the 
carbon atoms are bonded together in sheets of a hexagonal lattice), graphene (single 
sheets of graphite), and fullerenes (where the carbon atoms are bonded together in 
spherical, tubular, or ellipsoidal formations) [6]. 

Previous papers, power point presentations and video demonstrations can be found 
on: http://www.pavelosmera.cz 
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Fig. 1. Main ideas and four differences between a classical and the new VFR model (VFR is 
Vortx-Fractal-Ring theory). 
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2 The Spin of the Electron 

Spin is a fundamental property of nature like electrical charge or mass. Spin comes in 
multiples of 1/2 and can be + or ─. Protons, electrons, and neutrons possess spin. 
Individual unpaired electrons, protons, and neutrons each their structure possesses a 
spin of 1/2. 

It was discovered in 1925 that the electron has properties corresponding to its spin 

S. The spin of the electron is defined as angular momentum S


: 
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where me is the mass of the electron, re is the radius of the electron, N is number 
of substructures (sub-electrons) inside the structure of the electron and ve is velocity 
of sub-electrons. For quantum number n=1 [2], [3], [6] : 
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where: 
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The result in (5) is in coincidence with the generally equation for the spin, where 
ms is spin quantum number. 
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3 Quantum Model of the Electron 

On the circumference of the double loop with the radius re (see Fig.2) have to be n of 
de Broglie’s wavelengths λ (n is quantum number) which are created by sub-electrons 
with mass me/N [8]: 
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where ve is velocity of the sub-electron with mass me/N on quantum level n: 
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4 Model of the Hydrogen Atom and Hydrogen Molecule 

In a new model of the hydrogen atom with a levitating electron [8], [9], [10] there is 
an attractive (electric) force F+  and a (magnetic) repellent force F- : 
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where d is a distance between the electron and the proton. The hydrogen atom can 
have the electron on the left side or on the right side of the proton. The hydrogen mo-
lecule has two electrons between two protons (see Fig.3). The attractive force F+ is 
Coulomb’s force. The repellent force F- is caused with magnetic fields of the proton 
and the electron. The Bohr’s radius rB has the same size as the distance d0 = 5.29x10-11 
m in our vortex-fractal-ring model [6]. 

Energy Ern of rotation of the electron on quantum level n: 
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For quantum number n=1 ionization energy Eio : 
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Energy En of levitation from [4] for levitation distance don on level n: 
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Fig. 2. Structure of the electron with spin ½  

5 Graphene 

The most interesting form to date is undoubtedly the graphene sheet. Graphene prom-
ises to be a super-material. For its successful isolation, scientists Andre Geim and 
Konstantin Novoselov, were awarded the 2010 Nobel prize for physics. Each sheet—
one atom thick—consists of carbon atoms arrayed as hexagons, every hexagon com-
pletely surrounded by other hexagons, resembling the six-sided cells of a honey-
comb—a kind of atomic chicken wire (see Fig.5 and Fig.8). 
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The carbon atom consists from two parts (every part has 3 protons and 3 neu-
trons, see Fig.6). A plane arrangement of electrons in the graphene (see Fig.7) has all 
electrons above the structure with parallel axes. These electrons have no gyroscopic 
problem with movement in the plane that is parallel with the plane of the graphene. It 
explains high mobility of these electrons and high conductivity of the graphene.  

 
                  proton               electron       proton 

 

Fig. 3. Topological structure of the hydrogen molecule 

                         proton                 electron  

 

Fig. 4. Topological structure of the neutron 
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Fig. 5. Classical model of the grapheme 

 

Fig. 6. New ring model of the graphene  
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Fig. 7. Graphene as one atom layer with outer electron on parallel axes 

 

Fig. 8. In the graphene are carbon atoms bonded together in the hexagonal structure  

6 Conclusion 

To understand the structure of atom and molecules requires a high degree of imagina-
tion. The degree of imagination that is required is much more extreme than that re-
quired for some of the ancient ideas. The modern ideas are much harder to imagine. 
We use mathematical equations and rules, and make a lot of pictures. We can’t allow 
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ourselves to seriously imagine things, which are obviously in contradiction to the 
known laws of nature. And so our kind of imagination is quite a difficult game (or a 
puzzle). One has to have the imagination to think of something that has never seen 
before, never been heard before. At the same time the thoughts are restricted or li-
mited by the conditions that come from our knowledge of the way nature really is. 
The problem of creating something which is new, but which is consistent with every-
thing, which has been seen before, is one of extreme difficulty. 

Acknowledgment. Pavel Werner is acknowledged for computer version of my  
figures. 
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Abstract. Emotional state classification of human speech and recognition accu-
racy of the classifiers is disclosed in this paper. Recent developments in speech
recognition places more emphasis on the extraction of information about the
speech source. This means obtain information about who and how it was said.
This article describes research which seeks to recognize the information from
speaking, emotional state in particular. Emotional state is recognized by using
different classifiers and features of speech by nowadays known systems. Berlin
database of emotional recordings was used to train and test the system. Mel-
frequency spectral coefficients and dynamic coefficients were extracted from the
audio signal of the database. For classification were used Gaussian Mixture Model,
k-Nearest Neighbours and Artificial Neural Networks methods. The main effort
of this research is to examine the accuracy and usability of classifying methods
for detection of human stress status from his speech.

1 Introduction

The development of applications and services is trying to deploy natural interaction
between man and computer. Specifying commands by voice and movements are very
popular nowadays. Majority information is extracted from human speech with rather
good accuracy. Human speech also includes secondary information, which holds prop-
erties of the speaker. Age, gender, emotional state, speech error and other features are
contained in human speech. Mentioned source characteristics are highly valuable, be-
cause speech features can be simulated only by person with good acting skills.

As the title suggests, this article describes a system for classifying emotional state
of human speech. Emotion is one of the characteristics of human which describes his
mental condition affecting physiological changes in the human body. These changes are
also reflected in the human speech. Information about the emotional state is requested
in many fields. Statistical evaluation of customer satisfaction, his interest in the prod-
ucts is evaluated by affected emotional state. This information is a direct response to
any stimulus. Call center agents can be evaluated with regard to their work and access
to the customer. There is a chance to train new agents and teach them to correct the
procedure of communication with the customer. Human body influenced by stronger
emotions are getting stress. Positive stress is caused by emotions like happiness e.g.
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from high prize win. Negative stress can be caused by psychological pressure, for ex-
ample, fear of life. Sectors such as police, firemen and especially military generate the
greatest emotional pressure on employees. Operational capability of a soldier, a police
officer or firemen, is dependent on the coordinated orders from dispatching. Using the
system for recognizing emotional state of human speech unable change the dispatching
orders for a man in action. System for emotion recognition gives a possibility to manage
orders and next steps for man in action. Applications required security often use speech
such authorization key. Speech is affected by physiological changes caused by chang-
ing emotions. An authorized user can be denied because Authorisation unit recognizes
the stress speech as a wrong key. Therefore, it is useful to detect secondary information
from the speech that could avoid false denial of access. These are just the first examples
of utilizations for speech emotion recognition systems. It is obvious that the system
will have great application in human-machine interaction. Therefore it is appropriate
to identify a classification ability of different classifiers for different emotional states.
[1] [2] [3]

2 Speech Emotion Recognition System

System design consists of several blocks, which it distributed to major functions. Input
values for the training and testing to create database of audio signals. Block diagram of
the system is shown in Figure 1

Fig. 1. Block diagram of Speech Emotion Recognition System (SERS). The system consists of
a database that is used for training and testing and other blocks that describe the function of the
algorithm.
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Train respectively testing is the key step of the system. The quality of the input data,
the audio signal in this case, has a direct impact on the classification accuracy. For this
reason, it is used the Berlin database containing over 500 recordings of actors consists
men and women. The database contains 10 sentences in the seven emotional states. This
corpus of recordings is considered as a high-quality database, because it was created
by professional actors in the sound studio. As mentioned, the speech signal has to be
modified by routine operations such as removing the DC component, pre-emphasis and
segmentation stochastic signal into quasi-periodic frames.

Speech recognition system is context-independent, that meaning take into account
only signal parameters, not content informations. These parameters are the training and
testing vectors for classifiers. The calculation parameters are represented by the Fea-
tures Extraction block that extracts the Mel-Frequency Cepstral Coefficients (MFCC)
and dynamic parameters (first and second derivative of MFCC). [4] [9] [10]

3 Classifiers

Individual research shows that cannot be said which classifier for emotion recognition
is the best. Each classifier or their combination achieved some results accuracy, which
depends on several factors. The success of classifier is directly dependent on the data.
This is derived from the fact that the accuracy varies with the data character such as
the quantity, density distribution of each class (emotions) and the language also. One
classifier has different results with acted database, where the density of each emotion
are equitable and different with real data from call centre where normal (calm) emotion
state occupies 85 to 95 percent of all data. Appropriate choice of parameters has a con-
siderable effect on the accuracy of these classifiers. The following subsections describe
the used classification methods.

3.1 Gaussian Mixture Model

A Gaussian Mixture Model is a parametric probability density function represented as a
weighted sum of Gaussian component densities. GMMs are commonly used as a para-
metric model of the probability distribution of continues measurements or features in
biometric system, such as vocal tract, in speaker recognition systems as well. Probabil-
ity distribution of the parameter vectors derived from human speech can be described
using GMM.

p(o|λ s) =
Ms

∑
i=1

ws
i ps

i (o) (1)

Where M is number of components for s class, wi, i=1, . . . ,M are weights of compo-
nents complying condition that sum of all weights is 1, p means the probability density
of the components represented by the mean value and covariance matrix Ci. Speaker
model can be described mentioned mixture characterized by the equation below.
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i ,μ

s
i ,C

s
i } , i, ...,Ms (2)
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The criterion of maximum likelihood is found lambda parameters with maximum p prob-
ability density based on sequence parameters O = o1, o2,. . . on obtained from speech, seen
below. [7] [8]

λ s = argmax p(o|λ s) (3)

3.2 K-Nearest Neighbour

In pattern recognition, the k-Nearest Neighbour algorithm (KNN) is a method for clas-
sifying objects based on the closest training examples in the feature space. kNN is a
type of instance-based learning, or lazy learning where the function is only approxi-
mated locally and all computation is deferred until classification. The kNN algorithm
is amongst the simplest of all machine learning algorithms: an object is classified by a
majority vote of its neighbours, with the object being assigned to the class most com-
mon amongst its k nearest neighbours (k is a positive integer, typically small). If k =
1, then the object is simply assigned to the class of its nearest neighbour. The various
distances between the vector xs and xt .

d2
st = (xs − xt)(xs − xt)

′ (4)

The neighbourhood distance is calculated through Euclidean metric. Given an m-by-n
data matrix X, which is treated as m (1-by-n) row vectors x1, x2,. . . , xm.

3.3 Artificial Neural Network

Our emotional state classification problem with high number of parameters can be con-
sidered as a pattern-recognition problem. In this case, it can be used two-layer feed-
forward network. A two-layer feed-forward network, with sigmoid hidden and output
neurons, can classify vectors arbitrarily well, given enough neurons in its hidden layer.
The network is trained with scaled conjugate gradient (SCG) backpropagation.

Let’s say that, MFCC and dynamic coefficients in this case, are the input vectors
xi where i = 1, ..., d. The first layer of network forms M linear combinations of these

inputs to give a set of intermediate activation variables a(1)j

a(1)j =
d

∑
i=1

w(1)
i j xi + b(1)j j = 1, · · · ,M, (5)

with one variable a(1)j associated with each hidden unit. Here w(1)
i j represents the

elements of first-layer weight matrix and b(1)j are the bias parameters associated with
the hidden units. Demonstration of such a network with 39 input parameters, 5 hidden
layers and two output classes is shown in Figure 2.

SCG training implement mean squared error E(w) associated with gradient �E and
avoids the line-search per learning iteration by using Levenberg-Marquardt approach in
order to scale the step size. A weights in te network will be expressed in vector notation.

w =
(
...,w(1)

i j ,w(1)
i+1 j, ...,w

(1)
N1 jθ

(l+1)
j ,w(1)

i j+1,w
(1)
i+1 j+1, ...

)
(6)
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Fig. 2. Artificial neural network architecture with 5 hidden layers and 2 output classes.

The vector -deltaE points in the directionin which E(w) will decrease at the fastest
possible rate. Weight update equation is shown bellow, where c is suitable constant.

w(k+ 1) = w(k)− c�E (7)

The gradient descent method for optimization is very simple and general. Only local
information, for estimation a gradient, is needed for finding the minimum of the error
function. [5] [6]

4 Results and Discussion

The aim of the experiment was to clarify the significance and dynamic MFCC coef-
ficients, as well as classification ability of selected classification methods for Speech
Emotion Recognition System. Samples of examination were formed from recordings
of human speech with various emotional character. The following settings and features
were used in the experiment:

– Input samples - Berlin database of emotional utterances.
• 10 different sentences recorded by 10 different actors (both genders).
• Over 530 samples consisting with 7 emotions: anger, bored, disgust, fear, hap-

piness, sadness, neutral.

– Feature Extraction - computing of input vectors (speech parameters).
• 13 Mel-frequency Cepstral Coefficients cm=[cm(0), ..., cm(12)].
• Dynamic coefficients of MFCC - Δcm and Δ 2cm (acceleration coefficients).

– Emotion Classification.
• GMM - 64 mixture components.
• K - Nearest Neighbours (set up 5 neighbours.)
• Artificial Neural Network - Feed Forward Backpropagation.

Given the complexity of the solutions were compared two classes. In the first case,
the classification accuracy was intended to recognize two emotional states with each
other. Table 1-3 describes the accuracy percentage of three classifiers. Systems were
trained by pairs of emotions and individual results in tables describe tested accuracy for
a one of emotional state (left header of the table).
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Table 1. Gaussian Mixture Model classification accuracy for different combinations of emotions.

Train1
Anger Bored Disgust Fear Happiness Sadness Neutral

Train2 /
Test

Anger - 91.7 85.7 83.4 70 96.4 90.8
Bored 76.3 - 64.9 66.2 71.9 65.3 59

Disgust 59.1 64.3 - 62.5 56 78.5 64.7
Fear 52.4 72.6 59.7 - 47.2 81.8 70.4

Happiness 42.7 83.9 73.7 73.9 - 90.5 82.4
Sadness 87.1 67 75.5 73 85.5 - 75
Neutral 78.6 53.3 69.1 63.9 74 65.7 -

Table 2. K-Nearest Neighbours classification accuracy for different combinations of emotions.

Train1
Anger Bored Disgust Fear Happiness Sadness Neutral

Train2 /
Test

Anger - 91.2 90.3 89.8 81.1 94.7 92.4
Bored 92 - 70.4 67.7 75.9 61.6 64.6

Disgust 49 55 - 59.7 51.8 71.2 56.6
Fear 46.9 60.3 56.5 - 47.8 75.1 68.2

Happiness 31.9 78 72.7 73.1 - 86.1 78.7
Sadness 89.2 70.5 84.8 79.7 89.6 - 81.1
Neutral 79.8 40.5 70.6 66 77.4 65.7 -

Table 3. Feed-Forward Backpropagation Neural Network classification accuracy for different
combinations of emotions.

Train1
Anger Bored Disgust Fear Happiness Sadness Neutral

Train2 /
Test

Anger - 95.8 93.7 92.4 87.9 98.1 96.7
Bored 92 - 87.6 83.4 91.2 75.1 77.1

Disgust 79.8 79.1 - 68.2 77.7 86.4 77.6
Fear 69.6 70.6 73.7 - 68.2 82.2 76.2

Happiness 32.3 88.3 79.8 83.9 - 95 88.9
Sadness 97.9 81.5 92.6 95.3 97.5 - 85.2
Neutral 93 49.9 86 85.1 88.2 52.4 -

5 Conclusion

Tabular results describe classification accuracy for a particular type of classifier that
has been trained by a combination of two emotional states. All three classifiers showed
the best recognition ability for the emotional state of rage. Emotional state of sadness
was recognized with the evaluation very well. On the other hand, the worst-recognition
ability of the system was the emotional state of fear (GMM and ANN) and disgust
(ANN).
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Much more interesting view on this topic, is recognizing the stressed out person,
which means recognizing deviations from the neutral state. This state is not defined
in the Berlin database. Therefore, it was necessary to assemble a set of data, so-called
”stress cocktail” from defined emotional states. The stress of a person can be assem-
bled from emotional states, other than neutral. Emotions Anger and Fear were used to
compile the stress data set that because these emotional states are reflected most often
when a person is exposed to stressful situations.

As before, the GMM, k-NN and the ANN were used to classify the stress versus
neutral. Results for all three classifiers are shown in Fig. 3. The Receiver Operating
Characteristic (ROC) is applied for better understanding the system. ROC curve is a
tool for the evaluation and optimization of binary classification system (test), which
shows the relationship between the sensitivity and specificity of the test or the detector
for all possible threshold values.

Fig. 3. Receiver Operating Characteristic of GMM, k-NN and ANN classifier for Neutral vs.
Stress Recognizing.

The graph shows that the classification accuracy for the detection of stress is compa-
rable to the classification of different emotional states. ANN achieved the best results
in this experiment. Confusion Matrix for all classifiers is shown in Table 5. Explanation
of cells for this matrix is described in Table 4. The results of Table 5 are presented for
clearer representation of ROC curves.
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Table 4. Confusion Matrix - description of cells

Classifier

Output classes
True Positive False Positive Positive Predictive Value
False Negativ True Negativ Negative Predictive Value

Senzitivity Specificity Precision

Target classes

Table 5. Confusion Matrix for ANN, k-NN and GMM classifiers and results for neutral vs. stress
recognition

ANN k-NN GMM

Neutral
7445

22.1%
1901
5.7%

79.7%
4919

14.6%
2209
6.6%

69.0%
6305

18.8%
3507

10.4%
63.3%

Stress
1684
5.0%

22587
67.2%

93.1%
4210

12.5%
22279
66.3%

884.1%
2824
8.4%

20981
62.4%

88.1%

81,6% 92.2% 89.3% 53.9% 91.0% 80.9% 69.1% 85.7% 81.2%
Neutral Stress Neutral Stress Neutral Stress

This experiment shows that these classification methods can be used on the recog-
nition of emotional state. At the same time, the question arises, what emotional states
will characterize stress. The answer will probably depend on which system would be
applied.
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Abstract. Aim of this article is to clarify the potential utilization of complex 
EEG signal in modern information age. Brain Computer Interface (BCI) repre-
sents the connection of brain waves with output device through some interface. 

It was investigated whether the correlation analysis of the EEG signal may 
be used for finding appropriate classification parameters. EEG signal was 
measured in the idle state of mind of 3 subjects. Complex correlation analysis 
was performed for 16 samples of each obtained signal history. Moreover, the 
position of maximal correlation was also recorded. 

1 Introduction 

Many scientific disciplines deal with the human brain; for example numerical neuro-
science, neuro-informatics, informatics or medicine. All of them bring theories, which 
could explain different brain activities. Numerical neuroscience provides mathemati-
cal and biophysical models, which are able to model basic processes in neurons and 
neural networks. The main goal of neuro-informatics is systematic development of 
database intended to collect information such as brain morphology, brain parts anat-
omy and their functional connection, brain electrophysiology, brain states obtained 
with magnetic resonance and their integration. Further, it seeks to develop tools for 
modelling, where the aim is the most accurate emulation of brain activity. In Infor-
matics, complex networks are highly suitable to model a complex system among 
which the brain includes. The contribution of medicine is undisputable especially in 
brain anatomy research. 

The human brain is a complex system, which is an object of our research. It is re-
garded as the most complex system in the universe. The modern science is currently 
attempting to understand the complex interconnection among individual parts of the 
brain (Sporns et.al. 2005). There are many publications, which deal with description 
of the brain (Adeli 2010; Damasio 1995; Sporns et al. 2005). 

Currently there are many known applications of BCI technology, but not enough at 
each particular field of study. Signal that is sensed from the brain is the key element 
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in the BCI model; therefore the design of an appropriate algorithm for processing of 
the signal is the most discussed part of BCI model structure (Schalk et al. 2004).  

Invasive methods of sensing the brain activity could provide very accurate data, 
but it is not both technically and user friendly; thus, it would not be further mentioned 
in this article. On the other hand, more accessible non - invasive methods can obtain 
relatively weak signal with amplitude ranging from units to hundreds of microvolts. 
Moreover, the signal is also prone to noise elements. Another disadvantage of this 
method is a summation of neuron signals; thus, obtained data are referenced to a spe-
cific group of neurons. 

The brain itself is composed of several parts, without which his activity could not 
be possible. One of its basic structural parts is a neuron. The neuronal cells are char-
acterized by the fact that electrical activity is carried out in them. These cells commu-
nicate with each other by electrical signals. According to the last estimate, there are 
approximately 1011 neurons in the brain. Every one of them is connected with thou-
sands of other neurons. The main source of EEG signal is an electric activity of  
synapse - dendrites membrane located in the surface layer of the cortex. Each active 
synapse dispatches electromagnetic pulse to the environment during excitation. Due 
to the high number of these pulses, it is difficult to locate their source by means of 
multichannel sensor on the skin.  This issue could be compared to full amphitheatre, 
in which there are chanting people and the task is to recognize from outside, which 
specific group of fans shouts. A different perspective on this issue may be such that 
the aim is to identify uniqueness of the signal for each individual subject. In the ex-
ample shown above, it is as we would like to recognize the type of the stadium by the 
mass of chanting people. For example, there is noticeable difference between hockey 
and tennis fans. The biometric signatures are different for each creature on the planet 
Earth. 

The aim of this article is to provide potential classification parameters through 
EEG signal analysis for neural network which could be then used for biometrical pur-
poses. 

2 Methods 

There are several approaches for sensing brain activity. The most widely used is EEG 
technology, which belongs among the non – invasive methods. Devices based on 
EEG technology provide signal with very low voltage amplitude, because the signal 
has to pass through the relatively low conductive skull. The amplitude ranges from 
tens to hundreds microvolts. 

2.1 Sensing the Brain Activity 

Recently, we use Emotiv EPOC neuroheadset to obtain EEG signal from the human 
brain. Sensing of EEG by Emotiv EPOC neuroheadset has a number of advantages,  
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because it already involves solved elementary issues in the processing of the meas-
ured signal. Due to this fact, it is not necessary to operate with raw data. It depends on 
the further usage of the data. Although the spectrum of this data could be used in 
many applications, it is not simple to understand the entire significance of the whole 
signal even if the proportion of the noise is minimal. This technology has the greatest 
expansion and certainly also the priority significance in diagnosis of various diseases 
in medicine (Adeli 2010). 

Emotiv Corporation developed personal brain - computer interface for human – 
computer interaction using neuro-technology, which is based on processing of elec-
tromagnetic waves occurring in human brain. The interface has wide range of possible 
applications; for example in interactive games, intelligent adaptive environment, au-
dio visual art and design, medicine, robotics and automotive industry. Moreover, it 
can be deployed in large amount of scientific research. 

Emotiv EPOC neuroheadset (Figure 1) measures a signal wirelessly transferred 
to common personal computer. It is a device, which has a set of sensors intended for 
sensing the activity produced by human brain. Traditional EEG devices requires the 
use of conductive pasta to improve the conductivity between electrodes and hairs. 
On the other hand, the neuroheadset do not need any additional tools. It has 14  
high resolution sensors, which are placed on optimal positions on the human head 
(Figure 2). 

 

Fig. 1. Emotiv EPOC neuroheadset (Emotiv 2012) 

Moreover, it also includes gyroscope for determinate the position in the area. 
Each channel has its own label based on its position on the head: AF3, F7, F3, FC5, 
T7, P7, O1, O2, P8, T8, FC6, F4, F8, and AF4. Internal sampling frequency of the 
neuroheadset is 2048 Hz. More information about neuroheadset can be found in 
(Emotiv 2012). 
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reveal the hidden complex behaviour is challenging task, and many hybridization of 
modern techniques are often used for such an issue, e.g. connection of chaotic dynam-
ics, neural classifiers, fuzzy logic, etc. 

Emotiv provide basic software set containing many tools, which can be used for 
recording various signals such as electric potential from all 14 sensors, power spec-
trum of individual EEG channels in real time and rotational acceleration of the head 
in horizontal and vertical axis using data from gyroscope. All of these outputs are 
shown in graphs. Data are also available in raw form, which can be used for further 
analysis. If it is required special functionality, which is not provided by native soft-
ware, it is desirable to develop own application using Emotiv SDK (Software Devel-
opment Kit).  

Native software consists of three classification suites. Each of them enables the us-
age of algorithm developed by Emotiv. First of them is Expressive suite, which con-
tains identification system for recognition of facial expression such as smile, eyewink, 
etc. The muscle signals are used for this purpose. The sources for these signals are ob-
tained by sensors, which are located around the face. 

The second suite can be used to measure and identification of emotional state; for 
example nervousness, alertness, concentration, etc. Therefore, it is called Affective 
suite. Muscle signals and ocular signals are filtered by specially designed filters; thus, 
identification algorithm uses clear brain signal. 

The last suite is called Cognitive. This classification mode uses whole measured 
signal, which contains both clear brain signal and muscle signal. Classification algo-
rithm is based on artificial intelligence methods. Type and structure of applied neural 
network is patented by Emotiv Corporation; therefore, the specific information about 
the algorithm is protected.  

If it is required other processing of the signal than the native software allows, it 
may be processed by another software application. 

Measured raw data can be subjected to offline analysis to research. 

2.2 Processing the Brain Activity 

If person could be recognized by custom EEG traces, it would mean that the person 
could be uniquely identified by EEG signal and it could bring new ways of authoriza-
tion routines. Critical phase lies in signal classification. Even if the meaning of both 
the waveform and the signal content is not very important for classification purposes, 
there is another issue which have to be considered. EEG device provides large amount 
of data which has to be effectively and quickly processed in order to perform correct 
classification of the subject from the signal in real time. Classification tasks could be 
realized by using neural networks. However, it is difficult to predict, which neural  
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network could use its cognitive potential for classification task mentioned above 
(Hazrati and Erfanian 2010). Investigation of the most appropriate classifier requires 
testing of many subjects. Furthermore, it is necessary to find algorithm with the  
shortest response time with respect to the credibility of obtained output. Another issue 
is to determinate which output is suitable. There could be considered the theory of 
large numbers; thus, maximum possible number of subjects needs to be tested. There-
fore, it is more important to select key parameters of the signals that are different for 
each person. Even though the parameters are different for different people, the ques-
tion remains whether the parameters remain constant in different time frames for the 
same person. 

3 Results 

Idle state of mind was chosen as the optimal for the measurement. The relative idle 
state is such that the EEG signal does not contain any artefacts. Some artefacts are al-
ready filtered out before the signal processing. That mostly includes elements in sig-
nal that related to some physical responses such as eye blinking, motion and muscle 
activity, heartbeat etc. Furthermore, external artefacts interfering the signal are pri-
marily eliminated in analog-to-digital conversion. 

In order to perform classification, it has to be set unique characteristics of the sig-
nal (hereinafter called as classification parameters). That task is the first step of our 
research. The most important is to find appropriate classification parameters. How-
ever, the device returns fourteen channels with various amplitudes. Therefore, it is 
necessary to normalize the signal by applicable algorithm. This procedure count with 
sampling frequency of the neuroheadset, which is 128 Hz. Prepared set of data is 
ready for another mathematical or statistical analysis.  

Firstly, it was performed a correlation analysis between channels of the first sub-
ject’s EEG signal. All combinations of signals were tested in order to find which pair 
of channels influence each other. Further aim of the analysis was to find out whether 
another subjects have different relations between the channels. Correlation was calcu-
lated for each compared pair of channels.  

Data was obtained for three different subjects.  Minimal number of samples was 
around 27 000 (corresponds to approximately 3.5 minutes of EEG record). Tables 
(Tab. 1, Tab. 2, Tab. 3) contain values of maximal correlations and position of elec-
trodes which related to the correlation. Both parameters were counted for different 
parts of EEG signal. A length of individual parts were set to 10000 samples (78, 125 
s). Time shift between parts was set to 1000 samples (7,8125s). 
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There are many approaches to analysis of data. Moreover, EEG signal belongs to 
group of biometric signals which are usually very complex. The question remains 
whether it is possible to involve significance of all characteristics and signal history of 
EEG signal to classification process.  

Biometrical data are typically represented as an image or a quantification of meas-
ured physiological or behavioural characteristics. As these data should refer to very 
complex human behaviour or describe very precisely physiological characteristic 
(typically iris scan, fingerprint, palm vein image, hand scan, voice, walk pattern etc.) 
these data can easily became very large and hard to process. For this reason a modern 
ways of data processing and classification are applied for biometrical data. The lead-
ing method is the usage of neural networks (Tangkraingkij 2009). 

Correlation analysis demonstrates that there may exists relations between individ-
ual EEG channels. Further, it shows that the highest value of correlation was mostly 
found between neighbouring electrodes. Subject 1 has the highest correlation between 
electrode AF3 and F3 which are both located in frontal region of the brain. On the 
other hand, the subject 2 has the highest correlation between electrodes O2 and P8, 
which are located in rear regions of the brain. Both subject were measured in the idle 
state of mind. Subject 3 has the highest correlation between electrodes P7 and O1, 
which are located in rear regions of the brain. That behaviour of the subject’s brains 
should be proven on more measurements of the same subjects. If the behaviour re-
mained the same, it would mean, that it could be set as another classification parame-
ter.  

Interesting conclusion can be found for subject 2. Unlike other subjects, the posi-
tion of electrodes with maximal correlation did not change during the shifting from 
the first data set to the last data set for subject 2. The question remains whether it is 
possible to determine the person from the position of electrode pairs with maximal 
correlation. Another question is whether it is possible to use binary representation to 
record the electrode position in the form, which can be then used as classifier i.e. in-
put of the neural network. The specific trend of maximal correlation cannot be ob-
served from obtained data, because its value seems unstable. It could be an advantage 
in order to use the average of maximal correlations as one of the classification pa-
rameters. 

From obtained results we concluded that our future research could possibly answer 
the question which statistical characteristics are the most suitable for usage in classifi-
cation algorithm based on neural network. For example, difference between individ-
ual subjects is the feature, which could be used as another classification parameter.  
Results described in this article are the first part of future extensive research.  
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