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Foreword

The 16th International Conference on Human–Computer Interaction, HCI
International 2014, was held in Heraklion, Crete, Greece, during June 22–27,
2014, incorporating 14 conferences/thematic areas:

Thematic areas:

• Human–Computer Interaction
• Human Interface and the Management of Information

Affiliated conferences:

• 11th International Conference on Engineering Psychology and Cognitive
Ergonomics

• 8th International Conference on Universal Access in Human–Computer
Interaction

• 6th International Conference on Virtual, Augmented and Mixed Reality
• 6th International Conference on Cross-Cultural Design
• 6th International Conference on Social Computing and Social Media
• 8th International Conference on Augmented Cognition
• 5th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

• Third International Conference on Design, User Experience and Usability
• Second International Conference on Distributed, Ambient and Pervasive
Interactions

• Second International Conference on Human Aspects of Information Security,
Privacy and Trust

• First International Conference on HCI in Business
• First International Conference on Learning and Collaboration Technologies

A total of 4,766 individuals from academia, research institutes, industry, and
governmental agencies from 78 countries submitted contributions, and 1,476 pa-
pers and 225 posters were included in the proceedings. These papers address
the latest research and development efforts and highlight the human aspects of
design and use of computing systems. The papers thoroughly cover the entire
field of human–computer interaction, addressing major advances in knowledge
and effective use of computers in a variety of application areas.

This volume, edited by Fiona Fui-Hoon Nah, contains papers focusing on the
thematic area of HCI in Business, addressing the following major topics:

• Enterprise systems
• Social media for business
• Mobile and ubiquitous commerce



VI Foreword

• Gamification in business

• B2B, B2C, C2C e-commerce

• Supporting collaboration, business and innovation

• User experience in shopping and business

The remaining volumes of the HCI International 2014 proceedings are:

• Volume 1, LNCS 8510, Human–Computer Interaction: HCI Theories,
Methods and Tools (Part I), edited by Masaaki Kurosu

• Volume 2, LNCS 8511, Human–Computer Interaction: Advanced Interaction
Modalities and Techniques (Part II), edited by Masaaki Kurosu

• Volume 3, LNCS 8512, Human–Computer Interaction: Applications and Ser-
vices (Part III), edited by Masaaki Kurosu

• Volume 4, LNCS 8513, Universal Access in Human–Computer Interaction:
Design and Development Methods for Universal Access (Part I), edited by
Constantine Stephanidis and Margherita Antona

• Volume 5, LNCS 8514, Universal Access in Human–Computer Interaction:
Universal Access to Information and Knowledge (Part II), edited by
Constantine Stephanidis and Margherita Antona

• Volume 6, LNCS 8515, Universal Access in Human–Computer Interaction:
Aging and Assistive Environments (Part III), edited by Constantine Stephani-
dis and Margherita Antona

• Volume 7, LNCS 8516, Universal Access in Human–Computer Interaction:
Design for All and Accessibility Practice (Part IV), edited by Constantine
Stephanidis and Margherita Antona

• Volume 8, LNCS 8517, Design, User Experience, and Usability: Theories,
Methods and Tools for Designing the User Experience (Part I), edited by
Aaron Marcus

• Volume 9, LNCS 8518, Design, User Experience, and Usability: User Expe-
rience Design for Diverse Interaction Platforms and Environments (Part II),
edited by Aaron Marcus

• Volume 10, LNCS 8519, Design, User Experience, and Usability: User Expe-
rience Design for Everyday Life Applications and Services (Part III), edited
by Aaron Marcus

• Volume 11, LNCS 8520, Design, User Experience, and Usability: User
Experience Design Practice (Part IV), edited by Aaron Marcus

• Volume 12, LNCS 8521, Human Interface and the Management of Informa-
tion: Information and Knowledge Design and Evaluation (Part I), edited by
Sakae Yamamoto

• Volume 13, LNCS 8522, Human Interface and the Management of Infor-
mation: Information and Knowledge in Applications and Services (Part II),
edited by Sakae Yamamoto

• Volume 14, LNCS 8523, Learning and Collaboration Technologies: Designing
and Developing Novel Learning Experiences (Part I), edited by Panayiotis
Zaphiris and Andri Ioannou
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• Volume 15, LNCS 8524, Learning and Collaboration Technologies:
Technology-rich Environments for Learning and Collaboration (Part II),
edited by Panayiotis Zaphiris and Andri Ioannou

• Volume 16, LNCS 8525, Virtual, Augmented and Mixed Reality: Designing
and Developing Virtual and Augmented Environments (Part I), edited by
Randall Shumaker and Stephanie Lackey

• Volume 17, LNCS 8526, Virtual, Augmented and Mixed Reality: Applica-
tions of Virtual and Augmented Reality (Part II), edited by Randall
Shumaker and Stephanie Lackey

• Volume 19, LNCS 8528, Cross-Cultural Design, edited by P.L. Patrick Rau
• Volume 20, LNCS 8529, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management, edited by Vincent G. Duffy

• Volume 21, LNCS 8530, Distributed, Ambient, and Pervasive Interactions,
edited by Norbert Streitz and Panos Markopoulos

• Volume 22, LNCS 8531, Social Computing and Social Media, edited by
Gabriele Meiselwitz

• Volume 23, LNAI 8532, Engineering Psychology and Cognitive Ergonomics,
edited by Don Harris

• Volume 24, LNCS 8533, Human Aspects of Information Security, Privacy
and Trust, edited by Theo Tryfonas and Ioannis Askoxylakis

• Volume 25, LNAI 8534, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

• Volume 26, CCIS 434, HCI International 2014 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 27, CCIS 435, HCI International 2014 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2014 Conference.

This conference could not have been possible without the continuous support
and advice of the founding chair and conference scientific advisor, Prof. Gavriel
Salvendy, as well as the dedicated work and outstanding efforts of the commu-
nications chair and editor of HCI International News, Dr. Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2014 Conference the members of the Human–
Computer Interaction Laboratory of ICS-FORTH, and in particular
George Paparoulis, Maria Pitsoulaki, Maria Bouhli, and George Kapnas.

April 2014 Constantine Stephanidis
General Chair, HCI International 2014
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Alexander Mädche, Germany

Sheau-Farn Max Liang, Taiwan
Katsuhiko Ogawa, Japan
Tom Plocher, USA
Huatong Sun, USA
Emil Tso, P.R. China
Hsiu-Ping Yueh, Taiwan
Liang (Leon) Zeng, USA
Jia Zhou, P.R. China

Online Communities and Social Media

Program Chair: Gabriele Meiselwitz, USA

Leonelo Almeida, Brazil
Chee Siang Ang, UK
Aneesha Bakharia, Australia
Ania Bobrowicz, UK
James Braman, USA
Farzin Deravi, UK
Carsten Kleiner, Germany
Niki Lambropoulos, Greece
Soo Ling Lim, UK

Anthony Norcio, USA
Portia Pusey, USA
Panote Siriaraya, UK
Stefan Stieglitz, Germany
Giovanni Vincenti, USA
Yuanqiong (Kathy) Wang, USA
June Wei, USA
Brian Wentz, USA

Augmented Cognition

Program Chairs: Dylan D. Schmorrow, USA,
and Cali M. Fidopiastis, USA

Ahmed Abdelkhalek, USA
Robert Atkinson, USA
Monique Beaudoin, USA
John Blitch, USA
Alenka Brown, USA

Rosario Cannavò, Italy
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Faith McCreary, Marla Gómez, Derrick Schloss, and Deidre Ali

The Role of Human Factors in Production Networks and Quality
Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

Ralf Philipsen, Philipp Brauner, Sebastian Stiller,
Martina Ziefle, and Robert Schmitt

Managing User Acceptance Testing of Business Applications . . . . . . . . . . . 92
Robin Poston, Kalyan Sajja, and Ashley Calvert

How to Improve Customer Relationship Management in Air
Transportation Using Case-Based Reasoning . . . . . . . . . . . . . . . . . . . . . . . . . 103

Rawia Sammout, Makram Souii, and Mansour Elghoul

Toward a Faithful Bidding of Web Advertisement . . . . . . . . . . . . . . . . . . . . 112
Takumi Uchida, Koken Ozaki, and Kenichi Yoshida



XX Table of Contents

Social Media for Business

An Evaluation Scheme for Performance Measurement of Facebook Use:
An Example of Social Organizations in Vienna . . . . . . . . . . . . . . . . . . . . . . . 121

Claudia Brauer, Christine Bauer, and Mario Dirlinger

Understanding the Factors That Influence the Perceived Severity of
Cyber-bullying . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

Sonia Camacho, Khaled Hassanein, and Milena Head

Seeking Consensus: A Content Analysis of Online Medical
Consultation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

Ming-Hsin Phoebe Chiu

Social Media Marketing on Twitter: An Investigation of the
Involvement-Messaging-Engagement Link . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Constantinos K. Coursaris, Wietske van Osch, and Brandon Brooks

The Internet, Happiness, and Social Interaction: A Review
of Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

Richard H. Hall and Ashley Banaszek

Small and Medium Enterprises 2.0: Are We There Yet? . . . . . . . . . . . . . . . 175
Pedro Isaias and Diogo Antunes

Finding Keyphrases of Readers’ Interest Utilizing Writers’ Interest in
Social Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

Lun-Wei Ku, Andy Lee, and Yan-Hua Chen

The Role of Interactivity in Information Search on ACG Portal Site . . . . 194
Juihsiang Lee and Manlai You

Factors Affecting Continued Use of Social Media . . . . . . . . . . . . . . . . . . . . . 206
Eleanor T. Loiacono and Scott McCoy

Image-Blogs: Consumer Adoption and Usage (Research-in-Progress) . . . . 214
Eleanor T. Loiacono and Purvi Shah

Main Factors for Joining New Social Networking Sites . . . . . . . . . . . . . . . . 221
Carlos Osorio and Savvas Papagiannidis

“There’s No Way I Would Ever Buy Any Mp3 Player with a Measly
4gb of Storage”: Mining Intention Insights about Future Actions . . . . . . . 233

Maria Pontiki and Haris Papageorgiou

Experts versus Friends: To Whom Do I Listen More? The Factors That
Affect Credibility of Online Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245

DongBack Seo and Jung Lee



Table of Contents XXI

To Shave or Not to Shave? How Beardedness in a Linkedin Profile
Picture Influences Perceived Expertise and Job Interview Prospects . . . . 257

Sarah van der Land and Daan G. Muntinga

Empowering Users to Explore Subject Knowledge by Aggregating
Search Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266

I-Chin Wu, Cheng Kao, and Shao-Syuan Chiou

Mobile and Ubiquitous Commerce

Follow-Me: Smartwatch Assistance on the Shop Floor . . . . . . . . . . . . . . . . . 279
Mario Aehnelt and Bodo Urban

A Qualitative Investigation of ‘Context’, ‘Enterprise Mobile Services’
and the Influence of Context on User Experiences and Acceptance of
Enterprise Mobile Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288

Karen Carey and Markus Helfert

Designing for Success: Creating Business Value with Mobile User
Experience (UX) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299

Soussan Djamasbi, Dan McAuliffe, Wilmann Gomez,
Georgi Kardzhaliyski, Wan Liu, and Frank Oglesby

The Performance of Self in the Context of Shopping in a Virtual
Dressing Room System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307

Yi Gao, Eva Petersson Brooks, and Anthony Lewis Brooks

Understanding Dynamic Pricing for Parking in Los Angeles: Survey
and Ethnographic Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 316

James Glasnapp, Honglu Du, Christopher Dance,
Stephane Clinchant, Alex Pudlin, Daniel Mitchell, and
Onno Zoeter

Full-Body Interaction for the Elderly in Trade Fair Environments . . . . . . 328
Mandy Korzetz, Christine Keller, Frank Lamack, and
Thomas Schlegel

Human-Computer vs. Consumer-Store Interaction in a Multichannel
Retail Environment: Some Multidisciplinary Research Directions . . . . . . . 339

Chris Lazaris and Adam Vrechopoulos

Market Intelligence in Hypercompetitive Mobile Platform Ecosystems:
A Pricing Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 350

Hoang D. Nguyen, Sangaralingam Kajanan, and
Danny Chiang Choon Poo



XXII Table of Contents

A User-Centered Approach in Designing NFC Couponing Platform:
The Case Study of CMM Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 360

Antonio Opromolla, Andrea Ingrosso, Valentina Volpi,
Mariarosaria Pazzola, and Carlo Maria Medaglia

Mobile Design Usability Guidelines for Outdoor Recreation
and Tourism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371

Sarah J. Swierenga, Dennis B. Propst, Jennifer Ismirle,
Chelsea Figlan, and Constantinos K. Coursaris

Gamification in Business

A Framework for Evaluating the Effectiveness of Gamification
Techniques by Personality Type . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 381

Charles Butler

The Global Leadership of Virtual Teams in Avatar-Based Virtual
Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 390

Paul Hayes Jr.

Gamification of Education: A Review of Literature . . . . . . . . . . . . . . . . . . . 401
Fiona Fui-Hoon Nah, Qing Zeng, Venkata Rajasekhar Telaprolu,
Abhishek Padmanabhuni Ayyappa, and Brenda Eschenbrenner

An Investigation of User Interface Features of Crowdsourcing
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 410

Robbie Nakatsu and Charalambos Iacovou

Co-design of Neighbourhood Services Using Gamification Cards . . . . . . . . 419
Manuel Oliveira and Sobah Petersen

Applications of a Roleplaying Game for Qualitative Simulation and
Cooperative Situations Related to Supply Chain Management . . . . . . . . . 429

Thiago Schaedler Uhlmann and André Luiz Battaiola
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Consumer Preferences for the Interface of E-Commerce Product
Recommendation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 526

Yi-Cheng Ku, Chih-Hung Peng, and Ya-Chi Yang

Critical Examination of Online Group-Buying Mechanisms . . . . . . . . . . . . 538
Yi Liu, Chuan Hoo Tan, Juliana Sutanto, Choon Ling Sia, and
Kwok-Kee Wei

A Case Study of the Application of Cores and Paths in Financial Web
Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 549

Dongyuan Liu, Tian Lei, and Shuaili Wei

WebQual and Its Relevance to Users with Visual Disabilities . . . . . . . . . . 559
Eleanor T. Loiacono and Shweta Deshpande

First in Search – How to Optimize Search Results in E-Commerce Web
Shops . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 566

Gerald Petz and Andreas Greiner

The Value of User Centered Design in Product Marketing: A Simulated
Manufacturing Company Product Offering Market Strategy . . . . . . . . . . . 575

April Savoy and Alister McLeod

Supporting Collaboration, Business and Innovation

Principles of Human Computer Interaction in Crowdsourcing to Foster
Motivation in the Context of Open Innovation . . . . . . . . . . . . . . . . . . . . . . . 585

Patrick Brandtner, Andreas Auinger, and Markus Helfert



XXIV Table of Contents

Search in Open Innovation: How Does It Evolve with the Facilitation
of Information Technology? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 597

Tingru Cui, Yu Tong, and Hock Hai Teo

Technology Acceptance Model: Worried about the Cultural
Influence? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 609
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Abstract. Enterprise businesses are increasingly using analytics and simulation 
for improved decision making with diverse and large quantities of data. 
However, new challenges arise in understanding how to design and implement 
a user interaction paradigm that is appropriate for technical experts, business 
users, and other stakeholders. Technologies developed for sophisticated 
analyses pose a challenge for interaction and interface design research when the 
goal is to accommodate users with different types and levels of expertise. In 
this paper we discuss the results of a multi-phase research effort to explore 
expectations for interaction and user experience with a complex technology that 
is meant to provide scientists and business analysts with expert-level capability 
for advanced analytics and simulation. We find that while there are unique 
differences in software preferences of scientists and analysts, that a common 
interface is feasible for universal usability of these two user groups. 

Keywords: Simulation, modeling, expert, analysis, interviews, disruption, 
ideation. 

1 Introduction 

Federal lawmakers want to propose a coast-to-coast high-speed rail transportation 
system to the public. Being that this is a large investment of taxpayer dollars, they 
want to make the first proposal the optimal proposal so as not to upset citizens. They 
also realize many decisions are often made with good information and insight such as 
future needs, demand, and geographic location. Such information is spread across 
different sources. Assistance is needed aggregating appropriate data sources and 
models for a large-scale benefit analysis. What would you recommend for developing 
a seamless high-speed rail infrastructure that reduces airplane and automobile 
emissions while being cost-efficient, improving overall quality of life for customers, 
and that is accessible to customers quickly? 

Above is an example of a complex problem for which modeling and simulation can 
provide a solution. Technologies for advanced analytics and simulation are often very 
complex, requiring specialized knowledge to use them, and are created for experts in 
a particular domain (domain expert). As an ‘expert’, the expectation is that she has 
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mastered a set of tasks and activities that are performed on a regular basis, and these 
tasks often become automatic. In turn, this automation can make it difficult to elicit 
detailed information from the expert about a set of tasks because she may 
unintentionally leave out important details or essential steps when describing the  
tasks [1,2]. 

The research presented in this paper was conducted within the context of a 
modeling and simulation (M&S) tool called SPLASH (Smarter Planet Platform for 
Analysis and Simulation of Health) [3]. Through SPLASH, end users with varying 
degrees of expertise in analytics and simulation can design simulation experiments to 
apply in a variety of fields including finance, urban planning, healthcare, and disaster 
planning. This range of fields and end users poses challenges for how to 
accommodate a wide array of expertise in M&S – that is, for people with deep 
domain knowledge about the construction of models and simulations to people with 
skill and expertise in running the simulation system and analyzing the output within a 
particular field. In addition, the domain of modeling and simulation tends to 
emphasize algorithm design and implementation rather than interface and interaction 
design. Without a body of evidence of how scientists and analysts use modeling or 
simulation tools, we had to work with a community of our intended end users to 
identify expectations and interface design features. This paper describes the method 
and results of using exploratory interviews, disruptive interviews, and participatory 
ideation to elicit information from experts in the field of M&S to inform the design of 
the SPLASH interaction.  

2 Background 

The goal of SPLASH is to facilitate the creation of complex, interconnected system-
of-systems to advise and guide ‘‘what-if’’ analyses for stakeholders and policy 
makers. In contrast to the tradition of developing isolated models of phenomena, 
SPLASH takes a slightly different approach to the question, can we use M&S to help 
policy makers envision the trades-offs of complex policy and planning problems in a 
more holistic way? Specifically, SPLASH affords being able to examine real-world 
complex systems by reusing and coupling models and data of individual systems into 
a more comprehensive simulation [4]. As such, providing a way to consider the 
effects of change on the complete system rather than through the independent lens of 
individual systems models. Smarter Planet Platform for Analysis and Simulation of 
Health is intended to help the stakeholders consider as much about a complex system 
as possible to avoid negative unintended consequences by using relevant constituent 
components (i.e., data, models, simulations) for their desired level of system 
abstraction and analysis [5]. Our role in the development of SPLASH was to initiate 
the design of the user interface and end user interaction model.  

2.1 Composite Modeling Methodology  

Modeling and simulation is a complex research area that typically draws from 
mathematics, statistics, and business [6]. The process to create models and 
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simulations tends to be subjective and dependent on the stakeholders, the model 
scope, level of detail of model content, and data requirements [6, 7]. A typical 
approach to examining a complex problem is for the modeler to use the individual 
components they are familiar with (i.e., as data, statistics, models, or simulations) to 
model and simulate a system. The modeler then uses output from these components as 
analysis of the individual pieces of the larger system. This would include working 
with key stakeholders to make assumptions about the impact of changes on the 
overall system using the individual pieces, resulting in an informed but fragmented 
system perspective [8].  

Creating complex system simulations by coupling models and data sources is not a 
brand new area for the M&S community. There are a number of ways to create 
complex simulations through model integration, and these can be classified into three 
types: (1) integrated and uniform modeling framework, (2) tightly-coupled modeling 
framework, and (3) loosely-coupled modeling framework (see [3] for additional detail 
about each type of modeling framework). However, unless designed to accommodate 
one of these three frameworks from the beginning, the coupling of component models 
typically requires systems development work to integrate independent data sources 
and/or to re-code models and simulations so they can conform to a particular protocol 
or standard. By contrast, SPLASH enables the creation of composite models by 
automatically translating data from one component model into the form needed by 
another model to create a composite system model. In doing so, SPLASH also helps 
to alleviate the guesswork and assumptions about impact of changes and the potential 
for unintended consequences [3]. 

This suffices from a systems engineering perspective, but how is the stakeholder 
supposed to actually use such a complex technology? What complicated our role of 
designing an interface and interaction model for composite modeling is that there is 
not a standard process for building individual models or simulations to help inform 
expectations through a set of current conventions. This left us with little interaction 
guidance to begin prototyping an interface design for SPLASH. 

2.2 Expert Elicitation 

An expert can be defined as “an individual that we can trust to have produced 
thoughtful, consistent and reliable evaluations of items in a given domain” [9]. 
Because experts have, in essence, 10,000+ hours of experience [2], they are very 
familiar with a particular process and pattern to perform a task or activity. Therefore, 
it may be easy for the expert to recall the process for performing a particular activity 
or sequence of tasks but difficult to express the process to a novice. To study expert 
activities, many routine tasks are documented using some form of observation 
[10,11]. However, the tacit knowledge and reasoning may not be apparent to the 
observer when experts are performing a routine task [12].  

There are two intended user groups of SPLASH, both of which are considered to 
be experts: scientists and analysts. The descriptions of our population were that 
scientists typically design, build, and run models and simulation experiments. 
Analysts run experiments after a model has been built and/or analyze results of the 
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simulation run to aid in further decision-making. Both scientists and analysts are 
experts in performing analytical tasks that we needed to better understand. To design 
an interface for SPLASH, it was fundamental to understand what processes, tools, and 
techniques our target users employ to build and run simulations to model and 
understand potential system behavior. 

For this study, we decided to use a series of three interview techniques to elicit 
expert knowledge in a relatively short period of time – being sensitive to work 
schedules and volunteer participation of our pool of professionals. Interviewing is a 
common HCI technique for eliciting information from stakeholders for rich 
qualitative analysis. Interviews can take many different forms including unstructured, 
semi-structured, and structured [13]. We started our investigation with semi-
structured exploratory interviews to gain an understanding of what it is to do M&S 
work and to further structure the remaining two investigation phases of disruptive 
interviews and participatory ideation.  

Disruptive interviews are derived from semi-structured interviews and can aid  
in the recall of past steps to complete a process that may have become automatic  
and taken for granted [12,14]. The interview technique uses a specific scenario that is 
then constrained over time by placing limitations on the options available to the 
participant. The constraints of the scenario are iteratively refined so that the 
participant must reflect on the processes and their reasoning. This technique borrows 
from condensed ethnographic interviews [12] that transform discussion from broad 
issues to detailed steps [15]. It is critical that disruptive interviews consider the 
context of the interviewees’ processes. Understanding such context allows the 
researcher to design interview protocols appropriate to the constraints a person 
typically encounters in their work.  

Participatory ideation (PI) is a mash-up of two existing techniques, participatory 
design and social ideation. Participatory design is often described as ‘design-by-
doing’ [16] to assist researchers in the design process. This method is often used 
when researchers and designers want to accurately design a tool for an audience they 
are not familiar with [17]. Complementary to this, social ideation is the process of 
developing ideas with others via a web-enabled platform and utilizes brainstorming 
techniques to generate new ideas [18]. Both participatory design and social ideation 
are intended for early stage design and to engage with the users of the intended tool. 

We interviewed professional scientists and analysts to investigate their 
expectations for the design of a technology such as SPLASH. The research questions 
we aimed to address were:  

• RQ1: What are people’s expectations for a complex cross-disciplinary modeling 
and simulation tool? 

• RQ2: How should usable modeling and simulation interfaces be designed for 
non-technical audiences? 

3 Methods 

To address the above research questions we began with exploratory interviews. We 
then used the findings from the exploratory interview to design business-relevant 
scenarios, conduct disruptive interviews, and structure a participatory ideation phase. 
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We worked with 15 unique participants through the three phases of investigation. Of 
the 15 participants, nine were scientists, four were analysts, and two held both 
scientist and analyst roles. (Referred to as scientific analysts here on in, this hybrid 
categorization included participants who have experience with building models  
and with analyzing simulation results.) The range of modeling, simulation, and/or 
analytical domain expertise included atmospheric modeling, healthcare, 
manufacturing, polymer science, physics, statistics, social analytics, supply-chain 
management, and text analytics. Participants were recruited opportunistically as 
references and by snowball sampling. 

3.1 Exploratory Interviews and Scenario Design 

The first stage of this work was to understand our participant’s work context, the type 
of modeling and/or simulation work that they perform, and their process for building 
a model and/or running a simulation. We began by interviewing five people, of which 
four were scientists and one was an analyst. The exploratory interviews were semi-
structured, lasted approximately 30 minutes, and were conducted both in-person (for 
local participants) and by telephone (for remote participants). The results were used to 
help gauge the level of self-reported expertise of each participant and to develop the 
scenarios and disruptive interview protocol from the perspective of how M&S 
activities are performed. 

After conducting the exploratory interviews, we aggregated scenario examples 
provided by participants, examples from our previous publications [3,4,5], and areas 
of interest to IBM’s Smarter Cities initiative [19]. This yielded four scenarios for the 
disruptive interviews in the fields of transportation, healthcare, disaster recovery, and 
supply chain. The scenarios are hypothetical contexts in which simulations might be 
used to help examine a complex business challenge. We used the scenarios developed 
from the exploratory interviews to scope the disruptive interviews and provide 
context for the participants of the disruptive interview phase. 

3.2 Disruption 

Disruptive interviews are “disruptive” in nature because of the ever-increasing 
constraints placed on a solution set that is available to the participant during the 
interview itself. In our study, the interviewee was presented a scenario and asked to 
identify component model and data sources he or she would use to address the 
challenge highlighted in the scenario. In this phase of the investigation, our 
participant pool included two analysts, three scientists, and two scientific analysts. 

The participants began by describing the models and data sources they thought 
would be useful in addressing the scenario. This was done without constraint to get 
the participant engaged in the scenario and to gather thoughts and reasoning of how 
the participant would approach the scenario challenge. Then, to begin triggering 
additional and more detailed feedback, the participants were only allowed to choose 
from a pre-determined list of model and data sources to address the scenario. Lastly, 
access to component sources was narrowed even further, which required the 
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participant to reflect on the trade-off of potentially not having precisely what 
component sources they desired and expressing what was important to the design and 
build of a composite model for analysis. Each interview lasted approximately 1 hour, 
was transcribed, and then coded for emergent themes using Dedoose [20]. 

3.3 Participatory Ideation 

All of the participants were remote for the participatory ideation phase that was 
conducted to elicit early-stage interface prototype design ideas. Because all of our 
participants were remote, we used an asynchronous, online collaboration tool called 
Twiddla [21] as an aid to collect input. The participants were placed into one of two 
conditions: individual ideation or group ideation. For this phase we recruited two 
scientists and one analyst for the individual ideation condition, and two scientists and 
two analysts for the group ideation condition.  

We started with individual ideation, where the participants were given a blank 
canvas and asked to sketch ideas for model and data source selection, composition, 
and expected visualization(s) of simulation output based on one of the four scenarios 
that was created from the exploratory phase. Key interface and interaction features 
from the individual ideation output were then summarized and displayed as a starting 
point on the Twiddla drawing canvas for the group ideation participants. We 
hypothesized that the group ideation would produce more robust ideas because 
participants wouldn’t need to create a new concept, but could simply build upon a set 
of common ideas [22]. 

4 Results 

The three phases of this work each provided insight towards answering our research 
questions and built upon the findings of the previous phase(s). Here we provide the 
key results for each. 

4.1 Grounding the Investigation: Exploratory Interview Results 

To begin the exploratory interviews, we asked our participants to describe or define a 
model and a simulation. We received a range of responses for “model”. However, the 
descriptions were all disposed towards being a codified representation (computer 
program) of a physical process. An example response was:  
 

“A model would be a representation of a physical process, but a simplified 
representation of that process so that a computer can handle the level of detail, 
computationally, in an efficient manner.” 

Similarly, we received a range of responses to describe or define “simulation”. The 
tendency was for both scientists and analysts to define a simulation in the context of 
their work with modeling, making little or no distinction between a simulation and a 
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model. We provided definitions in the subsequent phases of investigation to overcome 
any issues with ambiguous use of these terms.  

Participants, regardless of their area of expertise, expressed that the software tools 
used in their daily work were a large source of frustration when building models and 
running simulations. Software constraints included limitations of existing tools to 
correctly support and manage the model development and simulation run independent 
of the problem size and the time trade-off to build custom tools.  

We found that all of the scientists had experience using third party tools but would 
eventually develop customized applications, program extensions to an existing tool, 
and/or couple multiple third party tools. The main reasons for custom-built tools 
were: (a) to accommodate legacy models and computer systems, (b) to perform 
additional analysis of the post-simulation run results, (c) to properly implement error 
handling during the simulation runtime, and/or (d) to add capabilities to visualize the 
simulation results.  

In addition to frustration with tools used to build models and run simulations, we 
found that the amount of time to run a simulation was also a critical factor. The main 
challenges for time were a combination of (a) proper model design, (b) data quality, 
and/or (c) avoidance of unnecessary runtime delays or re-runs/re-starts. Results from 
the exploratory interviews were used to scope the four scenarios for the remaining 
investigations and to define some of the constraints used in the disruptive interviews. 

4.2 Revelation through Disruption: Disruptive Interview Results 

The disruptive interviews provided insight into the selection and prioritization of 
model and data sources – a key element to composite modeling. We were able to 
explore steps taken when options are suddenly limited and how one would work 
through the challenge. In doing so, there were disruption-based triggers that prompted 
participants to deliberately reflect on and express how they would complete the 
scenario – as illustrated in the following statement: 

“When you build a simulation model you can collect everything in the world 
and build the most perfect model and you ask what are my 1st order effects? 
What are the ones I think are most critical? If I don't have them in there, my 
simulation model would be way off. The second ones are secondary effects... 
Those are the ones if I don't have enough time, I could drop those.” 

By narrowing the selection of available model and data sources available to 
address a scenario, participants expressed their preferences and expectations for being 
able to find resources such as data, models, and tools. The research focused on 
prioritization, selection, and preferences for data sources, type of analysis, kinds of 
tools, and visualization capabilities. The participants also expressed a preference for a 
navigational browser to help them visualize data and select the model and data 
sources to address a scenario. Results from the disruptive interviews were used as 
guide for a low-fidelity interface design that resulted from this series of 
investigations.  
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4.3 Early Design: Participatory Ideation Results 

This next phase resulted in sketches of interface ideas generated by the participants. 
Recall that the participatory ideation phase was designed with two conditions of 
participation: individual ideation and group ideation. The findings show similarities 
between the user groups, but also ideas unique to scientists and to analysts. In 
addition, we unexpectedly found that even though our group ideation participants 
were provided a sketch to start from (based on the individual ideation results), it was 
ignored by all of them and each decided to start with a blank design canvas. What 
follows is a summary of the design ideas that were mutual to analysts and scientists 
and then those that were specific to each participant group.  

Once the results of the participatory ideation phase were aggregated, three mutual 
interaction and interface design ideas stood-out. The first design idea was a feature to 
support browsing and exploration of model and data sources that would afford 
examination of schemas and/or variables prior to selection for use in a scenario. The 
second was a feature to compare the output of multiple simulation runs for a 
particular scenario to better understand the trade-offs of selecting one simulation 
solution compared to another (Fig. 1). The third feature was an audience-specific 
dashboard for making complex decisions that would provide a summary of the model 
and data sources that were used when running the simulation. 
 

 

Fig. 1. Example sketch of a simulation output where it would be easy to compare scenarios 

Analyst-Specific Design Ideas. Analysts emphasized guidance and recommendation. 
For example, analysts wanted pre-defined templates for simulation set-up and for 
analyzing simulation output. They expected the system to provide recommendations 
for which template to use (similar to the query prediction feature in Google) along 
with the steps to run a simulation. Also, they did not want technical terms such as 
“simulation”, “model”, or “factor” used in the interface. Instead, they preferred words 
such as “concept” or “category”. For visualization, analysts wanted a feature to 
suggest if one chart style would be better than another style to explain relationships in 
output data. For example, participants wanted a feature to suggest if a bar chart would 
be better than a tree map to explain relationships in their data. 
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Scientist-Specific Design Ideas. Scientists emphasized flow and a rich set of 
interaction features (Fig. 2). For example, they were consistent in requiring a way to 
assess the veracity and provenance of model and data sources. This stemmed from 
past experience with models that did not perform as expected or data that was 
inconsistent. During this phase, participants were able to query and select curated 
model and data sources. However, the scientists found the selections to be limiting 
and wanted to be able to upload their own sources to supplement the existing sources. 
Lastly, scientists preferred high levels of interaction with the data to examine the 
source and/or cleanliness of the data, and to determine the appropriateness for their 
simulation goals when previewing search results prior to running the simulation. For 
example, they wanted to edit parameters of the simulation set-up and interact with the 
sources before and after they were selected.  

 

 

Fig. 2. Example of expected flow and interaction features for composite modeling 

5 Discussion 

The results of this series of interviews helped us better understand our target users and 
inform subsequent interface prototype design. Specifically, the use of constraints as 
disruption in the interviews served as effective triggers, prompting and focusing our 
experts to provide details about how they would go about designing a composite 
model. These triggers demonstrated the usefulness of disruptive interviews [12,14,15], 
and although [9] suggests that experts tend to produce consistent and reliable 
evaluations of the work that they perform, we found that they are not particularly 
consistent in the manner that they reflect on their process of doing so. In addition, we 
were able to efficiently collect interaction expectations and interface design input from 
the experts we worked with through participatory ideation.  
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During the initial process of building a composite model, our analyst community 
expected a tool that would provide recommendations. These recommendations ranged 
from an automated reference providing which model and data sources to use for a 
particular scenario to suggestions for how to then couple the data and models in order 
to run the simulation. This ran counter to what our scientist community expected. 
Where, they were familiar with building the models and wanted to be able to 
interrogate the data and model sources to investigate elements such as provenance, 
robustness, and limitations prior to selection for use. A compromise that may satisfy 
both participant groups would be to implement an exploratory search and browse 
feature where users are not recommended models and data sources, but must 
prioritize the information needed before beginning the information retrieval process. 

An exploratory search and browse feature may be useful for interactive navigation 
of model and data sources to identify the appropriate elements to create a composite 
model. For example, take two use cases we found for creating a composite model. 
The first is that users may know the specific scenario or issue that they want to 
analyze using a composite model; and to facilitate the identification of appropriate 
and useful source components, they want to perform a search using specific keywords 
or questions. The second use case is that users are in the early stages of defining their 
project scope and want to run a simplified or meta-simulation to explore what is 
important in order to identify the appropriate source components for the design of the 
composite model. This loose exploration would be equivalent to browsing content on 
a system, or browsing a larger set of possible scenarios, and getting approximate 
output based on approximate inputs. This would allow the user the luxury of having a 
basic understanding of the model and data requirements to target particular source 
components. 

Implementing an exploratory search and browse would require the underlying 
systems to have information about the source components (most likely through 
metadata, e.g., [3]) along with a set of composite model templates to enable this 
manner of recommendation system. Alternatively, a more manual approach could be 
taken such as prompting the user to identify known factors to be explored prior to 
building the simulation, or identify the important relationships between source 
components. This would lead to the system displaying either a dashboard of specific 
sources or a catalog of different scenarios to consider. Participants agreed this 
exploration should include a high level of interaction with different tuning knobs and 
a visualization recommendation interface. In addition, audience-specific dashboards 
would be useful for making complex decisions, providing a summary of the 
simulation models and source components used in the simulations.  

For the simulation output, our results show that both user groups want a 
comparison feature that illustrates trade-offs of important scenario factors used in the 
final simulation. In addition, they would prefer recommended visualizations for the 
simulation to best understand and interpret the generated output. Overall, we saw a 
desire to explore model and data sources before and after use in a simulation.  
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6 Conclusions 

This paper describes the results of the first stages of a research effort to explore 
interaction expectations for a modeling and simulation technology. The study was set 
within the context of a composite modeling and simulation technology called 
SPLASH that enables the coupling of independent models (and their respective data 
sources) to examine what-if trade-offs for complex systems. Our participant pool 
included scientists and analysts; both considered experts in the areas of modeling, 
simulation, and analytics. Without the benefit of interaction conventions for modeling 
and simulation technologies, we used three techniques (exploratory interviews, 
disruptive interviews, and participatory ideation) to elicit information from experts in 
the field of modeling and simulation to inform the interaction design of the SPLASH 
interface. 

Our results show that there are differences in interaction expectations between 
scientists and analysts. Our scientists wanted considerably more explicit features and 
functionality to enable deep precision for modeling and simulation tasks; whereas our 
analysts wanted simplified functionality with intelligent features and recommendation 
functionality. We also found some common ground between our participants, such as 
both groups wanting a comparison feature to show trade-offs based on simulation 
output. Our findings point towards a semi-automated interface that provides a 
recommended starting point and allows for flexibility to explore component sources 
of models and data prior to selection for use, along with a pre-screening capability to 
quickly examine potential simulation output based on an early idea for a composite 
model. 
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Abstract. The number of emergency cases or people making emergency room 
visit has rapidly increased annually, leading to an imbalance in supply and de-
mand, as well as long-term overcrowding of emergency departments (EDs) in 
hospitals. However, solutions targeting the increase of medical resources and 
improving patient needs are not practicable or feasible in the environment in 
Taiwan. Therefore, under the constraint of limited medical resources, EDs must 
optimize medical resources allocation to minimize the patient average length of 
stay (LOS) and medical resource wasted costs (MWCs). This study constructs a 
mathematical model for medical resource allocation of EDs, according to emer-
gency flow or procedures. The proposed mathematical model is highly complex 
and difficult to solve because its performance value is stochastic and it consid-
ers both objectives simultaneously. Thus, this study postulates a multi-objective 
simulation optimization algorithm by integrating a non-dominated sorting ge-
netic algorithm II (NSGA II) and multi-objective computing budget allocation 
(MOCBA), and constructs an ED simulation model to address the challenges of 
multi-objective medical resource allocation. Specifically, the NSGA II entails 
investigating plausible solutions for medical resource allocation, and the 
MOCBA involves identifying effective sets of feasible Pareto medical resource 
allocation solutions and effective allocation of simulation or computation budg-
ets. Additionally, the discrete simulation model of EDs estimates the expected 
performance value. Furthermore, based on the concept of private cloud, this 
study presents a distributed simulation optimization framework to reduce simu-
lation time and subsequently obtain simulation outcomes more rapidly. This 
framework assigns solutions to different virtual machines on separate comput-
ers to reduce simulation time, allowing rapid retrieval of simulation results and 
the collection of effective sets of optimal Pareto medical resource allocation so-
lutions. Finally, this research constructs an ED simulation model based on the 
ED of a hospital in Taiwan, and determines the optimal ED resource allocation 
solution by using the simulation model and algorithm. The effectiveness and 
feasibility of this method are identified by conducting the experiment, and the 
experimental analysis proves that the proposed distributed simulation optimiza-
tion framework can effectively reduce simulation time. 

Keywords: Simulation optimization, Decision support, Non-dominated sorting 
genetic algorithm, Multi-objective computing budget allocation, Emergency 
department. 
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1 Introduction 

In recent years, Taiwan has gradually become an aging society. The continuous 
growth of the senior population annually accelerates the increase and growth rate in 
emergency department (ED) visits. According to statistics from the Department of 
Health, Executive Yuan, from 2000 to 2010, the overall number of people making 
emergency visits in 2000 was 6,184,031; the figure had surged rapidly to 7,229,437 in 
2010, demonstrating a growth rate of approximately 16%. 

People making emergency visits and the growth rate for these visits have risen  
rapidly in the past 11 years. Such an increase causes an imbalance between supply 
and demand, and ultimately creates long-term overcrowding in hospital EDs. This 
phenomenon is primarily caused by the sharp increase in patients (demand side), and 
the insufficient or non-corresponding increase in medical staffing (supply side).  
Consequently, medical staff capacity cannot accommodate excessive patient loads, 
compelling patients to wait long hours for medical procedures, thus contributing to 
long-term overcrowding in EDs.  

The imbalance in supply and demand also prolongs patient length of stay (LOS) in 
the ED. According to data from the ED at Taiwan National University Hospital, Shin 
et al. (1999) found that, among 5,810 patients, approximately 3.6% (213 patients) had 
stayed over 72 hours in the ED. Of these 213 patients, some had waited for physicians 
or beds, whereas some had waited in the observation room until recovery or to be 
cleared of problems before being discharged. These issues frequently lead to long-
term ED overcrowding. Based on data analysis of the case hospital examined in this 
research, among 43,748 patients, approximately 9% (3,883 patients) had stayed in the 
ED for over 12 hours, approximately 3% (1,295) had stayed over 24 hours, and  
approximately 1% (317 patients) had stayed in the ED for 72 hours. 

Hoot and Aronky (2008) postulated three solutions to address the overcrowding of 
EDs: (1) Increase resources:  solve supply deficiency by adding manpower, number 
of beds, equipment, and space. (2) Effective demand management: address problems 
of insufficient supply by implementing strategies, such as referrals to other depart-
ments, clinics, or hospitals. (3) Operational research: explore solutions to ED over-
crowding by exploiting management skills and models developed in operational  
research. For instance, determining effective resource allocation solutions can  
improve the existing allocation methods and projects, ultimately enhancing ED effi-
ciency, lowering patient waiting time, and alleviating ED overcrowding. 

Among the previously mentioned solutions, the first solution is not attainable in 
Taiwan, because most hospital EDs have predetermined and fixed manpower, budget, 
and space; hence, resources cannot be expanded to resolve the problem. The second 
solution is not legally permitted in Taiwan, and is essentially not applicable. Both of 
the preceding solutions are seemingly inappropriate and not applicable; therefore, this 
study adopted the third solution, which entailed constructing an emergency flow si-
mulation model by conducting operational research. Additionally, the simulation op-
timization algorithm was used to identify the optimal medical resource allocation 
solution under the constraint of limited medical resources to attain minimal average 
patient LOS and minimal MWC, subsequently ameliorating ED overcrowding. 

The main purpose of this research was to determine a multi-objective simulation 
optimization algorithm that combines a non-dominated sorting genetic algorithm II 
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(NSGA II) and a multi-objective optimal computing budget allocation (MOCBA). An 
additional purpose was to conduct simulations of schemes and solutions by applying 
an ED discrete event simulation (DES) model produced using simulation software to 
obtain optimal resource allocation solutions. 

In actual solution or scheme simulations, an enormous amount of simulation time 
is required to perform a large quantity of solution simulations. Therefore, a distributed 
simulation framework is necessary to save simulation time. This study adopted the 
concept of “private cloud,” and used the distributed simulation optimization frame-
work to implement and solve this multi-objective emergency medical resource optim-
al allocation problem. The operation of this distributed simulation optimization 
framework can be categorized into two main areas: a multi-objective simulation opti-
mization algorithm and a simulation model. During implementation and operation, 
NSGA II is first used to search feasible solutions and schemes. The simulation model 
is then used to simulate, obtain, and evaluate performance values, whereas MOCBA 
determines simulation frequency for the solution or scheme during simulation. For the 
simulation model, this study adopted a distributed framework, in which multiple vir-
tual machines (VMs) are installed on separate computers. For solution or scheme 
allocation, single control logic is used to assign various resource allocation solutions 
to simulation models for different VMs to conduct simulation. Performance values are 
generated and returned after the simulation is complete. This framework is characte-
rized by its use of distributed simulation to rapidly obtain performance values and 
reduce simulation time. 

2 Medical Resource Allocation Model in Emergency 
Department 

2.1 The Interfaces with Associated Tools 

This study was based on the ED flow of a certain hospital as a research target. It has 
been established that patient arrival interval times and service times of each medical 
service obey specific stochastic distributions; each type of medical resource (such as 
staff, equipment, and emergency beds), and the presumed resource allocation at any 
time is deterministic or fixed and does not change dynamically according to time. 
Under these pre-established conditions, a multi-objective emergency medical re-
sources optimization allocation problem in which the primary goals were minimal 
average LOS and minimal average MWC was sought. Under restricted medical re-
sources, this study aimed to obtain the most viable solution for emergency medical 
resource allocation. 
 
Index: 

i :Index for staff type ( 1,...,i I= ), such as doctor and nurse etc. 

j :Index for working area ( Jj ,...,1= ), such as registration area, emergency 

and critical care area, treatment area and fever area etc. 
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k :Index of medical resources type ( Kk ,...,1= ), such as X-Ray machines, 

computer tomography (CT) machines, and lab technicians and hospital 

beds etc. 

Parameters: 

ijc : Labor cost of staff type i in the working area j 

kc : Cost of medical resource type k 

ijl : Minimum number of staff type i in the working area j   

kl : Minimum number of medical resource type k 

iu : Maximum number of staff type i 

ku : Maximum number medical resource type k 

Decision Variables: 

ijX : Number of staff type i in working area j 

X : Matrix of number of all staff types in all working area, ( )ij I J
X

×
=X  

kY : Number of medical resource type k  

Y  Matrix of number of all medical resource types, ( )k K
Y=Y  

Stochastic medical resource allocation model: 

)];,([),(  min 1 ωYXYX LOSEf =  (1)

)];,([),(  min 2 ωYXYX MWCEf =  (2)

Subject to

ji       Xl ijij   , ∀≤  (3)

k        Yl kk ∀≤   (4)

i   uX i
j

ij ∀≤   (5)

k         uY kk ∀≤  (6)
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ji       X ij   , integer and  0 ∀≥  (7)

k       Yk ∀≥  integer and  0  (8)

 
Explanations of these mathematical models are as follows: Equation (1) is minimal 

expected patient LOS, where ω  stands for the stochastic effect; Equation (2) is 
minimal average MWC, where ω  stands for the stochastic effect. There are two 
levels of significance for minimal average MWC: (a) maximized resource use rate; 
and (b) minimized medical resource cost; Equation (3) is number of physicians and 
nurses in each area, which must exceed the lower limit; Equation (4) is the number of 
X-rays, CTs, laboratory technicians, and beds in the ED, which— must exceed the 
lower limit; Equation (5) is the sum of the number of physicians and nurses in each 
area, which must not exceed the upper limit; Equation (6) is the number of X-rays, 
CTs, and laboratory technicians, beds in the ED, which must not exceed the upper 
limit; Equation (7) is the number of physicians and nurses in each area, which  must 
be greater than 0 and expressed as a whole number; and Equation (8) is the number of 
X-rays, CTs, and laboratory technicians, and beds in the ED, which must be greater 
than 0 and expressed as whole numbers. 

3 Multi-objective Simulation Optimization 

Multi-objective medical resource allocation is a stochastic optimization problem, and 
the ED system shows a stochastic effect. Therefore, to obtain the expected patient 
LOS and the expected rate of waste of each resource, the ED simulation model and 
the repetition of simulation are required to obtain the estimation value. However, 
determining the frequency of simulation repetition during the process of simulation is 
crucial. Excess simulation repetition improves the accuracy of the objective values, 
but consumes large amounts of computation resources. Therefore, this research sug-
gests a multi-objective simulation optimization algorithm, incorporating NSGA II and 
MOCBA, to address the multi-objective ED resource allocation problem. The NSGA 
II algorithm, multi-objective population-based search algorithm, is used to identify 
the optimal and efficient Pareto set collected from the non-dominated medical  
resource allocation solutions through the evolutionary processes. However, to esti-
mate the fitness of each chromosome (medical resource allocation solution) precisely, 
NSGA II needs a large number of simulation replications within the stochastic ED 
simulation model to find the non-dominated solution set. Moreover, the simulation 
replications are identical for all candidate design chromosomes to cause high simula-
tion costs and huge computational resources. Therefore, to improve simulation effi-
ciency, the MOCBA algorithm, new multi-objective R&S method, developed from 
Lee et al. (2010) is applied to reduce total simulation replications and efficiently allo-
cate simulation replications or computation budgets for evaluating the solution quality 
of all candidate chromosomes to identify and select the promising non-dominated 
Pareto set. The algorithmic procedure for integrating NSGA II and MOCBA is  
demonstrated in Figure 1.  
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Fig. 1. The flow chart of integrating NSGA II and MOCBA algorithm 

4 Distributed Simulation Optimization Framework 

This study used eM-Plant 8.1 as a tool for developing the ED flow simulation model. 
Figure 2 illustrates the overall ED flow simulation model. In addition, a framework of 
distributed simulation optimization is developed to reduce the computation time by 
the private cloud technology. In this framework, we initially installed Microsoft  
 

 

 

Fig. 2. Simulation model of emergency department flow 
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Hyper-V, a virtual operating system, on several actual servers to form a computer 
resource pool concept. We then established numerous virtual machines (VM) in this 
resource pool and assigned 1 simulation model to each VM. Emergency department 
procedures were subsequently simulated using these simulation models. 

The distributed simulation optimization framework in Figure 3 comprised a client 
and a server. After the initial client parameters were set, Web services (WS) were 
employed to obtain the non-dominated sorting genetic algorithm-II (NSGA II) from 
the server via the Internet. These parameters were subsequently transferred to the 
NSGA II’s WS. Upon receiving the HTTP request and parameter settings, the NSGA 
II conducts algorithmic procedures, calling WS for the multi-objective optimal budget 
allocation (MOCBA) algorithm when simulation is required. The MOCBA deter-
mines the number of simulation iterations required, calling WS for the simulation 
coordinator while simultaneously uploading the relevant simulation programs into the 
database. The SC’s WS manages the simulation models, identifies the idle simulation 
models, and distributes simulation programs to the idle models to perform simula-
tions. After identifying which model to simulate, the SC’s WS commands the model 
to retrieve the simulation program from the database. Consequently, the simulation 
results are transferred to the SC’s WS, which then transfers this data to the MOCBA 
to determine the simulation iterations required untill achieving the termination condi-
tions. After the MOCBA is terminated, the performance results are transferred to the 
NSGA II’s WS to again achieve the termination conditions. Following the termination 
of the NSGA II, the optimal program produced is transferred to the client-end. 

 
 

 

Fig. 3. Distributed simulation optimization framework 
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This framework was executed in the following process: 
Step 1: The client calls WS for the NSGA II and transfers the parameters set 

by the user to the NSGA II’s WS via the Internet. 
Step 2: When simulation is required, the NSGA II calls WS for the MOCBA

and transfers the simulation programs to the MOCBA’s WS. 
Step 3: When performance values are required, the MOCBA uploads the re-

quired simulation programs to the database via ADO.NET and calls WS
for the SC to determine which VM simulation model to simulate. 

Step 4: The SC’s WS uses sockets to identify which VM is available and
command the simulation model on the VM to perform a simulation. 

Step 5: The simulation model uses open data connectivity to collect the simu-
lation program data from the database after receiving the execution
command from the coordinator socket. 

Step 6: After executing the simulation program, the performance values are 
transferred to the SC’s WS via the socket. 

Step 7: The SC’s WS transfers the performance results to the MOCBA’s WS
after receiving them from the simulation model. 

Step 8: After receiving the performance values, the MOCBA’s WS executes 
the MOCBA until the termination conditions are achieved. Subsequent-
ly, the performance results for algorithm termination are transferred to
the NSFA II’s WS. 

Step 9: After receiving the performance values, the NSGA II’s WS executes
the NSGA II until the termination conditions are achieved. Subsequent-
ly, the produced results are transferred to the client via the Internet. 

 

5 Experimental Analysis for the Distributed Simulation 
Optimization Framework 

In this experiment, we primarily compared the simulation times for varying numbers 
of VMs to identify the differences when applying the proposed distribution simulation 
optimization model and the effects that the number of VMs had on the simulation 
times. In addition, this experiment analyzed the differences in simulation times for 
various allocation strategies with equal numbers of VMs. 

We adopted the integrated NSGA II_MOCBA as the experimental algorithm, and 
employed the optimal NSGA II parameter settings determined in the previous  
experiments. The parameter settings were as follows: generation = 10, population size 
= 40, C = .7, M = .3, and the termination condition = generation (10). 

The initial number of simulation iterations for the MOCBA was 50 =n , with a 
possible increase of 30=Δ , and 95.0}{* =CSP  for every iteration. 

Regarding the number of VMs, we conducted experiments using 1, 6, 12, and 18 
VMs. Table1 shows the execution times for the simulation programs with varying 
numbers of VMs and allocation strategies. Besides 1 VM, two methods can be used 
for allocating the remaining numbers of VM, specifically, including and excluding 
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allocation of the number of simulation iterations. Excluding the allocation indicates 
that the simulation program is allocated to 1 VM for execution regardless of the  
program’s number of simulation iterations, that is, the number of iterations for that 
program is not divided and allocated to separate VMs. Conversely, including the allo-
cation indicates that when the number of iterations for the simulation program  
exceeds the initial number of iterations 0n  set by the MOCBA, the number of itera-
tions is divided and allocated to numerous VMs for execution.  

Table 1. The execution times for the simulation programs with varying numbers of VMs and 
allocation strategies 

Number of 
VMs 

Allocation method Number of executionsExecution times 

1 - 4200 executions 690.5 h (28.77 d) 
6 Excluding number of runs 

allocation 
4260 executions 112 h (4.67 d) 

Including number of runs 
allocation 

4260 executions 105.5 h (4.40 d) 

12 Excluding number of runs 
allocation 

4290 executions 58 h (2.42 d) 

Including number of runs 
allocation 

4230 executions 52 h (2.17 d) 

18 Excluding number of runs 
allocation 

4380 executions 52 h (2.17 d) 

Including number of runs 
allocation 

4350 executions 40 h (1.67 d) 

 
According to the experimental results shown in Table 1, we determined the following 
insights: 

1. The overall execution time for 1 VM approximated a month (28 d). However, the 
execution time was reduced significantly to approximately 4 and 1.5 days when  
the number of VMs was increased to 6 and 18, respectively (Table 1). In addition, 
the curve exhibited a significant decline from 1 VM to 18 VMs. Thus, we can con-
firm from these results that the proposed distributed simulation optimization 
framework can effectively reduce simulation times. 

2. The overall execution time was reduced from approximately 4 days to 1 day when 
the number of VMs increased from 6 to 18 (Table 1). In addition, the curve exhi-
bited a decline from 6 VMs to 18 VMs. These results indicate that the simulation 
times can be reduced by increasing the number of VMs. 

3. With a fixed number of VMs, the time required to divide and allocate simulation 
iterations to numerous VMs is shorter than that for allocating the entire number of 
iterations to 1 VM (Error! Reference source not found.1). Considering 6 VMs as 
an example, the execution time without dividing and allocating the number of si-
mulation times was 112 h, whereas the execution time with dividing and allocating 
the number of iterations was 105.5 h. These results indicate that distributing the 
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number of simulation times among numerous VMs can reduce the overall execu-
tion time.  

4. According to the experimental results, we infer that a limit exists when the number 
of VMs is increased to significantly reduce the simulation times. In other words, 
when a specific number of VMs is added to a low number of available VMs, the 
simulation time is significantly reduced. However, when the number of VMs  
increases to a specific amount, the reduction in simulation time becomes less sig-
nificant, eventually reaching convergence. This indicates that after a certain num-
ber of VMs, the simulation time dos not decline with additional VMs. 

6 Conclusion 

This study investigated the resolution of ED overcrowding through ED medical  
resource optimal allocation. First, an emergency simulation model for a hospital in 
Taiwan was designed based on interviews and analysis regarding procedures and 
flow. A multi-objective simulation optimization algorithm was then designed by inte-
grating the NSGAII algorithm and the MOCBA. To obtain simulation outcomes more 
rapidly by diminishing simulation time, this study proposes a distributed simulation 
optimization framework based on the private cloud concept to practice or implement 
and resolve this multi-objective emergency medical resource optimization allocation 
problem. In the proposed distributed simulation optimization framework, solutions or 
schemes are assigned to different VMs on separate computers to conduct simulations 
and minimize simulation time, as well as obtain simulation results more rapidly. 
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Abstract. Business-IT Alignment (BITA) has the potential to link with organi-
zational issues that deal with business-IT relationships at strategic, tactical and 
operational levels. In such context, information security process (ISP) is one of 
the issues that can be influenced by BITA. However, the impact has yet not 
been researched. This paper investigates the BITA impact on ISP. For this in-
vestigation, the relationships of elements of the Strategic Alignment Model and 
the components of Security Values Chain Model are considered. The research 
process is an in-depth literature survey followed by case study in two organiza-
tions located in United States and the Middle East. The results show clear  
impact of BITA on how organizations would distribute allocated security budg-
et and resources based on the needs and risk exposure. The results should  
support both practitioners and researchers to gain improved insights of the rela-
tionships between BITA and IT security components. 

Keywords: Business-IT alignment, BITA, Information Security Process,  
Security Value Chain, Security Culture. 

1 Introduction 

The importance of IT as an enabler of business has spawned research on effective and 
efficient deployment of IT to gain strategic advantage (Sim and Koh, 2001). However, 
many companies still fail to gain values and advantages from huge IT investments. 
This failure is partially attributable to a lack of Business-IT alignment (BITA) (Leo-
nard & Seddon, 2012). Strategic alignment refers to applying IT in a way that is timely 
and appropriate and in line with business needs, goals and strategies (Luftman, 2004). 
Therefore, in an increasingly competitive, IT-driven and vibrant global business envi-
ronment, companies can only gain strategic advantages and derive values from IT in-
vestments when efforts are made by management to ensure that business objectives are 
shaped and supported by IT in a continuous fashion (Kearns & Lederer, 2000). 

The achievement of such objectives requires strong relationships between business 
and IT domain not only at strategic level, but at also tactical and operational levels 
(Tarafdar and Qrunfleh, 2009). This highlights the importance of ensuring internal 
coherence between organizational requirements and delivery’s capability of IT  
domain. It also highlights the importance of Information Security Process (ISP) as 
integrated part of IT strategy tactics and operations (Avison et al., 2004). In particular, 
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BITA at operational level requires social perspective and aspects like interaction, 
shared understanding/knowledge across teams and personnel. Even thought BITA is 
shown to have potential impact on ISP at different organizational levels, little research 
has been done is this area (Saleh, 2011). Given the fact that the ISP focuses on rela-
tionships between business and IT for supporting BITA, the complexity of its nature 
is increased when considering different views on IT in organizations and how to util-
ize it in regard of business objectives.  

This paper investigates the impact of BITA on ISP. For this investigation, the  
relationships of elements of the Strategic Alignment maturity Model (SAM) devel-
oped by Luftman (2000) and the components of the Security Values Chain Model 
(SVCM) developed by Kowalski & Boden (2002) are considered. The remainder of 
the paper is structured as follows: the research approach is discussed in section 2. The 
implications of BITA and ISP are presented in section 3 and 4 respectively. Potential 
relationships between BITA components and SVCM are presented in section 5.  
Results and analyses are presented in section 6 followed by conclusions in section 7. 

2 Research Approach 

The followed research method and process are namely an in-depth literature survey 
followed by case study research. The literature survey aimed to study theories behind 
BITA and ISP and hypothesize the impact of BITA criteria on SVCM’s components. 
Following that, qualitative data was collected from two organizations through semi-
structured interviews with four respondents in each organization i.e. selected to 
represent strategic and senior management at both business and IT in both organiza-
tions. The results where codified and compared to the proposed hypotheses.  

The first organization (Referred as Company-A) is a midsize insurance company in 
the Midwest of the United Stated. The second organization (Referred as Company-B) 
is a governmental entity located in the Middle East and acts as national regulator for 
communication and technology business.  

3 Implications of Business-IT Alignment 

In literature, BITA is related to different scopes, and it is therefore defined differently. 
While some definitions focus more on the outcomes from IT for producing business 
value, others focus on harmonizing business and IT domains with their objectives, 
strategies and processes. These two views have affected the way in which BITA is 
expressed in publications. Publications which studied benefits of IT for business look 
at leveraging/linking (Henderson and Venkatraman, 1993), enabling (Chan et al., 
1997), transforming (Luftman et al., 2000) and optimizing (Sabherwal et al., 2001) 
business processes. Other studies which focus on relationship between business and 
IT refer to BITA as fitting (Benbya & McKelvey, 2006), integrating (Lacity et al., 
1995), linking (Reich & Benbasat, 2000), matching (Chan et al., 1997), bridging (Van 
Der Zee and De Jong, 1999), fusion (Smaczny, 2001) and harmonizing (Chan, 2002). 
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Results from BITA research show that organizations that successfully align their 
business and IT strategy can increase their business performance (Kearns & Lederer, 
2003). BITA can also support analysis of potential role of IT in an organization when 
it supports to identify emergent IT solutions in the marketplace that can be opportuni-
ties for changing business strategy and infrastructure (Henderson & Venkatraman. 
1993). Not only researchers, but business and IT practitioners have also emphasized 
the importance of BITA. In the annual survey of the Society for Information Man-
agement, BITA was first on the top management concern from 2003-2009 with the 
exception of 2007 and 2009 in which it was second (Luftman & Ben-Zvi, 2010). 
Therefore, practitioners should place special attention on BITA and particularly on 
how it is achieved, assessed and maintained in organizations. 

 

 

Fig. 1. Luftman’s Strategic Alignment Maturity (SAM) (adapted from Luftman. 2000) 

Different efforts have been oriented towards assessing BITA by proposing theoret-
ical models that can be applied as supportive tools for addressing different BITA 
components. An extensive study by El-Mekawy et al. (2013) collected those models 
with their components in a comparative framework. Although Henderson and Venka-
traman are seen as the founding fathers of BITA modeling (Avison et al., 2004), 
Luftman’s model (SAM) has gained more popularity in practice (Chan & Reich, 
2007). This gain is due to the following motivation: a) It follows a bottom-up  
approach by setting goals, understanding linkage between Business and IT, analyzing 
and prioritizing gaps, evaluating success criteria, and consequently sustaining align-
ment, b) It presents strategic alignment as a complete holistic process which encom-
passes not only establishing alignment but also its maturity by maximizing alignment 
enablers and minimizing inhibitors (Avison et al., 2004), c) SAM focuses on different 
BITA areas by modularity in six criteria, and d) Since its inception, SAM has been 
used by several researchers and in number of industries for assessing BITA and its 
components. Therefore, SAM is selected to be used in this study for assessing BITA 
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and analyzing the proposed impact on ISP. SAM classifies BITA in six criteria  
(Table 1) consisting of 38 attributes (Figure 1) in five maturity levels: Ad Hoc, Com-
mitted, Established Focused, Managed, and Optimized Process. This classification 
gives clear view of alignment and helps to spot particular areas of where an organiza-
tion needs to improve for maximizing values of IT investments.  

Table 1. Criteria of SAM 

BITA Criterion Definition and Questions Attached 

Communications Refers to clear understanding between business and IT communities with an effective

exchange and sharing of each ideas, processes and needs. 

Competency/ Value

Measurements 

Concerns about demonstrating IT values in compatible figures with the business 

community understanding. Therefore, both business and IT have usually different

metrics of values they add. 

Governance Ensures that business and IT communities formally and periodically discuss and

review their plans. Priorities are important for allocating the needed IT resources. 

Partnership Refers to the relationship between business and IT in having shared vision of organi-

sation’s processes IT as an enabler/driver for business transformation. 

Scope and Architec-

ture 

Illustrates IT involvement in organisational processes, and in supporting flexible and 

transparent infrastructure. This, however, facilitates applying technologies effectively

and providing customised solutions responding to customer needs. 

Skills Refers to human resource aspects that influence/(are influenced) by changes and 

cultural/social environment as components of organizational effectiveness. 

4 Information Security Process (ISP) 

Information systems (IS) in organizations are implemented to support their business 
processes that enable to achieve business objectives. With such systems, one should 
consider information security as a process of answering questions of ‘what is needed 
to protect organization resources’, ‘why do resources need to be protected? from 
whom and how’ (Schwaninger, 2007). In such context, information security, given its 
socio-technical nature, requires both social and technical activities. Globalization of 
Internet has created situations in which security problems are not limited within 
groups, organizations, or nations. With current trends in IS outsourcing and move-
ment towards open distributed systems, people from different organizational culture 
are charged to administer security processes that need to meet security requirements 
and expectations of data owners. International security standards have been made 
available to address part of the issue by providing standard measures. However, stan-
dards are by design attempt to be contextual neutral i.e. do not consider organizational 
cultures, governance or alignment between business and IT domains. 

ISP traditionally has been linked to three main objectives; confidentiality, integrity, 
and availability. However, achieving information security is unlimited to only achiev-
ing these objectives. It is attached to sustaining IS for achieving organizational objec-
tives against security attacks and accidents (Saleh, 2011). One of the main problems 
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in organizations’ security is that it is often viewed as an isolated island without estab-
lished bridges between security requirements and business goals. The rationale for 
this problem is mainly referred to financial aspects and controls in organizations. This 
often results in lack of security and financial investments in the organizational core 
IS. It is therefore important that security to be built as a process with both planning 
and designing phases of IS. This includes adaptability of security architecture for 
ensuring that regular and security related tasks are deployed correctly (Amer & Ham-
ilton, 2008). It has been emphasized that security requirements should be linked to 
business goals and IS through a process-oriented approach (Schwaninger, 2007). This 
clearly supports for building-up information security as a process dealing with organi-
zation’s governance, organizational culture, IT architecture and service management 
(Whitman & Mattord, 2003). In addition to that, best practices in implementing  
security in organizations is indicated by factors such as complying regulatory  
equirements and fiduciary responsibility, measuring information security practices 
and improving efficiency/effectiveness (Saleh, 2011). 

Unlimited to researchers, business and IT practitioners also have emphasized the 
ISP importance. In the annual survey of the Society for Information Management, ISP 
was among the top 10 management concerns from 2003-2009 and is the only technic-
al issue in 2009 (Luftman & Ben-Zvi, 2010). Therefore, practitioners should place 
special attention on how information security should be practiced as a process joined 
with organizational planning, design and performing tasks.  

Research in modelling ISP has been going since the introduction of computer sys-
tems to business. An early attempt to holistic models in this area is the Security by 
Consensus (SBC) framework developed by Kowalski (1991) for comparing different 
national approaches to security. Following that, socio-technical frameworks were 
developed (e.g. Lee et al., 2005; Al-Hamdani, 2009) for understanding security man-
agement as a social process. Other frameworks were developed emphasizing mental 
models of security (e.g. Adams, 1995; Oltedal et al., 2004; Kowalski & Edwards, 
2004; Barabanov & Kowalski, 2010) for linking information security as a cultural 
process to business objectives. In this study, the Security Value Chain (SVC), devel-
oped by Kowalski & Edwards (2004), (Figure 2) is selected to analyze BITA impact 
on ISP. This is motivated by arguing on its establishment in analyzing different steps 
of business development process which is clearly influenced by aligning business and 
IT views. In addition to that, it represents patterns of mental security spending on its 
steps for visualizing how business and IT inputs intervene.  

 

 

Fig. 2. Security Value Chain 
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The chain consists of five security access controls: deterrent, protective (preven-
tive), detective, responsive (corrective) and recovery. These controls represent input 
points to IS (Table 2) in which an action may take place to stop undesired actions on 
the system. AlSabbagh & Kowalski (2012) operationalized the security value chain as 
a social metric for modeling the security culture of IT workers individuals at two 
organizations. Their research showed how IT workers’ and individuals’ security  
culture diverse given security problem at personal, at enterprise and national level. 
The research also studied the influence of available fund on security culture.  

Table 2. Definitions of Security Value Chain Control Measures  

Control Definition 

Deter for reducing chances of exploiting existing vulnurability without actually reducing the 

exposure. E.g. consequences of violating a company security policy. 

Protect for preventing occuring of security incident (e.g. access control implementations). 

Detect for identifying and characterize a security incident (e.g. monitoring system alarm). 

Respond for remediating the damage caused by a security incient (e.g. incidet response plan). 

Recover for compensating for the losses incurred due to a security incident (e.g. security 

incident insurance). 

5 BITA Impact on Information Security Process 

Over years, different studies have shown clear impact of business objectives and per-
formance on ISP (e.g. Huang et al., 2005; Johnson & Goetz, 2007). Other studies 
focused on the impact of IT strategies and how IT is perceived on ISP (e.g. von Solms 
and von Solms, 2004; Doherty & Fulford, 2005). As the relationship between busi-
ness and IT is represented by BITA, the impact of BITA on ISP is apparent. However, 
it is neither analyzed in studies of BITA nor in studies of ISP (Saleh, 2011). In this 
section, indications of BITA impact on ISP are presented. Each criterion of SAM is 
described by which it influences the access controls of the security value chain. Hypo-
thetically, we expect to find at least one existing reflection of each SAM criterion on 
an access control. With the help of SAM’s attributes in each criterion, more various 
interesting relations may be addressed. 

• Communications. Based on the findings of Herath & Herath (2007), it is indicated 
that matured channels and metrics for communications between business and IT 
have a strong impact on how ISP is perceived in an organization. This also influ-
ences the way the organization reacts and responses to the security attacks. How-
ever, as found by Huang et al. (2006), it can be concluded that achieving complete 
information security is virtually impossible. This is due to the need for matured 
communications in an organization to be further extended to include suppliers, 
partners and customers which potentially increases the risks to attacks. Therefore, 
matured communications in BITA is found to have less expenditure in detecting, 
responding and recovering but no clear indications for deterring and protecting. 
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• Competency/ Value Measurements. Kumar et al. (2007)’s findings indicated the 
importance of developing IT and business metrics to the expenditure on ISP. They 
are not only indicating risks through process, but also in incorporating changes in 
organizational aspects compared to previous results. In addition to that, the find-
ings of Gordon et al. (2005) show that attacks on IS come not only from outside 
the organization. The loss from ‘theft of proprietary information’ was, for example, 
shown to be three times than from virus in 2005 according to the CSI/FBI survey. 
This indicates that developing matured business and IT metrics will reduce invest-
ments in Detecting and Responding of ISP but increasing expenditure in Deterring 
and Protecting. However, there is no clear indication on Recovering. 

• Governance. According to the results of Johnson & Goetz (2007), effective distri-
bution of investment on ISP is influenced by fitting IT security into business goals 
and processes through its governance structure. In addition to that, Beautement et 
al. (2008) argue that the misalignment in governance would lead to friction  
between ISP and business processes into the organizational system. It is then indi-
cated that matured governance can result in reducing the expenditure on detecting 
and responding, but increasing the expenditure on protecting and recovering. No 
indications can be highlighted for the deterring. 

• Partnership. According to the findings of Ogut et al. (2005), organizations with 
high partnership have interconnection between business and technology which 
supports the organization in better planning and decision making for security.  
According to Yee (2005), this partnership makes clear goals and trust all over the 
organization and supports for faster matured ISP. Therefore, it can be indicated that 
matured partnership would be attached to less expenditure in detecting, responding 
and recovering but no clear indications for deterring and protecting. 

• Scope and Architecture. As found by Huang et al. (2006), complete information 
security is impossibly achieved. Gordon and Loeb (2002) found that optimal  
investment in information security is not necessarily increased with vulnerability. 
Organizations should prioritize to protect the most significant IS. Johnson & Goetz 
(2007), additionally, found that advancing IT architecture with rigid structure 
would influence expenditure on ISP. It is then concluded that matured IT architec-
ture would increase its complexity level, and consequently indicates slower detec-
tion and responding to attacks with increasing their expenditure. However, rigid 
and strong architecture will reduce the cost of deterring, protecting and recovering. 

• Skills. Huang et al. (2005) found that skills and experiences of decision makers are 
important players in information security investments. Although, there are strong 
arguments from different researchers (e.g. Beautement et al., 2008) on reasoning 
for cost and benefit of ISP to include the impact of individual employees, but it is 
mainly related to complying security policies. It is then influenced by individual’s 
goals, perceptions and attitudes. However, they influence the development level of 
systems, platforms and protecting important applications as well. Therefore the 
impact of matured skills can be indicated on reducing expenditure on protecting, 
detecting, responding and recovering. 
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6 Results and Analyses 

In this section, results and analyses of BITA assessment are presented in subsection 
6.1 followed by the analyses of BITA and ISP in subsection 6.2. 

6.1 BITA in the Organizations 

• Communications. In Company-A, the understanding of business by IT is characte-
rized to be higher than understanding of IT by business. Understanding of business 
by IT is seen focused and established process, but it should be more tied to perfor-
mance appraisals throughout IT functions. However, the business senior and  
mid-level managers have limited understanding of IT which results in less Com-
mitted process. In overall, communications is assessed at level 2. In Company-B, 
understanding of business by IT is also more matured than understanding of IT by 
business. As an IT-related organization, senior and mid-level IT managers have 
good understanding of business in order to achieve the targeted objects. Know-
ledge sharing is limited to the strategic level. Such conditions were indicated at 
matured level 3. 

• Competency/ Value Measurements. IT metrics and processes in Company-A are 
perceived primarily technical (e.g. system availability, response time). They do not 
relate to business goals or functions. However, business metrics are seen far  
matured than IT metrics and extended as value-based on contributions of custom-
ers. The organization has formal feedback processes in place to review and take ac-
tions based on results of measures and to assess contributions across organisational 
functions. In overall, the maturity level is assessed at level 3. In Company-B, IT 
metrics are more matured. They are extended to formally assess technical, cost  
efficiency, and cost effectiveness measures (e.g., ROI, ABC). They are also fol-
lowed by formal feedback processes in place to review and take actions based on 
results of measures. The business metrics are also matured and customer-based 
representing an enterprise scope. The overall maturity level is highlighted 2.  

• Governance. It is indicated in Company-A that both business and IT strategic 
planning are characterized by formal planning at functional levels. However, it is 
extended at the business domain. In the IT domain, it is more occasional respon-
sive according to projects or involvement scale in business. The overall maturity 
level is 2. The governance in Company-B is characterized by strategic business 
planning at functional units and across the enterprise with IT participation. It is fur-
ther extended to business partners/alliances. However, the strategic IT planning is 
less matured without an extended enterprise view to customers/alliances. The fede-
rated reporting system further supports for an overall maturity level as 4. 

• Partnership. Although there is good insights for matured alignment in Company-
A, but IT is perceived as a cost to the organization for doing business rather a  
strategic partner. IT is involved in strategic business planning in limited scope. IT 
co-adapts with business to enable/drive for some projects and strategic objectives. 
In overall all, the maturity level is highlighted as 3. In Company-B, IT is perceived 
having a better role, however, it is still seen as enabler to future business activities. 
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It is also seen to bring values to the organization and co-adapt with business to  
enable/drive strategic objectives. These conditions indicate a level of maturity 4. 

• Scope and Architecture. In both Company-A and Company-B, IT is considered 
as a catalyst for changes in the business strategy with a matured IT architecture. In 
addition to that, IT standards are defined and enforced at the functional unit level 
with emerging coordination across functional units. Although they are integrated 
across the organisation, but they are not extended to include customer and supplier 
perspectives which make a matured level of 3. 

• Skills. In Company-A, the environment is characterized as innovative and encour-
aging especially at functional units. However, it has initial, technical training and 
little rewards. The career crossover is limited to only strategic levels, and the envi-
ronment is dominated by top business managers who have more locus of power 
than IT managers. The overall matured level is then assessed as 1. In Company-B, 
innovation is strongly motivated especially at functional units with cross training 
and limited change readiness. The top business management has domination and 
locus of power for IT management. Career crossover is extended but to the senior 
management and functional units. The overall maturity is indicated at level 3. 

6.2 BITA Impact on ISP 

• Company-A. The interviews show potential impact of BITA maturity on ISP. For 
instance, while business perceives IT as a cost for business, senior and mid-level 
business managers have limited understanding of IT. Business seems not to care 
about security spending. The budget is allocated with no questions or awareness on 
how effectively used. This is also reflected in the fact that IT metrics are primarily 
technical. BITA maturity level seems to be focused and managed process. There is 
a formal feedback process for reviewing and improving measurement results. Both 
business and IT conduct formal strategic planning across the organisation but not 
extended to partners/alliances. What has also been understood during the inter-
views is that there is no awareness regarding the need for having the five types of 
security access controls. One of the interviewees was even supported to get figures 
providing spending distribution according to the five controls. 

Table 3. Ideal and Expected Security Value Chain in Company-A based on Collected Data 

Security Access Control Deter Protect Detect Correct Recover 

Ideal Budget Dsribution (%) 5 40 35 15 5 

Expected Current (%) 10 30 25 20 15 

• Company-B. The interviews revealed potential impact of BITA maturity on ISP. 
The current SVC distribution almost matches what would be seen ideal. The reason 
behind this is the optimized levels of BITA Value Measurements and Governance. 
The limited business understanding for the importance of implementing deterring 
controls are apparent. However, there is a potential support and motivation for  
developing security policies that would state the consequences of misconduct and 
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accountability when security is violated. More than 10% of security budget is allo-
cated to such deterring controls. The same problem is observed regarding recovery 
controls implementations. As business does not understand why IT needs to have 
active support licenses for its applications, the business decided not to renew any 
license. It is known in IT that having such support available is vital for providing 
means of recovery for potential issues. The business has considered having active 
support licenses as an extra cost which is not used most of the time. The limited 
maturity in Communications and Skills has also resulted in more severe issues  
related to human resourcing. Business is not allocating enough funds for hiring  
senior security consultants who can improve the organization’s security position. 
Business perceives IT as an enabler to business objectives and changes, however, 
with insufficient turnovers. This perception has resulted in having budget con-
straints for IT and difficulties in approving it.  

Table 4. Ideal and Current Security Value Chain in Company-B based on Collected Data 

Security Access Control Deter Protect Detect Correct Recover 

Ideal Budget Dsribution (%) 12 23 23 20 22 

Expected Current (%) 10 25 25 18 22 

7 Conclusions and Future Work 

In this paper, the potential impact of BITA maturity on ISP was explored in two orga-
nisations based on SAM and SVCM respectively. The study revealed correlations 
between BITA maturity level and existing security process. For instance, the lack of 
Communications maturity between business and IT had significant impact on security 
culture. When business management had limited understanding of IT, it was corre-
lated to difficulties in approving IT security budgets including required human  
resourcing for hiring security consultants. This lack of communications had also 
negative impact on implementing Deterrent controls desired by IT department. It was 
also observed that limited business participation in IT strategic planning (i.e. Gover-
nance) was correlated to limited business understanding while Recovery security  
controls are needed. In turns this had a negative impact on implementing Recovery 
controls. 

Immature alignment in Value Measurement and Partnership was found leading to 
immature security culture. For instance, when IT uses only technical metrics with no 
business considerations, it is perceived as a cost for business. This leads to lack of 
security awareness where business neither has interest to know nor it is aware of secu-
rity spending or its performance. Optimized levels of BITA Value Measurement and 
Governance were correlated with increasing security awareness and its importance in 
business side and thus have raised interest in requirements related to IT security. This 
resulted in immediate approval of IT security budgets. Such situation has enabled IT 
managers to implement the SVC they believe to be ideal.  

Suggested future work for this paper would be to conduct more case organisations 
to confirm whether the findings will lead to the same results we have in this paper. 
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Abstract. Given the advantages of and significant impact that Cloud-based 
CRMs have had on achieving competitive edge, they are becoming the primary 
choice for many organizations. However, due to the growth of concerns around 
cloud computing, cloud services might not be adopted with as much alacrity as 
was expected. A variety of factors may affect the willingness to adopt a cloud-
based CRM. The purpose of this study, therefore, is to explore the factors that 
influence the adoption of a cloud-based CRM in SME’s, from the perspectives 
of the client organizations and users. We then propose a research model, 
grounded in the Resource Based View Framework (RBV), the Theory of Tech-
nology Acceptance Model (TAM2), Risks and Trust Theories. This report  
recommends a research methodology. It offers recommendations for practitio-
ners and cloud service providers to effectively assist in the adoption of cloud-
based CRMs in organizations. 

Keywords: cloud computing, CRM, adoption, TAM, risks, trust. 

1 Introduction 

Although Cloud Computing has been undergoing rapid evolution and advancement, it 
is still an emerging and complex technology [1], and our understanding of, and regu-
latory guidance related to cloud computing is still limited [2]. These limitations raise 
significant concerns about security, privacy, performance, and trustworthiness of 
cloud-based applications. [3, 4]. While the cloud offers a number of advantages, until 
some of the risks are better understood and controlled, cloud services might not be 
adopted with as much alacrity as was expected [5].  

Although there are studies investigating the implementation of CRM systems  
[6, 7], there is a lack of research in adopting cloud-based CRMs. To successfully 
adopt and implement a cloud-based CRM, client organizations need to have under-
standing about cloud computing, its characteristics, and need to take into account the 
risks involved when deciding to migrate their applications to the cloud. Cloud servic-
es providers also need to enhance their understanding of client users’ behavior such  
as how they act and what factors affect their choice, in order to increase the rate of 
adoption. 
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Having an understanding of client users’ behavior during the examination phase, 
before a full adoption decision is made, will help cloud service providers better  
address potential users’ concerns. 

2 Literature Review 

This study explores the roles of Risks relating to Tangible Resources, Intangible  
Resources, and Human Resources; perceived usefulness, perceived ease of use, sub-
jective norm and Trust in the adoption of Cloud-Based CRMs. The study is informed 
by the Resource-Based View Framework, Risk and Trust Theories, and the Technolo-
gy Acceptance Model (TAM2).  

2.1 Cloud Computing 

We adopt the Efraim, Linda [8] view of Cloud Computing as the general term for 
infrastructures that use the Internet and private networks to access, share, and deliver 
computing resources with minimal management effort or service provider interaction. 
In the cloud context, users pay for the services as an operating expense instead of the 
upfront capital investment [9]. 

Cloud computing provides several advantages, including cost reduction [4, 9], or-
ganizational agility and often competitive advantage [10, 11]. However, there is a lot 
of uncertainty and skepticism around the cloud that stakeholders in cloud computing 
(e.g. providers, consumers and regulators) should take into account, including the gap 
in cloud capabilities, security, and audit and control risks. The next sections examine 
these risks more thoroughly. 

2.2 Customer Relationship Management (CRM) and Cloud-Based CRMs 

Efraim, Linda [8 pg. 324] define CRM as the methodologies and software tools that 
automate marketing, selling, and customer services functions to manage interaction 
between an organization with its customers, and to leverage customer insights to  
acquire new customers, build greater customer loyalty, and increase profit level.  

One of the biggest benefits of a cloud-based CRM is that it is easily accessible via 
mobile devices from any location, at any time [8 pg. 328]. In addition, cloud-based 
CRM allows enterprises, especially Small and Medium Enterprises (SMEs) not only 
to achieve cost benefits through pay-per-use, without a large upfront investment, but 
also to mimic their larger rivals to effectively manage and enhance customer relation-
ship processes. 

2.3 Technology Acceptance Model (TAM) 

Employing the Theory of Reasoned Action (TRA) [12], TAM [13] has been widely 
utilized for analyzing and explaining a user’s intention to adopt an information  
system.  



Significant Factors and Risks Affecting the Willingness to Adopt a Cloud–Based CRM 39 

 

The original TAM model does not incorporate the effect of the social environment 
on behavioral intention. Therefore, we apply TAM2 [14], which hypothesizes per-
ceived usefulness, perceived ease of use, and subjective norm as the determinants of 
Usage Intention, to our conceptual research model. 

We apply TAM2 to our theoretical foundation and define the constructs as follows: 
Perceived usefulness, for the purpose of this paper, is defined as the degree to 

which an individual believes that using a cloud-based CRM would improve his or her 
job performance. Seven capabilities of cloud computing, namely controlled interfaces, 
location independence, sourcing independence, ubiquitous access, virtual business 
environments, addressability and traceability, and rapid elasticity [10], enable users to 
access the application, internal and external resources over the internet easily and 
seamlessly. This has made cloud-based CRMs advantageous to client organizations.  

Perceived ease of use of cloud-based CRMs refers to the extent to which a user  
believes that using a cloud-based application would be free of effort.  

As one characteristic of cloud-based applications is the ease with which to switch 
between service providers, the higher degree that the users can use the application and 
its functions to help them in daily operations without investing a lot of effort on learn-
ing how to use during the trial time, the more probability that they will be willing to 
adopt the application. 

Subjective norm, for the purpose of this paper, is the degree to which an individual 
perceives that others believe he/ she should use a specific cloud-based CRM. The 
advantage of virtual communities and social networks is that it allows users to share 
and exchange ideas and opinions within communities. An individual’s behavior will 
be reinforced by the multiple neighbors in the social network who provide positive 
feedback and ratings [15], especially, when subscribing to a new application or pur-
chasing a product, so users tend to evaluate the product by examining reviews of  
others [16] . The following propositions follow: 

P1: Perceived Usefulness will positively affect the Willingness to Adopt Cloud 
Based CRMs. 

P2a: Perceptions of Cloud-based CRMs Ease of Use will positively affect Per-
ceived Usefulness. 

P2b: Perceptions of Cloud-based CRMs Ease of Use will positively affect the Wil-
lingness to Adopt Cloud Based CRMs. 

P3: Subjective Norm will positively affect the Willingness to Adopt Cloud Based 
CRMs. 

2.4 Trust 

Trust has been regarded as the heart of relationships of all kinds [17] and a primary 
enabler of economic partnerships [18]. Building trust is particularly important when 
an activity involves uncertainty and risk [19]. In the context of cloud computing, un-
certainty and risk are typically high because of the lack of standards, regulations and 
complexity of technology, etc. [1, 9]. This leads to a significant concern for enterpris-
es about TRUST in cloud-based applications [20]. 
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Antecedents of Trust 
Prior research on Trust has proposed a number of trust antecedents: knowledge-based 
trust, institution-based trust, calculative-based trust, cognition-based trust and perso-
nality-based trust [for more details, see 21].  

We consider the initial level-of-trust formation, would directly affect the organiza-
tion’s willingness to adopt.  

Personality-based trust – Personal perception is formed based on the belief that 
others are reliable and well-meaning [22], resulting in a general tendency to believe to 
others and so trust them [23]. This disposition is especially important for new organi-
zational relationships, where the client users are inexperienced with service providers 
[24]. 

Cognition-based trust – perception of reputation: is built on first impression rather 
than experiential personal interactions [23]. In the context of cloud-based CRMs, to 
access trustworthiness of cloud service providers, client organizations tend to  
base their evaluation on secondhand information provider’s reputation. Reputation  
of providers is also particularly important when considering cloud adoption and  
implementation [25]. 

Institution-based Trust – perception of Structural Assurance: is formed from safety 
nets such as regulations, guarantees, legal recourse [26].  

A Service-level agreement (SLA) is a negotiated contract between a cloud service 
provider with client organization. Cloud service providers use SLAs to boost the con-
sumer’s trust by issuing guarantees on service delivery. 

Knowledge-based Trust: is formed and developed over time though the interaction 
between participants [21, 27]. This type of trust might be absent for the first meet 
between service provider and client organization. However, during the trial time, 
interaction and communication between parties will affect to the level of trust in each 
other, thus improving their behavioral intention to continue adopting the application. 

Based on our argument above, and because we are using already validated meas-
ures of trust, we make the following complex proposition: 

P4: Personal Perception, Perception of Reputation of a cloud-based CRM provid-
er, Perception of Structural Assurances built into a cloud-based CRM, and Know-
ledge-based Trust will positively affect Trust in a cloud-based CRM provider. 

Consequences of Trust 
Heightened level of Trust, as a specific belief in a service provider, are associated 
with heightened willingness to use services supplied by that provider. Cloud compu-
ting is still in its infancy [28], and contains a certain level of complexity of technolo-
gy [29] and immaturity of standards, regulations, and SLAs, thus we propose : 

P5: Trust in a Cloud-based CRM Provider will positively affect the Willingness to 
Adopt a Cloud-based CRM. 

Trust in a cloud service provider implies the belief that service provider will  
deliver accurate and qualified services, as expected. Users are less likely to accept 
unexpected failure of the system or network, and unqualified performance of service. 
Therefore, a service provider’s subjective guarantee, through SLAs, and other  
elements such as the provider’s reputation or customer services, during the trial time, 
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would bolster user’s confidence. Such a guarantee is likely to increase the likelihood 
that the CRM application will improve users’ performance in managing the customer 
relationship. Conversely, adopting an application from an untrustworthy service  
provider might result in reduced usefulness. Based on this, we propose that:  

P6: Trust in a Cloud-based CRM Provider will positively affect the Perceived  
Usefulness of Cloud-based CRMs. 

2.5 Theory of Resource Based View (RBV) as a Framework Foundation for 
Risk Assessment 

The RBV explains the role of resources in firm performance and competitive advan-
tage [30]. Barney [30] went on to show that to achieve sustained competitive advan-
tage, resources must be “valuable, rare, difficult to imitate, and non-substitutable”. 
When putting the RBV in the context of cloud computing, there are a number of or-
ganizational resources that can affect the competitiveness and performance of the 
firms. First, by accessing current infrastructures and using complementary capabilities 
from cloud providers, clients can focus on internal capabilities and core competencies 
to achieve competitive advantage [11]. Second, one characteristic of cloud-based 
applications is the ease with which to switch between service providers, and the num-
ber of options for customers has increased over time. Customers tend to seek qualified 
products, and if service providers cannot ensure necessary resources and capabilities, 
they might lose their current and potential customers into their competitors. 

Therefore, the more uncertainty that affects the effectiveness of the firm’s  
resources, the less probability that firms might achieve good performance and com-
petitive advantage. 

Salient Risks Relating to Tangible Resources in Cloud-Based CRM Adoption 

Data – related risks 
Migrating to cloud means that the enterprise data would be stored outside the  
enterprise boundary, at the cloud service provider end, and the client organization 
entrusts the confidentiality and integrity of its data to the cloud service provider. This 
raises certain concerns on how adequate a level of security the cloud service provider 
offers to ensure data security and prevent breaches due to security vulnerabilities in 
the application, cloud service provider’s environment, or through malicious users [29, 
31]. Currently many organizations are only willing to place noncritical applications 
and general data in the cloud [32]. According to an InformationWeek report [33], of 
those respondents using, planning to use, or considering public cloud services, 39% 
say they do not / will not allow their sensitive data to reside in the cloud and 31% say 
they do not /will not run any mission-critical applications in the cloud.  

In addition, for CRMs, to provide fast response, and efficient processing services 
for customers, the data are retrieved from multiple resources via CDIs (Customer 
Data Integration). Dealing with data changes, data glitches in verification, validation, 
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de-duplication and merging processes also provides significant challenges for service 
providers [34]. 

However, trust in a cloud service provider, resulting from the provider’s reputation 
and their structural assurance (e.g. SLAs), to some extent, can lessen the fear of inci-
dents and risks related to data security and privacy. In the cloud context, cloud users 
face insecure application programming interfaces (APIs), malicious insiders, data 
breaches, data loss, and account hijacking [4, 31]. In addition, cloud-provider may be 
perceived to have too much power to view and potentially abuse sensitive customer 
data. Therefore, a provider with a good reputation and sufficient security mechanisms 
will provide confidence that customer data will be stored and protected against illegal 
access, and therefore increase the likelihood of adopting the cloud-based application. 

Based on our argument above, we make the following propositions: 
P7a: The Data-Related Risks will negatively affect the Willingness to Adopt Cloud 

Based CRMs. 
P7b: Trust moderates the relationship between Data-Related Risks and the Will-

ingness to Adopt Cloud Based CRMs. 

Economic Risks 
With a cloud-based application, the business risk is decreased by a lower upfront 
investment in IT infrastructure [3], although there is still the uncertainty of hidden 
risks during the time customers use the application. For example, to maximize the 
number of capabilities of an application, customers may have to pay more to get the 
advanced version [35]. The more reliable and specialized the hardware, software and 
services offered, the higher the price service providers would set [36].  

Furthermore, with the Medium and Large size enterprises migrating their enter-
prise applications such as CRMs and ERPs to cloud based environments, the cost of 
transferring organizational data is likely to increase, especially if the organization 
applies the hybrid cloud deployment model where data would be stored in different 
distinct cloud infrastructures (e.g. private, community and public) [37]. Thus; 

P8: The Economic Risks will negatively affect the Willingness to Adopt Cloud 
Based CRMs. 

IT Infrastructure risks 
IT Infrastructure risks are the possibility that the service provider may not deliver the 
expected level of infrastructure. That is the network infrastructure is not provided 
with the speed or reliability at the level expected. One positive characteristic of cloud 
computing is the rapid elasticity, which enables the scaling up or down of service 
usage, based on virtualization technology [11]. However, risks such as the unpredict-
able performance of virtual machines, frequent system outages, and connectivity 
problems, can affect all a provider’s customers at once, with significant negative im-
pacts on their business operations. [4].  

IT infrastructure risks also include the risk of problems related to the integration 
between cloud-based applications and internal systems. The perceived IT infrastruc-
ture risks mentioned above are likely to influence the user’ perception that the CRM 
might not perform as smoothly and seamlessly as expected. Thus; 

P9: The IT Infrastructure Risks will negatively affect the Perceived Cloud-based 
CRM Usefulness. 
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Salient Risks Relating to Human Resources in Cloud-Based CRM Adoption 

Technical skill risks 
Technical skill risks are the possibility that lack of knowledge about cloud computing 
and CRM, and competence in emerging technologies, will negatively affect the ability 
to successfully implement cloud-based CRMs.  

To effectively deal with the complexities and uncertainties associated with new 
technologies like cloud computing, and to ensure the smooth adoption and operation 
of cloud-based applications, organizations require qualified employees. A lack of 
professional knowledge about cloud computing, as well as information systems from 
members participating in the cloud based CRM deployment, would create hurdles 
slowing down the process of adoption [38]. Thus, the client users might need to spend 
more time and effort to learn how to use the application. Thus; 

P10: Lower levels of Technical skill will negatively affect Perceived Ease of Use of 
the Cloud Based CRMs. 

Managerial risks 
From the psychosocial view, it is noted that IT executives might be conscious of 
negative consequences from adopting cloud-based applications [35]. The likelihood 
of successfully implementing a new system largely depends on good project man-
agement and leadership skills [39], and effective coordination and interaction with 
stakeholders [38]. Because cloud-based CRMs involve business process changes, 
integration of the new system into an existing IT infrastructure and system, and ex-
ploitation new technologies, it is necessary for technological and organization-
specific knowledge of how to implement cloud solutions to operate business transac-
tions as well as achieve business objectives [39].  

The managerial risk might be reduced if there is a strong belief in the cloud-service 
providers. Trust can bolster the executive’s optimism about the desirable conse-
quences [21, 23], as a result, they might willing to adopt cloud-based application 
when they trust the service provider. We propose that managerial risk will affect the 
willingness of adoption of cloud-based CRMs; this proposition is moderated by Trust 
in a cloud-based CRM provider. 

P11a: The Managerial Risks will negatively affect the Willingness to Adopt Cloud 
Based CRMs. 

P11b: Trust moderates the relationship between Managerial Risks and the Will-
ingness to Adopt Cloud Based CRMs. 

Salient Risks Relating to Intangible Resources in Cloud-Based CRM Adoption 

Strategic risk 
Strategic risks include the risks that cloud-based CRM clients might be heavily  
dependent on the service providers and their applications. The cloud-based CRM 
applications may not be flexible enough to respond to changes in their business 
strategies and thus ensure alignment between IT and business strategies [35].  
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A high degree of dependence on a cloud provider may also cause vendor lock-in 
and business continuity issues [4, 31].  

However, trust in a cloud provider, resulting from the provider’s reputation and 
structural assurance (e.g. SLAs), to some extent, can lessen this fear. When the pro-
vider issues guarantees about data ownership, disaster recovery plans, standards, and 
assurances that regulations are followed, the level of trust is raised. Thus, a provider 
with a strong reputation can give the impression that it is able to sustain superior 
profit outcomes. [40].Thus;. 

P12a: The Strategic Risks will negatively affect the Willingness to Adopt Cloud 
Based CRMs. 

P12b: Trust moderates the relationship between Strategic Risks and the Willing-
ness to Adopt Cloud Based CRMs. 

Audit risk 
Audit risk is the probability of there will be material misstatements in the client  
organization’s financial statements. This can result from the lack of internal control 
and governance, ambiguous agreement on data ownership, and/or immature regula-
tions and standards for cloud computing. 

SAS No.107 [41] categorizes audit risk into three components: inherent risk, con-
trol risk, and detection risk. Inherent risk is possibility that a material misstatement in 
the client's financial statements will occur in the absence of appropriate internal con-
trol procedures. Control risk is the risk that material misstatement will not be detected 
and corrected by management's internal control procedures. Detection risk is the risk 
that the auditor will not detect material misstatement. Cloud computing places an 
increased burden on the auditor [2], and the lack of understanding of cloud computing 
in terms of technical and business aspects, as well as the risks associated with cloud 
computing, might lead to an increase in detection risk. 

These risks can affect the Trust in cloud service providers, if they do not issue  
appropriate SLAs that specify the provider’s responsibilities for services, data owner-
ship and regulations and standards they would follow. Thus; 

P13: Increasing level of Audit Risk will negatively affect Trust in cloud-based 
CRM provider. 

Performance Functionality Risks 
Marketing research suggested the reasons for CRM implementation are to boost the 
organization’s ability to communicate with the customers, to learn about customer 
preferences in a timely manner, to achieve fast response to customers, and to analyse 
customer insights [42]. Put these requirements in context of cloud computing, there 
are the risks that the service provider will not be able to ensure seamless interopera-
bility with home-grown applications [35], as well as with other on-demand applica-
tions on the same and different cloud platforms [37].  

These risks can result the user’s perception that he/she cannot perform his/her job 
well when he/she uses a cloud-based CRM. Thus; 

P14: The Performance - Related Risks will negatively affect the Perceived Useful-
ness of Cloud Based CRMs. 
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3 Model of Cloud-Based CRM Adoption 

Following from the review presented on the previous section, we propose the research 
model depicted in Figure 1.  

4 Research Method  

4.1 Conduct the Research 

We seek to gather data from individual users who have commissioned a trial test of a 
cloud-based CRM and examination phase before deciding to fully adopt the CRM. To 
test this model we consider a survey-based approach is the most appropriate [see 43]. 
The following steps need to be taken: 

1. We adopt measures from the literature for each of the constructs in the model, and 
operationalize them so that they can be used to gather the required data.  

2. A preliminary web analysis of constructs was performed to validate the measures 
developed in the model. We collected user comments from 3 cloud-based CRM 
applications, namely Salesforce.com, Insightly, and Zoho CRM on the Apple Apps 
store, Google apps Marketplace, Google Play and Blackberry World. 1579 com-
ments were collected by users who were considering trialling, or who were trialling 
the applications. 

3. Based on the analysis of the preliminary data, we ensure all comments can be cate-
gorised by our constructs in the final questionnaire. 

4. A large-scale survey would then be conducted to test our model of factors and risks 
involved in the adoption of a cloud-based CRM.  

4.2 Questionnaire Development and Measures 

The pre-validated questionnaire items were obtained from previous research on CRM, 
cloud computing, trust, risks, and TAM2. All items specified a seven-level Likert 
scale, expressed in linguistic terms: strongly disagree, moderately disagree, somewhat 
disagree, neutral (neither disagree nor agree), somewhat agree, moderately agree, and 
strongly agree.  

5 Analysis of the Findings 

This will be presented and discussed at the conference. 

6 Implications Drawn from Analysis 

This will be presented and discussed at the conference. 
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7 Conclusions and Limitations  

This paper presents the factors and risks involved in the adoption of a cloud-based 
CRM. These factors and risks were derived from the analysis of research conducted 
into the adoption of information technology and systems, cloud computing, trust, and 
audit risk. From this research foundation a model was developed and presented.  

This research will help provide more insights about client user behaviour toward 
the adoption a cloud-based CRM. This study also offers several practical implications. 
First, perception of risks together may inhibit the cloud-based CRM adoption. It is 
recommended that cloud service providers develop appropriate strategies to counter 
these concerns. For example, effective risk-mitigation strategies may include strong 
guarantees, better transparency and more consumer control of data and processes. 
Client users may be more willing to overlook the perceived risks if they know what is 
happening with their application and data, and they are confident that the service  
provider is trustworthy and can perform efficiently to ensure the system run smoothly. 

Second, our study suggests that the cloud-based CRM adoption depends heavily on 
perceived usefulness, perceived ease of use and a trusting belief in the cloud service 
provider. By acting in a competent and honest manner, a cloud service provider can 
maintain high trust, resulting the willingness to adopt and retaining of users of its 
cloud-based CRM from organization clients.  

Future studies may include other aspects that might influence the adoption such as 
organizational characteristics (e.g. firm size, organizational strategies, maturity of 
current information systems, etc.), industry characteristics (e.g. competitive intensity) 
and personals characteristic (e.g. gender, age, experience, etc.)  
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Abstract. Ongoing surveillance of disease outbreaks is important for public 
health officials, who to need consult with laboratory technicians in identifying 
specimen and coordinate care for affected populations. One way for public 
health officials to monitor possible outbreaks is through digital dashboards of 
summarized public health data. This study examines best practices for design-
ing public health dashboards and proposes an optimized interface for an emer-
gency response system for state public health laboratories. The practical nature 
of this research shows how general dashboard guidelines can be used to design 
a specialized dashboard for a public health emergency response information 
system. Through our analysis and design process, we identified two new guide-
lines for consideration. 

Keywords: Medical information system, dashboard interface design, disease 
surveillance, public health. 

1 Introduction 

Public health crises such as the recent Listeria outbreaks or the 2009 influenza pan-
demic require the immediate attention of public health directors and practitioners who 
coordinate diagnosis and care for affected populations. Continual monitoring of the 
public health environment allows for faster response and may reduce the impact of 
such emergencies. To address this need, digital dashboards have been shown to be an 
effective means to quickly assess and communicate the situation. Often these dash-
boards include computerized interactive tools that are typically used by managers to 
visually ascertain the status of their organization (in this case, the public health envi-
ronment) via key performance indicators (Cheng et al., 2011). Dashboards allow users 
to monitor one or more systems at a glance by integrating them and summarizing key 
metrics in real time to support decision making (Kintz, 2012; Morgan et al., 2008). In 
the medical field, dashboards continue to expand and have been used for purposes 
such as emergency response coordination (Schooley et al., 2011), patient monitoring 
(Gao et al., 2006), and influenza surveillance (Cheng et al., 2011). 

The US states of Nebraska, Kansas, and Oklahoma use a public health emergency 
response information system (PHERIS) to allow hospital microbiology laboratorians 
to monitor and report public health episodes across their state. In the case of a  
potential outbreak the PHERIS is the tool used by the microbiologists at the clinical 
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laboratory to consult with epidemiology experts at the State Public Health Laboratory 
through a secure connection over the Internet. This system provides functionality to 
send informational text and images of specimens between laboratories and the state 
public health laboratory. However, to further enhance the functionality and usability 
of the PHERIS it would be ideal if there were a single display screen (e.g. digital 
dashboard) where the State Public Health Director could immediately assess if there 
are any potential outbreaks on the cusp of happening with just a glance. 

The first aim of our study is to analyze and apply dashboard specific design guide-
lines we identified in our literature review through a new dashboard interface opti-
mized for real-time disease outbreak and public health emergency surveillance. 
Second, we will evaluate if there are any missing guidelines. 

In the remainder of this paper, we begin by presenting background information on 
the public health area, on the PHERIS (the system that is used in this study), and  
on the various dashboard design guidelines found in the literature. Next, we present 
our application of the selected medical dashboard guidelines to the new dashboard 
design. Then we present our analysis of missing dashboard guidelines. We conclude 
with remarks on the next phases planned for this study. 

2 Background 

2.1 Public Health  

Public health is defined as “all organized measures (whether public or private) to 
prevent disease, promote health, and prolong life among the population as a whole” 
(WHO, 2014). The mission of public health is “fulfilling society’s interest in assuring 
conditions in which people can be healthy” (IOM, 1988). 

Some of the goals of public health are to prevent epidemics and the spread of  
disease, protect against environmental hazards, promote and encourage healthy beha-
viors, respond to disasters and assist communities in recovery, and to assure the quali-
ty and accessibility of health services (Turnock, 2009). One of the essential services 
provided by public health agencies is to monitor the health status and to identify 
community health problems (Turnock, 2009). 

In the USA, the Centers for Disease Control and Prevention (CDC) is the nation’s 
leading public health agency, and is responsible for responding to health threats such 
as naturally occurring contagious disease outbreaks or deliberate attacks (CDC, 
2011). To be able to fulfill this monitoring role, every time a suspected select agent 
(such as Bacillus anthracis [“anthrax”]) is encountered by a state public health organ-
ization, it needs to be reported to the CDC. To fulfill this requirement, the state public 
health laboratories of Nebraska, Kansas, and Oklahoma use a system which allows 
them to communicate with laboratories in their state electronically and collect photos 
and metadata of suspected select agents to report to the CDC. 

2.2 Public Health Emergency Response Information System 

The intent of the PHERIS (STATPack™) system used in this study was to address 
critical health communication and biosecurity needs in State Public Health Laboratory 



 Towards Public Health Dashboard Design Guidelines 51 

 

rural states. The Secure Telecommunications Application Terminal Package (STAT-
Pack™) system is a secure, patient-privacy compliant, web-based network system that 
supports video telemedicine and connectivity among clinical health laboratories. The 
overarching goal of this public health emergency response system is to establish  
an electronic infrastructure, largely using web technology, to allow secure communi-
cation among state public health hub and spoke laboratory networks in emergency 
situations.  

Specifically, the STATPack™ concept involves taking macroscopic (gross) as well 
as microscopic digital images of culture samples and sending them electronically for 
consultation with experts at state public health laboratories. STATPack™ enables 
microbiology laboratories around the state to send pictures of suspicious organisms to 
the state public health laboratory, instead of the samples themselves, thus lessening 
the risk of spreading infectious diseases. The system includes an alert system that is 
bi-directional and has various levels of priorities (emergency, urgent, routine, and 
exercise).  

STATPack™ is especially useful in states where much of the expertise is located in 
a hub laboratory, while most triage and decision making regarding specimen 
processing takes place in smaller spoke hospital laboratories. For some of the spoke 
laboratories, it is difficult if not impossible for them to describe to experts what they 
see in a culture sample. STATPack™ allows experts to actually see the sample imme-
diately and assist with the diagnosis in a matter of minutes, eliminating the risks and 
time delay of shipping the sample by courier. 

In the case of an emergency, an expert scientist at a hub laboratory can in real-
time, remotely focus the camera on a suspicious organism, analyze the image, and 
respond to the spoke laboratory. If the organism is deemed a public health threat, the 
STATPack™ system can be used to send an alert to every laboratory in the network. 
Prior to STATPack™, the only option was to physically send the sample to the hub 
laboratory, which could take several hours or even a full day to receive. 

State public health experts spend significant time monitoring public health threats 
such as influenza outbreaks. Monitoring multiple public health laboratories state-wide 
at a glance is often challenging due to having to search multiple places for  
information, data overload, continuous changes of statuses, not knowing what infor-
mation has changed, and a need to evaluate the potential impact. To address some 
these challenges, we designed a dashboard that would present all the relevant infor-
mation for a state-wide surveillance system on one screen. We will refer to this new 
dashboard as STATDash. 

2.3 Dashboard Design Guidelines 

In this section we present a meta review of existing dashboard design best practices 
and related guidelines. This includes several studies reporting on the development of 
different kinds of medical dashboards, ranging from influenza surveillance, patient 
triage monitoring, to radiology reporting. A list of studies is presented in Table 1. 
Most of these studies also included guidelines for medical dashboard design, not just 
dashboards in general. The number of guidelines featured in each study is shown in 
Table 1. 
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Table 1. Selected relevant research 

Study Subject # Guidelines 
Cheng et al., 2011 * Influenza surveillance dashboard 5 
Dolan et al., 2013 Treatment decision dashboard 0 
Few, 2006 Information dashboard design 12 
Fruhling, 2004 Public health emergency response system 3 
Gao et al., 2006 Patient triage monitoring for emergency response 15 
Morgan et al., 2008 Radiology report backlog monitoring dashboard 4 
Schooley et al., 2011 Emergency medical response coordination 6 
Tufte, 2001 Information visualization 1 
Turoff et al., 2004 Medical response information system 8 
Zhan et al., 2005 * Disease surveillance and environmental health 4 

 
As shown in Error! Reference source not found., the number of guidelines spe-

cific to public health monitoring dashboards is relatively low -- only two studies pro-
viding a total of nine guidelines fall into this field (highlighted with an asterisk). 
When we widen the criteria to include all medical dashboard guidelines, four more 
studies presenting 33 guidelines can be included. Furthermore, there are two relevant 
papers discussing 11 best practices for medical/public health emergency response 
systems design. Also, two studies in the field of information visualization and general 
dashboard design have some overlapping relevancy and thus, are included. 

The dashboard and data visualization guidelines developed by Few (2006) and 
Tufte (2001) were reviewed and considered in this study. Even though they are gener-
al in nature and not specific to medical dashboards we included them, because they 
provide important contributions to information visualization and dashboard user inter-
face design. 

We also included Turoff et al. (2004)’s eight design principles for emergency  
response information systems (not necessarily dashboards) in our literature review. 
We decided to do this because Turoff’s principles are concerned with the content 
required to make emergency response information systems useful.  

After identifying the most salient studies, we performed a meta-analysis of all the 
guidelines for dashboard design. In total, 58 guidelines were identified in the litera-
ture. Among these there were several recurring themes as well as guidelines unique to 
the medical field. 

The most common themes were those of designing dashboards as customizable,  
actionable “launch pads”, supporting correct data interpretation, and aggregating and 
summarizing information. Also frequently mentioned were adherence to conventions, 
minimalist design, in-line guidance and user training, workload reduction, and using 
GIS interfaces. 33 of the guidelines were unique to the field of medical dashboards, 
while 17 were not applicable and 7 were too general. 

The other 50 guidelines can be sorted into these eight themes that emerged from 
their review. Error! Reference source not found. shows the number of guidelines in 
each thematic area and the studies represented within. 



 Towards Public Health Dashboard Design Guidelines 53 

 

Table 2. Categorized guidelines 

Theme # Guidelines Studies 
Customizable, actionable 
“launch pad” 

10 Cheng et al., 2011; Few, 2006;  
Gao et al., 2006; Morgan et al., 2008; 
Schooley et al., 2011; Zhan et al., 2005 

Support correct data interpreta-
tion 

8 Few, 2006; Gao et al., 2006;  
Morgan et al., 2008 

Information aggregation 7 Cheng et al., 2011; Few, 2006;  
Gao et al., 2006; Morgan et al., 2008 

Adherence to conventions 6 Few 2006; Gao et al., 2006; Schooley 
et al, 2011 

Minimalist aesthetics 6 Few, 2006; Gao et al., 2006;  
Tufte, 2001 

In-line guidance and training 4 Few, 2006; Gao et al., 2006;  
Zhan et al., 2005 

User workload reduction 3 Gao et al., 2006; Schooley et al., 2011 
GIS interface 3 Schooley et al., 2006; Zhan et al., 2005  

 
Designing dashboards as customizable, actionable “launch pads” is the guideline 

that was mentioned most often. This theme is concerned with allowing users to drill 
down into different aspects of the dashboard and initiate actions based on the data 
presented to them. A sample best practice of this theme would be “Design for use as a 
launch pad” (Few, 2006). 

The second most common theme is “support correct data interpretation”, which is 
related to helping the user understand information and perform actions correctly. An 
example of a best practice would be “Support meaningful comparisons. Discourage 
meaningless comparisons” (Few, 2006). 

Third, the “information aggregation” theme places an emphasis on condensing data 
to show only a high-level view of the indicators most important to the users. A sample 
of this theme is “Based on the back-end algorithm, the level and trend of the overall 
influenza activity are shown in the top left” (Cheng et al., 2011). 

Further, the influenza monitoring dashboard in Cheng et al., 2011’s study synthe-
sizes five different data types/sources to provide an overview of disease activity from 
multiple perspectives. It provides drill-down functionality for each individual data 
stream, a one-sentence summary of the level and trend of influenza activity, and  
general recommendations to decrease the flu risk. 

Similarly, STATDash provides several different data streams that allow for activity 
monitoring: They are Alerts sent to clients, Alerts received from clients, Images 
stored by clients, and the Network stability statuses. 

3 Applying the Guidelines 

We designed a dashboard interface for STATPackTM (STATDash) based on the 
guidelines we selected in our meta-review discussed above and also we used our own 
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knowledge and expertise where there were gaps (Fruhling, 2006; Lechner et al., 2013; 
Read et al., 2009). Figures 1 and 2 show the same STATDash, but at different states. 
Error! Reference source not found. shows the overview screen, while Error!  
Reference source not found. shows the location drill-down screen. 
 

 

Fig. 1. Dashboard overview screen 

 

 

Fig. 2. Location drill-down screen 

A discussion on how the selected guidelines were operationalized is presented in the 
next sections. We begin with the customizable, actionable, “launch pad” guideline.  

3.1 Customizable, Actionable “Launch Pad” 

The customizable, actionable “launch pad” guidelines (Cheng et al., 2011; Zhan et al., 
2005) were implemented by having all surveillance data required by the state public 
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health laboratory experts displayed on a single screen. This was achieved by showing 
the status of each location with a color code on a map. We also included two charts 
below the map that show the history of alert activity at various intervals: yearly, 
monthly or daily. 

Activity is organized by routine/exercise and emergency/urgent alerts to allow the 
user to determine if a state of urgency exists. The right side of the screen shows  
details of recent activity (recent alerts received, clients becoming unavailable, and 
images stored). This list can be filtered to show only activity of a certain type. In ad-
dition, users can customize the thresholds used to determine the color a location is 
displayed in. 

The dashboard is also actionable (Few, 2006; Morgan et al., 2008). Clicking on a 
location marker allows the user to view details about that location, such as recent 
alerts and images, contact information, and access to advanced functionality. In addi-
tion, clicking on a point in one of the charts shows the details of that data point. 

These dashboard features require few touches/clicks to navigate the system 
(Schooley et al., 2011). When a user wanted to send an alert to a client in the old user 
interface, they had to click on the “Send Message” button, then locate the name of the 
client in a long list, select it, and then type their message. 

3.2 Supporting Correct Data Interpretation 

As discussed earlier, in the context of dashboard design, this guideline focuses on 
users correctly and accurately interpreting the data. It also includes that the data is 
analyzed correctly by the developers and displayed accordingly. By following this 
guideline, user errors can be reduced (Few, 2006). In our dashboard design, this is 
instantiated by allowing the user to compare current activity level charts to average 
activity over the life of the system for the respective time period. Since some disease 
activity can be seasonal, this allows the specialists to make direct comparisons to 
historical data. 

3.3 Information Aggregation 

As mentioned above, aggregated information is data that has been gathered and  
expressed in a summary form, often for the purposes of statistical analysis. In our 
example, the STATDash shows information aggregated at different levels. At the top 
of the screen, a statement informs the user about the overall level and trend of activi-
ty. The map allows a user to see activity by location at a glance by implementing a 
traffic light metaphor and different colors to convey meaning (Cheng et al., 2011; 
Morgan et al., 2008). The section on the right hand side shows more detailed, action-
able information about the most recent -- most urgent -- activity. Finally, the two 
charts at the bottom give a summary of historical data. These four elements give a 
non-redundant, condensed, complete picture of disease activity following the guide-
lines presented by Few (2006) and Gao et al. (2006). 
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3.4 Adherence to Convention 

Adherence to convention can be thought of as systems adhering to the same look and 
feel across the entire user interface and using familiar, established user interface ele-
ments. Convention was observed by retaining the same principles for core functionali-
ty as before, including alert meta-data and transmission. The terminology and labels 
within the system have also remained the same. Familiar symbols such as the map 
markers and traffic light color coding were employed. As such, it will be easy for 
users to learn to use the new dashboard, as they will already be accustomed to the 
functionality and terminology (Gao et al., 2006).  

3.5 Minimalist Aesthetics 

The design of the dashboard follows a minimalist aesthetic approach by reducing non-
data “ink” that does not convey information (such as graphics and “eye candy”) (Few, 
2006; Tufte, 2001). One example is the map, which has been reduced to only show 
the outline of the state on a gray background and the locations of the clients as labeled 
markers. 

As a second measure, colors have been used conservatively (Few, 2006). Most of 
the interface is white, gray, or black. Colors are only used to convey information, 
such as using colored markers for clients to indicate their status, highlighting ur-
gent/emergency alerts in red, and showing the data lines in the charts as blue (routine 
and exercise alerts) or red (urgent and emergency alerts). 

Advanced functionality such as sending alerts to a specific client is hidden from 
the initial view of the dashboard, thus reducing clutter and complexity (Gao et al., 
2006). 

3.6 In-Line Guidance and Training 

In-line guidance is provided by choosing easily understandable labels (Few, 2006) 
that are based on the previous design and already familiar to the users. In cases where 
this was not possible, labels were chosen with user feedback. 

Visual feedback to the user’s actions is also important (Gao et al., 2006). This is 
achieved through a variety of means, such as dimming the other location markers on 
the map when one location is selected. 

3.7 User Workload Reduction 

The dashboard by design is intended to reduce the user’s workload both cognitively 
and physically. A lot of this is accomplished through minimalist design and informa-
tion aggregation. 

3.8 GIS Interface 

The map in the center of the dashboard provides situational awareness of disease ac-
tivity and trends. This graphical display is combined with the performance indicators 
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above and below the map for a multi-faceted view of the current status (Schooley et 
al., 2011). The map allows users to pan and zoom and select clients to view detailed 
information and interact with them.  

3.9 Content 

Every alert and image stored within the system is identified by its source and location, 
time of occurrence, and status (emergency, urgent, routine, or exercise) (Fruhling, 
2006; Turoff et al., 2004). This allows users to clearly determine the source and sever-
ity of an alert and respond to it accordingly in the case of an emergency. 

Up-to-date information that is updated whenever a user loads a screen (Turoff et 
al., 2004) is of great importance in an emergency response medical system and fully 
implemented in STATDash, to ensure all users have the most current information 
available to them for decision making. 

3.10 Guidelines 

Of the guidelines reviewed for this study, there were two guidelines that were not as 
salient for PHERIS dashboards; rather they are just best overall practices. “Adherence 
to conventions” is certainly a useful heuristic for designing dashboards, but it is too 
general to be included in a set of best practices specific to PHERIS dashboards. In a 
similar vein, providing “in-line guidance and training” is also too general. This guide-
line is applicable not only to this specific kind of dashboard, but to all computer sys-
tems in general (Nielsen, 1993). 

4 Proposed New Dashboard Design Guidelines 

The guidelines we found in our literature search were helpful in many ways; however, 
we identified two gaps. Therefore, we are proposing the following new guidelines.  

4.1 Minimize Cognitive Processing  

This guideline seeks to reduce the users’ cognitive load by including all indicators on 
a single screen without a need for navigation. In addition, charts and graphs should be 
used where sensible to show trends visually and for quick interpretation. 

4.2 Use Temporal Trend Analysis Techniques 

Temporal relationships and comparisons are important in recognizing patterns, trends, 
and potential issues. Therefore, the dashboard should have temporal capabilities to 
show trends over time and in relationship to historical data. In addition, information 
should be presented in a priority order based on recentness, urgency, and impact. 
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5 Conclusion 

In conclusion, our analysis found several of the guidelines cited in the literature to be 
appropriate and useful for public health surveillance dashboard design, yet, we also 
discovered there were missing guidelines. Therefore, we propose two new guidelines: 
minimize cognitive processing, and use of temporal trend analysis techniques. A limi-
tation of this study is that we have not validated the two proposed guidelines nor have 
we conducted any user usability evaluation on our proposed STATDash design. 
Therefore, the next phase of our research is to involve users in conducting various 
usability evaluations on STATDash. 
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Abstract. This paper reports findings from a study conducted to evaluate Intel’s 
Service Delivery Platform for small businesses. The Service Delivery Platform 
adopted a Software-as-a-Service (SaaS) approach, and aimed to deliver infor-
mation technology (IT) services on a pay-as-you-go subscription model. The 
majority of small business decision makers found the solution appealing. Nev-
ertheless, wide adoption of the solution will be contingent on quality and 
breadth of service offerings, cost, reliability of service delivery, and respon-
siveness of support. 

Keywords: Software as Service, information technology. 

1 Introduction 

Small businesses in all countries are an important part of the economy [2, 4]. In the 
USA, more than 98% of all firms are small businesses with less than one hundred 
employees; these businesses employ about 36% of the total work force (USA census 
data, 2004). They represent a market segment that is eager to explore or grow their 
business with the help of new information technology. From 2004 to 2008 we visited 
more than 50 small businesses to understand their technology needs in various areas, 
including collaboration, information management, and IT manageability. We found 
that IT landscapes in small businesses were smaller, but just as complex, as those in 
large organizations. Small business needs included networks, servers, personal com-
puters, phones, printers, and many other hardware equipment. Like larger businesses, 
they needed software applications for productivity, business process automation, and 
internal and external collaboration. However, they were much more constrained than 
larger businesses in terms of resources, knowledge, and expertise regarding informa-
tion technology.  Small business owners consistently told us that they had challenges 
in understanding and keeping up with the newest developments in technology, and in 
selecting the best solutions for their businesses. They also had difficulty quickly  
deploying solutions, maintaining a highly managed computing environment, and  
providing end-user support.  Many small businesses depended on external service 
providers for IT management. These service providers were looking for solutions that 
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could help them to build trusted relationships more effectively with customers, and to 
manage IT for different businesses more efficiently. 

The Service Delivery Platform is designed to address these needs and challenges 
for business owners and for service providers.  The platform adopts a Software-as-a-
Service [1] approach. It aggregates services from different vendors, and aims to  
deliver the services to small businesses with a “pay-as-you-go” subscription model. 
Services here intend to cover applications that businesses may need for their daily 
operations, including IT managerial, employee productivity and business processes. 
The platform provides a web-based portal that is targeted to two types of users – 1) 
business owners and decision makers, who will use the portal to conduct research on 
IT solutions, and review recommendations and feedback from other users; 2) Internal 
or external IT administrators, who manage services and provide support for end users. 
The portal supports key user tasks such as service subscription, device management, 
status monitoring, and remote trouble shooting and support. Key portal components 
include:  

• Service catalog: Descriptions of platform service offerings, including pricing, 
screen shots, technical details, user reviews, and user manuals or instructions.  

• Control panel: A view to allow business owners or IT administrations to remotely 
add or remove services via a subscription to their clients’ end-user computers. 

• “Pay-as-you-go” subscription service. It allows businesses to pay for services 
based on the number of users and length of time they use the services. Services can 
be started or cancelled any time from the web portal.  

• Status monitoring dashboard:  Allows owners or IT administrators to view all of 
their devices, and remotely monitor the status of service installations or operations 
on different devices.  

This research was conducted to evaluate an early prototype of the Service Deliver 
Platform with small business owners and their internal or external IT administrators. 
In-depth interviews were conducted with twenty businesses in several locations across 
the United States, including New Jersey, New York, and Oregon. The primary goal 
was to understand their key perceptions regarding the value of such a solution, inten-
tion to adopt, decision factors, and potential adoption hurdles. To support further  
design and development of the web portal, the research also tried to understand per-
ceived usefulness of its key features, and priorities of potential service offerings on 
the platform.  

2 Method 

Several participant recruiting criteria were designed to identify businesses as potential 
early adopters or early majority on Rogers’ innovation adoption curve [3]. The goal 
was to identify businesses with potential needs for IT services, and at the same time, 
that could provide objective and balanced views on the values of the Service Delivery 
Platform. The criteria include: 
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• Business verticals: proprietary market research data suggested different industry 
verticals had different levels of spending on IT services. Four verticals that had 
high and middle levels of spending in IT services were selected for the interviews, 
including 1) professional services; 2) retail; 3) finance, insurance & real estate; and 
4) wholesale and distribution.  

• Attitude towards IT: during the recruiting process, businesses owners were asked 
about their use and attitudes toward technology. Businesses that were selected for 
the interview regarded technology as important or somewhat important, and had 
been using technology enthusiastically or pragmatically. 

• Current IT service models: the selected businesses represented two types of IT 
support models whereby IT was mainly 1) self-managed by either part time or full 
time IT staff; or 2) managed by outsourced service companies.   

The two-hour interviews were conducted on the businesses’ sites with both the 
business owners/decision maker and internal or external IT staff. 

After general discussions about their business background and current IT practices, 
the solution of Service Delivery Platform was presented to the interviewees with sto-
ryboards and visual paper prototypes or mockups. Afterward, those interviewed were 
asked to 1) rate usefulness of major features of the platform and describe how the 
features might be used in their organizations, and 2) review different potential service 
offerings in the catalog and discuss whether they were interested in subscribe to dif-
ferent IT services from the platform 3) discuss overall appeal of the solution, adoption 
hurdles and concerns.  

3 Results 

Out of the twenty businesses we interviewed, fifteen rated the platform solution as 
appealing or very appealing. The businesses expressed general interest in subscribing 
to services in areas related to security and protection, employee productivity (e.g., 
word processing and E-mail), and external service provider support. However, the 
businesses also pointed out that their adoption would be contingent on a number of 
factors, including cost, the breadth and quality of service catalog offerings, reliability 
of service delivery, and responsiveness of support. 

3.1 Key Perceived Values 

The businesses identified a number of values and benefits in the Service Delivery 
Platform. Key values include ease of service deployment, ease of control and  
management, pay-as-you-go flexibility, and potentials for preventive management. 
 
Ease of Service Deployment. We frequently heard in previous small business related 
studies about the difficulty in keeping up with technology development. That senti-
ment was reiterated in this study. As one business owner said, “our old technologies 
worked just fine, but we were often forced to upgrade (because vendors no long  
provided support to old technologies).” Or, as other business owners said, “the most 
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challenging is trying to keep up with what’s available as far as new equipment and 
what we can use”, and “it is time-consuming (to do research). I have no idea on what 
is out there.” 

The key features of the Service Delivery Platform appear to address this challenge. 
One key benefit that business owners and IT staff identified was that the platform 
potentially allowed easy research, and much quicker decision or deployment of IT 
solutions.   

The business owners viewed the service catalog as a place where they could con-
duct research on new technology, view opinions of other business owners and rec-
ommendations from other users. In addition, the platform provided a mechanism for 
them to easily experiment with different potential solutions. For example, with mi-
nimal commitment they could easily install an application on one or several computer 
and experiment with it. The ability to cancel services at any time gave users more 
confidence to try out different services.  

 
Ease of Control. Another key perceived benefit is ease of control and management.  
IT staff liked the remote subscription service. Especially for external IT staff, the 
ability to remotely install and uninstall services would allow them to more efficiently 
provide support to customers in different businesses. They were most interested in 
features allowing them to efficiently manage services for multiple computers. For 
example: 

• Creating an image or configuration with a set of various services, and then apply-
ing the image to a computer to install multiple services together.  

• Copying the service configuration of one computer to another one: for example, 
when a user’s computer needed to upgrading to a new service configuration. As  
an IT staff said: “The hardest thing when upgrading a computer, is to get all that 
information back over (to the new computer).” 

In addition, the portal provided a centralized location for IT staff to track assets 
and licenses, allowing businesses to view all their devices and the software installed 
on each device.  

A number of businesses mentioned current challenges in tracking software  
licenses. As one owner said: “one of the challenges we run into is trying to keep track 
of everything we have, all the software versions, all the licenses we have, the latest 
downloads. That becomes extremely cumbersome.” Another IT staff said: “it is huge 
being able to consolidate all your clients into one view.” The businesses pointed out 
that the visibility also allowed them to more effectively plan for future technology 
needs.  

 

Flexibility. For the subscription-based payment model, the businesses identified two 
main potential benefits: flexibility and cost saving. The ability to subscribe to or to 
terminate service subscription at any time allowed businesses to pay for what they 
were actually using. It enabled businesses to easily access expensive applications that 
they did not use frequently, or not all of the time, such as video and image editing 
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applications.  The users also identified the benefits of easy decommissioning of ser-
vices from devices. As one owner said “That’s the hardest thing for a small guy (to 
decommission devices); Jay leaves the company tomorrow, his laptop is sitting there, 
no one’s using it, I want to be able to turn Jay’s office just in a manner that says Jay’s 
not using it.” Another owned pointed out that “it is a much better approach than the 
yearly commitment type.”  

 

Preventive Management. Another key perceived benefit was that the Service Deli-
very Platform would allow businesses to shift from reactive IT management models 
to proactive and preventive management models. It was observed that IT management 
in these businesses was mostly reactive, in the sense that IT administrators acted 
when users approached them with problems. The Service Delivery Platform offered 
features such as asset tracking, device status monitoring, service status monitoring, 
and service activity support. With these features, businesses would be more aware of 
what devices were in the environment, how they were used, and how everything was 
running. As a result, those interviewed said they would be able to “address issues 
before catastrophic impact,” “more effectively anticipate and plan for user needs,” 
“easily create a budget for IT services,” and “do more fire prevention instead of fire-
fighting.” 

3.2 Usefulness Ratings 

The participants were asked to rate usefulness of the main features on the platform, 
using a five-point scale with 5 being “very useful”, and 1 being “not useful at all.” 
Table 1 summarized the highest rated features. These ratings were consistent with 
participants’ discussions on key values of the platform. The most highly rated features 
were related to ease of service deployment, preventive management, centralized 
tracking and control.   

Both business owners and their IT administrators were interested in ability to 
quickly deploy services with a “service image or profile”, or by “duplicating service 
configuration from one device to another.” The values of these features were abilities 
to quickly provision or deploy a computer for a user. Similarly, when a computer was 
no longer used, for example, after a user had left the company, businesses wanted to 
quickly “decommission” the computer so that they would not pay for the services. 
The features of “real time service status” and “device status” were found useful  
because they allowed internal or external IT administrator to closely monitor their 
computing environments and take proactive actions if needed. Finally, the businesses 
owners liked the ability to “track all their assets” via the portal, and the ability to  
receive and review a “service activity report” to understand what services they had 
received, and how much they had cost; the information would be useful for creating a 
budget plan for the future.  
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3.3 Interest in Services 

After the discussion of key features on the platform and portal, those interviewed 
were invited to review potential offerings in the service catalog. The service offerings 
were related to four categories, including employee productivity, collaboration, secu-
rity and protection, managed service provider support, backup and restore. The partic-
ipants were asked to indicate whether they would be interested in purchasing or in 
subscribing to the services from the Service Delivery Platform. Table 2 summarized 
their interest in purchasing services.  

Table 1. Highest rated platform features (n=20) 

Features Rating 

Real time service status 4.4 

Device asset tracking on the portal 4.2 

Service configuration duplication - Allow quick 
deployment of PC to replace an old one 

4.2 

Service image or profile 4.1 

Device status information 4.0 

Service activity report 4.0 

Decommission 4.0 

Table 2. Businesses’ interest in different services (n=16) 

Services Interested in  
buying (%) 

Services Interested in  
buying (%) 

 

Office applications 81 VoIP 44 

PC anti-virus 81 Local backup 38 

Email anti-virus 81 Database 31 

Email anti-spam 75 Remote firewall 31 

Intrusion detection 75 BI 19 

Remote backup 69 Accounting 19 

Email 69 CRM 13 

File sharing 50 Project management 13 

VPN 44 Content management 13 

 
The businesses were most interested in services related to security and protection, 

and basic employee productivity including office, email and file sharing applications.  
High levels of interests in security and protection services were consistent with the 
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participants’ discussions on their current challenges. One major challenge pointed out 
by several different businesses was protection from malware or spam email from the 
Internet. As one IT staff said “A big problem is people download some programs that 
make their PC not working.  It (PC) slows down and becomes unusable. It is very 
time consuming to solve the problem.” As another business pointed out, “Biggest 
thing we have to watch is e-mail spam…   What the server spends most of its time 
doing is rejecting spam. .. 5,000 to 8,000 collectively a day we get hit with.”  

In contrast, the businesses expressed lower levels of interests (<50%) in more so-
phisticated applications such as voice over IP (VoIP), database, business intelligence 
(BI), virtual private network (VPN), remote firewalls, project management, customer 
relationship management, and content management. The main reasons given for the 
lower level of interests were: lack of needs, and existence of similar applications that 
they were not likely to replace in the near term.  

3.4 Potential Adoption Hurdles 

Even though the businesses demonstrated enthusiasm in the solution of Service Deli-
very Platform, they pointed out several potential adoption hurdles.  

• Cost: the interviewees could perceive the cost saving benefits from the subscrip-
tion-based service model, nevertheless, they mentioned that they would carefully 
compare its cost to that of more traditional purchase models or shop at multiple 
places to look for the prices. It was critical for the platform to provide compelling 
pricing models so that businesses could reduce the total cost of IT operations.  

• Quality and breadth of service offerings: Even though the businesses expressed 
more levels of interests in different services, they expected the service catalog to 
offer a wide collection of high quality of services. The participants mentioned that 
the best adoption entry points were when businesses were purchasing new comput-
ers or a new business was formed. At the time, they expected the service catalog to 
provide services for all basic computing needs.   

• Reliability: Businesses expected the platform to deliver and install services in a 
highly reliable fashion, and that the services would not cause any disruption to PC 
performance. As one owner said. “We cannot afford any downtime -- every minute 
we will be losing money.” 

• Responsiveness of support: Business owners expected a very quick support re-
sponse, a response as fast as they currently received from internal staff or local 
service providers. “They should be just one phone call or one email away.” 

4 Discussions 

Small businesses have large and complex demands for information technology, none-
theless lack expertise and resources to stay abreast with the newest developments. 
From this study, small businesses experience numerous pain points with traditional 
models of software or service management, including research, purchasing, deploy-
ment, license management, maintenance contracts, and expensive upgrades. Software-
as-a-service approaches appear to have the advantage of provide the simplicity and 
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flexibility small businesses desire. In this study, business owners demonstrated  
willingness to trust a reliable external service provider for their computing needs, and 
adopt a subscription-based model for their software and support. Nevertheless, both 
service providers and businesses owners will need infrastructure support in order  
to achieve the required reliability, efficiency and effectiveness for service delivery. 
The Service Delivery Platform is intended to be such an infrastructure that will con-
nect service vendors, end users, and support providers. The value propositions and 
key features of the Service Delivery Platform were well received by both businesses 
owners and internal/external IT staff in the study. Such a platform will need both a 
compelling business model and user experience to achieve wide adoption.  

It is critical that it appropriately addresses needs of both business owners and  
service/support providers. Key user experience needs for business owners include: 

• A service catalog with information tailored to business owners. Typically they are 
not technology experts and are not interested in technical details.   

• Easy communication with external service providers, for example, the ability  
to receive reports on what services have been provided, proactive and tailored rec-
ommendations on what technology might be useful for the businesses. 

• Quick deployment, with the ability to easily experiment with different solutions, 
and then quickly deploy solutions.  

For external service providers or internal IT staff, key needs include: 

• Technical details in service catalog as they need much more detailed information 
on different services offered in the catalog.    

• Well integrated service management tools, including asset tracking, service sub-
scription management, status monitoring, and device remote control for manage-
ment or trouble shooting purposes.  

• Service bundling and packaging that provides the ability to easily create different 
service bundling or packages for different business customers or end users.  

• Customer management and support tools for external service providers that support 
customer management, such as billing, support ticket management, and communi-
cation with customers.  
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Abstract. Like many, our company had a wealth of data about business users 
that included both big data by-products of operations (e.g., transactions) and 
outputs of traditional User Experience (UX) methods (e.g. interviews). To fully 
leverage the combined intelligence of this rich data, we had to aggregate big da-
ta and the outputs of traditional UX together. By connecting user stories to big 
data, we could test the generalizability of insights of qualitative studies against 
the larger world of business users and what they actually do. Similarly, big data 
benefited from the rich contextual insights found in more traditional UX stu-
dies. In this paper, we present a hybrid analysis approach that allowed us to le-
verage the combined intelligence of big data and outputs of UX methods. This 
approach allowed us to define an over-arching experience framework that pro-
vided actionable insights across the enterprise. We will discuss the underlying 
methodology, key learnings and how the work is revolutionizing experience de-
cision making within the enterprise. 

Keywords: UX Strategy, Big Data, Qualitative Data, User Research. 

1 Introduction 

Today’s enterprise experience is often a fragmented one spanning multiple vendors, 
devices, products, and platforms. Enterprise users shift between very different inter-
faces which both frustrates them and makes them less efficient. This problem is  
exacerbated by the number of teams needed to develop and manage the enterprise 
experience, usually dozens of teams that span the globe who often operate indepen-
dently of each other with little opportunity to discuss how the pieces fit together to 
shape the enterprise experience. After years of trying to wrestle the individual com-
ponents of the enterprise experience into some semblance of a coherent whole, Intel 
IT took on an audacious goal to define a One IT experience that met employee needs 
and spanned its many products and services. 

Like many businesses, our IT shop had a wealth of data about business users that 
included both big data by-products of operations (e.g., transactions) and by-products 
of traditional User Experience (UX) methods (e.g. interviews). This data included 
over 700 hours of user narratives, 20,000 surveys, and 18 million transactions. In this 
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paper, we present a hybrid analysis approach that allowed us to leverage the com-
bined intelligence of big data and outputs of UX methods to define an over-arching 
experience framework that is being used to frame the One IT experience and seed 
human-centric transformation within the enterprise. We will discuss the underlying 
methodology, decompose the framework, and provide examples of how it is being 
used by the larger IT shop. Lastly, we will map the evolution of this effort over the 
last two years, share learnings and insights from our journey, and discuss the benefits 
of having a data-driven, re-usable and over-arching experience vision to guide enter-
prise decision-making.  

2 Background 

The data that enterprises collect every day is a storehouse of information about  
business users. It includes enterprise transactions, social data, support tickets, web 
logs, internet searches, clickstream data, and much more. Enterprises often manage 
data related to users in silos around infrastructure or application support. Similarly, 
analysis efforts focus on identifying problems related to the silo. Despite the rich 
information contained in this data, it is seldom used to improve the cross-enterprise 
experience of business users. Similar to how outside corporations examine the cus-
tomer usage and interactions (e.g. Amazon, Google) to tailor the experience of pur-
chasing or support for customers [1], enterprises could utilize knowledge about  
employees to enhance their business experience. However, tools to derive insights 
from big data are immature, especially with respect to UX; and analysis is hampered 
by the fact that most of this data is incompatible, incomprehensible, and messy to tie 
together. Further, even when this data is connected, big data is a backwards look at 
what has been. It cannot help enterprises fully understand what motivates the user 
behavior that they track or understand the full context in which it occurred. It does not 
help enterprises spot future looking opportunities for providing new value to their 
users, design a better solution, or better engage their users; and those places are where 
user experience has the most potential to add value to the enterprise. Big data lacks 
the contextual insights necessary for user-centric design and innovation. 

Fortunately, where big data falls short, more traditional UX methods excel. Many 
UX methods rely on user narratives or observations that come from interviews, parti-
cipatory design sessions, social media, or open-ended comments on surveys. They 
provide the qualitative color that yields the richer understanding of the holistic expe-
rience necessary for experience innovation or improvement. While traditional UX has 
a wide variety of methods (e.g. affinity diagrams, qualitative coding) to help UX  
professionals transform qualitative data into insights, they often only talk to small 
numbers of users which puts their generalizability in question in the corporate envi-
ronment. In addition, the output of these methods does not lend itself to easy mixing 
with big data; nor are user narratives usually analyzed to the point where underlying 
structures are visible [2]. And, much like the transactional data the enterprise collects, 
data collected by UX professionals often remains siloed and is not re-used or used to 
form a larger understanding of the enterprise experience.  
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Leveraging the combined intelligence of big data and traditional UX data can be a 
daunting task as the data sets lack connections, or a way to pull together the diverse 
data and connect to specific aspects of the experience. Sociotechnical systems theory 
and macro ergonomics offer a way of connecting disparate data and provide a theoret-
ical model for understanding the holistic user experience. They have been used suc-
cessfully to holistically assess how well a technology fits its users and their work 
environment in relationship to enterprise priorities using diverse data types [3, 4]. 
They are especially useful for examining the business experience, as success requires 
IT understand how their “technology” impacts other elements of the user’s world.  

3 Growing an Experience Framework for the Enterprise 

Back in 2011, IT, in partnership with HR, conducted over 200 interviews and 300 
participatory design sessions focused on understanding the experience of employees. 
Since then, IT has increased the data set by 275%. The resulting multi gigabyte data 
set covers more than 100K employees across Intel and around the world, more than 
700 hours of user stories and 18 million user transactions. It provides a high confi-
dence, big data look at the business experience of employees, with the margin of error 
for the qualitative sample at less than .0495 and less than .0002 for the transactional 
sample [5]. Growing an experience framework from this massive data set necessitated 
that we explore and understand hidden relationships within the data sets. This section 
discusses the various methods that we used to elicit insights and describes the com-
plexity of managing the underlying data. 

3.1 Growing Connections in User Transactional Big Data 

Enterprises collect large amounts of user data in terms of user demographics (e.g. 
role, organization) and as by-products of user transactions (e.g., portal usage, support 
tickets). Aggregated together they provide a holistic picture of the enterprise expe-
rience. While some data is considered confidential (e.g., age), other data is more pub-
licly available (e.g., app use). Regardless, all data is typically protected in enterprises 
which necessitates both legal and privacy negotiation before aggregating the data. 
Prior to making any attempt to integrate the data sets, the raw data was anonymized 
by replacing all employee identifiers with an encrypted unique identifier. 

When we initially went to gather the user data, we naively expected an enterprise-
level data map that would help us locate relevant data. Instead, the process was a trea-
sure hunt for data that could enrich our understanding of employee usage of enterprise 
products and services. The data was a mix of structured and unstructured data. Data 
formats were sometimes undocumented, and often inconsistent within and between 
datasets, with formatting often changing over time resulting in inconsistencies within 
a single dataset. The management of structured versus unstructured data meant tra-
deoffs between what was known and what could be feasibly stored or analyzed. We 
regularly exceeded the limits of our data storage and analysis capabilities and some-
times had to distill raw data into meaningful summary data. For instance, support 
tickets were reduced to total number of tickets and mean time between tickets. This 
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mountain of data was then distilled into individual employee usage footprints using 
the coded identifiers. By organizing the data in terms of individual users, we could 
more easily discern individual patterns, allowing us to more easily integrate new 
quantitative information as it was discovered.  

3.2 Growing Connections in the User Stories 

User narratives were captured through interviews, contextual inquiry, participatory 
design sessions, support tickets, and surveys. Open-ended questions framed discus-
sion of the enterprise experience spanning key sociotechnical elements related to the 
user’s environment, technology, social setting, and organization. The qualitative data 
provided rich, near verbatim narratives of users’ experience. As with earlier work, we 
took the narratives as a direct representation of experience or critical part of a user’s 
underlying mental model [2]. Each user narrative was associated with an anonymous 
identifier to connect the narratives to the quantitative data.  

We manually coded user narratives using a mix of exploratory and structured  
coding. For the free-form narratives, we started with the smallest actionable chunks 
(e.g. low-level requirements) and built the coding structure from the bottom up rather 
than pre-defining the coding. A single narrative was coded at a time, with the explora-
tory coding structure iteratively refined as analysis progressed. One coder coded the 
majority of the narratives, with one other coder doing the exploratory coding for sev-
eral dozen. Additionally there were several feeder coders who helped build the struc-
tured branches of the model (e.g., social networks). Coders regularly met and went 
thru an affinity diagram type activity [7] to consolidate coding structures. The narra-
tives guided the coding structure but we also coded certain attributes including 

• Specifics of user activities (e.g. key steps, triggers, success criteria) 
• If the narrative detailed a positive or negative incident from the user perspective 
• Environmental factors (e.g., workspace, location) 
• Underlying technology (e.g. suite of tools, enterprise system, process, or device) 
• Individual user characteristics (e.g., attitudes, motivators)  
• Social factors (e.g., social network) 
• Organizational factors (e.g. how work was organized) 

The final coding tree represented the users’ over-arching mental model of the expe-
rience [6] and defined the experience users wanted the enterprise to deliver. It mapped 
patterns of user behavior and needs, with detail to get to requirements. We then 
looked for meta-patterns, or schemas shared by enterprise users, again using an affini-
ty diagram type exercise [6] as a way of data sense-making. The derived meta-
patterns became the foundation of the experience framework.  

3.3 Discovering Patterns in the Combined Data 

We then connected the narratives with our “big” enterprise data using the coded  
identifiers. Rather than merge the whole narratives as unstructured data, we defined 
summary measures based on the coding framework. These summary measures  
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connected the user stories with the larger dataset to help us discover patterns across 
datasets. For each node in the first few levels, we specified two summary measures: 
(1) total number of references coded for the node, and (2) number of references coded 
for the node that were negative (i.e., pain point). Using correlational methods, ma-
thematically best “fit” patterns were identified in the combined dataset based on simi-
larities in how employees used and talked about enterprise products and services. We 
used non-parametric methods as the data was often non-normal. Cross-references 
between the datasets allowed us to find connections and validate our findings from 
other data sets [5]. This process was highly iterative with a continuous cycle of data 
and user research. By making the combined dataset a living thing, we could add in 
more as needed and it ensured the enterprise has a constant pulse of user needs, can 
strategically identify key opportunities, and can respond more quickly when new 
needs arise. The final best “fit” patterns became the building blocks of the experience 
framework and will be discussed more in the next section.  

4 Bringing the Framework to Life with Stories  

The experience framework is a conceptual map of the desired user experience and our 
intent was for the framework to become the common language and shared framework 
for designing and evaluating enterprise services for the Intel user. In order to facilitate 
the ability of product teams to use the framework, we introduced large-scale, layered 
storytelling to unify the supporting framework collateral. The underlying stories focus 
on particular elements of the dataset and ignore the rest. Strung together they map the 
desired enterprise experience but individually only tell a piece. The data set is too 
large and diverse to be told by a single story. Users of the experience framework take 
these stories and data to create their own stories relevant to their product; many  
stories are possible from the same data.  

Different framework elements provide different insights. Themes define the enter-
prise experience vision that spans the many products and services provided by Intel 
IT. Segments define the user groups that must be taken into account when creating the 
enterprise experience, while influencers and activities help IT understand the role it 
plays in core enterprise tasks and its impact on the overall experience. Much has been 
learned about how to most effectively use this information with product teams and the 
collateral has iteratively evolved to better help teams make sense of the large dataset. 
Social media is used extensively to socialize the framework; training and workshops 
were developed to optimize its use by service and portfolio teams.  

4.1 Experience Themes 

Experience themes describe core user needs that transcend enterprise product or  
service boundaries. They help service and product teams understand the shared expec-
tations that users have of both the enterprise experience as well as their individual 
product interactions. To increase the ease of applying a theme to a specific product, 
each theme was decomposed into experience qualities that describe the core theme 



 Charting a New Course for the Workplace with an Experience Framework 73 

 

components and the strategic functionality necessary to bring them to life. They were 
packaged as quality “trading cards” and are used by teams while setting UX strategy 
and product roadmaps. Each card details the key use scenarios for that quality and 
proposed functionality. Experience qualities are further broken down into experience 
elements which document key usage scenarios and requirements users expect in  
products. This information was packaged in theme vision books and as 8x10 cards to 
facilitate use during face-to-face design sessions. Three themes, 12 qualities, 59  
experience elements and hundreds of requirements detail the desired over-arching 
experience and are summarized in Table 1. 

Table 1. The themes and qualities that framed the envisioned experience [5] 

Theme Qualities 

Feed Me  
I quickly and easily find 
the information I need to 
speed my work. 

Seamless - Transparent. Integrated but flexible. 
Simple - Quick and easy. Language I can understand.  
Meaningful - Points me in the right direction, aids me in sense-
making of information, and helps me work smarter.  
Proactive – Push me relevant information, make me aware of 
changes before they happen, and help me not be surprised.  

Connect Me 
Connect me with the 
people, resources, and 
expertise I need to be 
successful. 

Purposeful - Together we do work. 
Easy - Easy to work together and connect. 
Cooperative – Larger environment is supportive of me.  
Presence - Always present or at least I feel like you are near.  

Know Me 
My information is known, 
protected and used to im-
prove provided services. 

Recognized - Know who I am.  
Personalized - Implicitly know what I need. 
Customized - Give me choices. 
Private - My information is under my control. Always pro-
tected and secure. 

4.2 Experience Segments 

Although themes are based on research with thousands of business users and apply to 
all enterprise products, how they apply to individual segments may vary. Segments 
provide target users for product teams to help them design for or tailor the experience 
for a particular audience. Six segments were identified with some segments further 
decomposed into sub-segments based on strength of within segment difference. Per-
sonas put a face to the experience segments, with each segment having a persona 
family that represents it. Supporting collateral for the personas summarize their goals 
and needs, key tasks and behaviors, pain points, usage of enterprise products, and 
relative priority of different experience qualities. The persona collateral ranges from 
posters, day-in-the-life, and trading cards. 

4.3 Experience Influencers 

Experience influencers help product teams assess the relative contribution of core 
elements of the enterprise world (e.g., IT, HR, physical workspace) on the holistic 
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enterprise experience and detail key pain points associated with a particular element. 
They also help teams identify potential partners when improving the experience and 
the potential impact of design changes.  

4.4 Core Activities 

Core activities provide product teams with specifics in how employees use and inte-
ract with enterprise products to accomplish shared tasks common to all employees 
and provide teams with high-level journey maps for various key activities such as 
“learn” or “find information.” The activity journey maps also describe key segment 
differences relative to the activity, and provide a jumping off point.  

5 Turning Understanding into Experience Transformation 

An early adopter of the framework within Intel was the collaboration portfolio, which 
is comprised of a set of technologies that help Intel employees collaborate and  
includes social media, meeting tools, meetings spaces, and shared virtual workspaces. 
The impact of the framework has been wide-ranging, from setting portfolio UX strat-
egy to vendor selection to helping an agile product team move faster. They evolved 
our original approach by combining use of the experience framework with elements 
of presumptive design [8]. The experience themes along with what was already 
known about a particular audience (e.g., field sales) formulated the starting “presump-
tions” on which designs were based. These starting presumptions were then validated 
using low cost methods and prototypes. In this section, we provide an overview of 
how the framework aided their team. 

5.1 Providing a Future Vision of Collaboration 

The framework provided significant insights about what Intel employees need from 
the enterprise collaboration experience. We provided teams with experience maps of 
the employee vision of the future for enterprise collaboration. The key needs included 

• Seamless integration of tools, with a single place to access collaborations,  
• Consumer grade experiences and increased sense-making across activity streams,  
• Easy to find experts thru personalized recommendations and visible connections.  
• Increased personal interactions with more in person collaboration, higher fidelity 

virtual alternatives, and increased access to video. 

5.2 Defining Portfolio Strategy 

The portfolio team began by identifying intersections between the framework and 
learnings from deep dive research done by portfolio UX teams. They posted a giant 
mind map of the experience themes up on the wall and, using sticky notes and 
highlighters, the team added in data from the deep dive research. The team then used 
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the mindmap and the user needs defined by experience qualities and elements to get 
the design process started. They isolated the elements relevant to collaboration and 
completed a heat map to identify how well today’s capabilities are meeting target 
requirements for each collaboration element and how important each of those 
elements are to enterprise users. Answers to these questions helped the team set their 
UX roadmap and to prioritize where to focus first. For example, an element critical to 
initiating collaboration is “Bump into Interesting,” which is about helping users se-
rendipitously bump into information or people that are interesting and useful to them. 
In this case, the team found the portfolio didn’t have solutions that were meeting the 
target requirements. 

5.3 Speeding Agile Product Design 

Both the framework and deep dive research repeatedly highlighted expert or expertise 
finding as a key need. The agile-based project team used the experience themes as a 
starting point for their efforts to rapidly go from concept discussions to prototype. 
During the initial team kickoff, the team found the strongest affinity with the Connect 
Me and Feed Me themes which focus on the need to quickly find information and 
connect employees with expertise. The associated element cards were a starting point 
for the team’s Vision Quest activities and were a catalyst to helping the team form a 
design hypothesis around core presumptions of what features and capabilities should 
be included in the solution. Many of the early presumptions the team captured were 
based on previously gathered user data, and the experience elements. 

A series of contextual scenarios were written from the design hypothesis which 
were then organized to form a high-level “narrative” or persuasive story of the prod-
uct vision. These were then documented in a storyboard. The experience themes  
inspired many of the design patterns reflected in the proof-of-concept (POC) proto-
types, and the storyboard contained a swim lane the team used to map the experience 
themes. To validate design presumptions, several intervals of presumptive design tests 
were conducted with end-users in tandem with design activities. Features not vali-
dated as “valuable” by users were removed from the storyboard and product  
vision. The vision iteratively became more defined and evolved into a ‘lightweight’ 
clickable prototype used to engage stakeholders and the technical team in feasibility 
discussions. 

6 Discussion  

The experience framework is an innovative way to represent UX research in a way 
that is consumable within the enterprise. It provides a foundational understanding of 
the needs of different kinds of employees in spaces that lack the time or resources to 
invest in more traditional user research. It also mitigates some of the key risks asso-
ciated with presumptive design [8] by providing a larger holistic look at the expe-
rience space and overarching prioritization that helps prevent teams from focusing on 
the wrong solution to design or ignoring the needs of the larger experience. By taking 
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a “big data” approach to UX and creating an over-arching experience framework that 
represents core wants and needs employees have of enterprise products and services, 
we helped those responsible for setting enterprise strategy to incorporate UX more 
easily in their decision process. By mapping the intersection between experience qual-
ities and elements against portfolio and product roadmaps, teams could identify po-
tential gaps between the planned and desired experience of their products. 

Over time, the framework has evolved into a common language and shared under-
standing of users and design needs that defines the One IT experience vision, span-
ning the many products and services provided by Intel IT. The supporting collateral 
helps set enterprise strategy and provides re-usable templates project teams can quick-
ly adapt for their purposes. This shared vision is transforming enterprise products and 
services resulting in a more cohesive One IT experience and increased velocity of 
teams. The large-scale, layered storytelling approach made the framework resonate to 
the larger organization. It allowed framework users to explore the underlying data 
below the themes to find their own meaning. It also seeds design investigations of 
features and possible interaction models. This approach to socializing and utilizing 
the experience framework provides a practical model for the creators of other types of 
experience themes to more quickly trigger UX transformation in their own spaces.  

When working with teams, we discovered creative ways to utilize “big data” past 
its original role in deriving the framework. By intersecting the over-arching user data 
with data specific to an enterprise product or service, we discovered new insights 
about user expectations of their product and how their product needed to align with 
the over-arching IT experience. The teams gained a much needed understanding of 
how their users utilized other enterprise products, and their preferences, which helped 
them more easily make decisions to ensure alignment with the overall user vision. 

6.1 Key Learnings 

The experience framework is being used across various levels of enterprise products 
and services to feed UX strategy, technical architecture, and the design of specific 
products. As a result, new learnings have emerged about how to most effectively inte-
grate into portfolio strategy and design. Key lessons learned include 

• Teams should use the qualities to evaluate their own product at the start of using 
the framework; it is key to learning and provides a baseline for improvement.  

• Experience quality cards are paramount for setting vision and strategy. They spark 
conversation and provide easy functionality checklists to feed UX roadmaps.  

• Product teams need experience element cards that provide user requirements,  
scenarios, and key audience differences once they move from strategy to design.  

• Sample designs that embody the experience themes and elements are important to 
spark new ideas or conversations about how the pattern can be improved.  

• Different people have different learning styles and different teams have different 
ways to work together. If collateral doesn’t resonate, iterate, iterate, iterate. 

• We have found that generating design ideas is often fastest when you have a hard-
copy of element cards and other experience theme collateral so participants can 
“re-use” collateral elements in discussions and prototyping. 
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6.2 Key Challenges 

There are multiple challenges with an effort of this size. Discovering great experience 
solutions is as much about collecting and analyzing user data as it is about transform-
ing an organization to actually use it effectively. It’s a journey – not a silver bullet. 
Transforming an organization, a team, or an individual to be ‘experience driven’ 
doesn’t happen overnight and it doesn’t happen just because you have a framework. 
It’s a collaborative process that requires joint partnership and extensive collaboration. 

Making the Story Consumable. The size of our dataset made keeping the UX story 
consumable extremely difficult. How do you turn mountains of user data into a 
framework that can be digested by a diverse audience? We answered this challenge by 
developing a multi-layered storytelling approach which included a variety of collater-
al forms – from vision books to quality cards, element cards, and reference sheets. We 
also created job aids, including an evaluation spreadsheet that allows teams to grade 
their solution according to the framework. Even with the wide range of collateral 
available, teams can still find it unwieldy to work with, especially in the beginning. 
Newcomers can easily lose their way in the multi-layered story so we work directly 
with teams to help them understand the framework. 

Exponentially Increasing Big Data. In the two years since the introduction of the 
framework, the underlying data set has grown 275% and the supporting story-telling 
collateral has grown by 870%. That’s a lot of information for anyone to digest and 
maintain. While the challenges of use are large, the value of incorporating additional 
data in the framework is immense. Increasing the variety of data allows us to identify 
correlations of activities, allowing us to refine the enterprise footprint to increase our 
understanding of user behavior and needs. Lastly, although collateral growth is begin-
ning to stabilize based on active use by Intel IT project teams, the underlying data set 
is expected to grow even more rapidly in coming years as analysis tools become  
capable of handling even larger data sets. Only about 30% of available user transac-
tional data has been incorporated in the current framework and the amount of data 
continues to increase on a daily basis further exacerbating the challenges of re-use and 
sense-making by project teams.  

Enabling Social Storytelling and Knowledge Sharing. The framework and collater-
al put a face to the big data and provide an approach to defining a unified enterprise 
experience, but they are merely the tip of the iceberg of potential insights that could 
be derived from the underlying data set. Today, storytelling is primarily limited to the 
research team that produced the experience framework or the UX professionals who 
work directly with them. The rich data available on individuals, specific job roles, 
different organizations, and geographic areas makes possible a great many more sto-
ries than our current collateral. The lack of “self-service” environments to enable 
utilization of the data limits its broader utilization. 
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The majority of our collateral resides in flat files or posts in social media forums. 
The framework has not yet been brought to life online and no easy methods exist for 
teams to share outside of forum posts. Until the structure is available online and anno-
tatable, widespread sharing and associated efficiencies are unlikely to occur. We need 
to enable project teams to not only re-use existing knowledge but also to add to it with 
detailed stories of use and new data. 

Experience-Driven Transformation Is a Journey. Even with an experience frame-
work, experience-driven transformation is a journey and what works for one team or 
individual may not work for another. A corporation’s internal culture can also inhibit 
knowledge sharing if there is internal competitiveness and a reluctance to share in-
formation such as datasets and experience artifacts (e.g. personas, scenarios, or design 
patterns). It takes time, resources, and a willingness to collaborate with the rest of the 
organization. Every team or individual starts from a different point of faith and under-
standing of what UX is and how to do it. We have all had to transform our thinking, 
approach, decisions, and actions – from how we do user research to individual deci-
sions made on enterprise projects all the way up to architectural and overall strategy 
decisions for IT. We celebrate the small and big wins where we see the framework is 
used to drive strategy and design. We never expected Intel IT to shift overnight and 
the journey is still in-progress but there have been big shifts. As researchers, we must 
maintain agility and flexibility with the teams but make sure they understand the hard 
work ahead. 

7 Conclusion 

In a world where businesses are constantly expected to move faster and workers be-
come increasingly sophisticated in their expectations of technology, an experience 
framework can help speed up the business and become a force for UX transformation. 
This hybrid approach is a fundamental shift in the management of the business expe-
rience from the perspective of UX and enterprise IT. By aggregating big data and the 
outputs from more traditional UX together, UX teams can more quickly seed UX 
within businesses. By connecting user stories to big data we can understand if our 
insights from qualitative studies are generalizable to larger groups of business users. 
Presenting big data in ways typically used by traditional UX (e.g., personas) can make 
it more accessible. Together, big data and UX data are more powerful. 

The experience framework defines interaction norms across enterprise tools and 
serves as design guard rails to help developers create better interfaces. A common 
framework and language understood by all results in more productive team discus-
sions that generate strategy and design ideas faster. However, transformation using 
the framework is possible only when the findings are communicated in various ways 
so that it resonates with the broad base of people who work together to define and 
develop the workplace experience. A developer will look at the framework collateral 
thru a different lens than a business analyst or a service owner. Furthermore, trans-
formation is a participatory process—it is not something that can be done by merely 
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throwing the framework over the wall to the business. For change to happen, all levels 
of the organization must participate in the conversation and take ownership of how 
their own role impacts the enterprise experience. The road to transformation that is 
paved by an enterprise framework is often hard, uphill, and fraught with challenge, 
but for those who take this journey, an experience framework can help seed a shared 
vision and light the way for the action needed to bring the vision to life and signifi-
cantly improve the business user experience. 
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Abstract. Quality management in production networks is often neglected. To 
raise awareness for this subject, we developed an educational game in which 
players are responsible for managing orders and investments in quality assur-
ance of a manufacturing company. To understand individual performance  
differences and playing strategy, we conducted a web-based study with 127  
participants. Individual performance differences were discovered. Players who 
closely observe the company data and frequently modify order levels and quali-
ty investments perform significantly better. Furthermore, we found that the 
game model works and that the awareness towards quality assurance increases 
through the interaction with the game. Hence, the game is a suitable educational 
tool for teaching decision making in quality management. 

Keywords: Quality Management, Decision Support, Human Factors, Produc-
tion Networks, Personality Traits, Game-based Learning. 

1 Introduction 

Many of today’s products are built from a large number of components that are deli-
vered by a number of different suppliers. To enable a company to profitably manufac-
ture its products, an efficient and viable production network is required. However, in 
today’s globalized world these networks have reached a very high complexity [1]. 
Decision makers in current production networks need to have a comprehensive over-
view of the interrelationships of their company, the suppliers, and customers of many 
of different products and components. The arising problems are twofold: Not only do 
the decision makers have to ensure that enough components are available in the pro-
duction process, but also a sufficient quality of the components has to be assured. 

Modern Enterprise Resource Planning systems support people in their decision 
making. However, the huge quantity of presented and retrievable information might 
lead to information overflow and users who might focus on the wrong parameters, 
leading to inefficiencies, low product quality, or lower profits in the production  
networks. Human behavior in production networks and quality management is insuf-
ficiently explored. In order to study decision making processes in quality management 
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and to develop tools that can give suitable support to decision makers, we developed a 
web based simulation that puts users into the role of decision makers. 

This publication serves a dual purpose: First, we present the design and implemen-
tation of a simulation game for quality management in production networks. Second, 
we analyze the effect of human behavior and characteristics in the developed game as 
well as the consequences for real world companies. 

2 Development of a Game for Quality Management 

Simulations are experiments within a controlled environment, thereby reducing as-
pects of the real world in terms of structure and behavior. The behavior of complex 
systems is neither predictable nor completely understandable. The combination of 
human intuition and analytical modeling is utilized as a model for decision making in 
complex systems such as production and supply chain networks [2] [3] [4]. 

In order to train and support decision making, simulation models and serious 
games serve as ideal training environments, in which managers are confronted with 
challenging situations that require fast and important decisions. These games support 
the awareness of typical problems in production, logistics, or quality management, 
e.g., the Beer Distribution Game, Goldratt’s game [5] [6], KANBAN simulations. 
However, no games exist that address quality management in production networks. 

The Quality Intelligence Game (Q-I Game) is a turn-based game in which players 
have to fulfill the customer demands by procuring and processing vendor parts into a 
given product. In contrast to the Beer Distribution Game, players also have to take 
quality aspects into account. Studies suggest that quality management influences prof-
it in two different ways: First, good quality management increases company profits 
through higher product quality, resulting in higher customer satisfaction and larger 
sales volumes. Second, process optimization as a part of quality management leads to 
lower variable and fixed costs. Therefore, a trade-off between product quality and its 
costs is required [7]. 

Fig. 1. Principle of the Q-I-Game 

The Q-I game model is designed around three pivotal decisions (see Figure 1 for a 
schematic representation). First, players have to invest in the inspection of incoming 
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goods. Second, players need to control the investments in their company’s internal 
production quality. Third, similar to the Beer Distribution Game, players need to 
manage the procurement of vendor parts. The players have to find an optimal trade-
off between these three dimensions in order to make the highest profit. The influences 
of these dimensions on the company’s profit are explained in the following. 

The first dimension contains the inspection planning and control of supplier parts, 
including complaint management between the manufacturer and his supplier. 

Inspections at goods receipt can cause an ambivalent behavior of quality and pro-
duction managers. While the inspection itself is not a value-adding process and hence 
a driver of variable and fixed production costs, inspections give the managers the 
opportunity to protect their production systems from faulty parts and goods. Also, it 
facilitates the supplier evaluation and development since the quality of supplied parts 
and goods is measured. 

The production quality dimension is taking the production and final product quality 
of the manufactured goods into account. Investments in production quality will in-
crease costs, but it will decrease the number of customer complaints. 

To assure a continuous production, the player has to procure necessary parts from 
its supplier. Contrary to the Beer Distribution Game, the customer demand is kept 
constant within the Q-I game, in order to leave the focus on the decisions of quality 
management. Nevertheless the player has to consider scrapped parts due to low pro-
duction quality or blocked parts due to poor supplier product quality in their orders. 

The Q-I game gains complexity through the introduction of random events. First, 
the quality of the vendor parts can change drastically. Second, the internal production 
quality can change. Possible reasons are broken machines, better processes, failures in 
the measurement instruments, etc. Third, the customer demand may shift. 

3 Evaluation of the Q-I-Game 

After implementing the Q-I-Game with Java EE 7, it was used in a study to validate 
the game model and research possible effects of human factors on players’ perfor-
mances within the game. In the following sections, we present the defined variables, 
the experimental setup, and the sample of the study. 

3.1 Independent Variables 

In order to understand how decision making in quality management is influenced by 
human factors, several demographic data and personality traits were gathered. Age, 
gender and educational qualifications were collected as independent variables. In 
addition, participants were asked to assess their previous experiences with quality 
management, production management, supply chain management, logistics and  
business studies. Furthermore, we measured the technical self-efficacy with Beier’s 
inventory [8], a method already proven to show performance in computer-based 
supply-chain-management simulations [9]. In order to analyze potential effects of 
personality, we used a version of the five factor model shortened by Rammstedt [10] 
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to identify the participants’ levels of the personality traits openness, conscientious-
ness, extraversion, agreeableness and neuroticism. Furthermore, previous studies 
revealed that performance regarding supply chain management was affected by their 
risk-taking propensity; therefore, we used the “General Risk Aversion” inventory by 
Mandrik & Bao [11] as well as the “Need for Security” inventory by Satow [12] to 
measure the participants’ willingness to take risks. Xu et al. showed that the personal 
attitude towards quality contributes to Total Quality Management practices [13]; 
therefore, we measured the quality attitude with a newly constructed Quality Attitude 
Inventory, which consists of 8 items. 6-point Likert scales were used for all measure-
ments. 

3.2 Experimental Variables 

In order to analyze the effects of complexity on players’ performances, we imple-
mented two in-game events to vary the degree of difficulty. One was a potential spon-
taneous drop of the supplier’s quality by 30% in the tenth month. The other was a 
possible drop of the internal production quality in the same month. The occurrence of 
both events was fully randomized between both the participants and the two rounds 
played by each player. 

The availability of quality signal lights was varied as a within-subject variable;  
accordingly, all participants played one round with and one without the signal lights. 
Whether the lights were shown in the first or the second round was randomized. 

3.3 Dependent Variables 

Detailed logs of investments, incomes, costs and profits of each simulated month 
were used to analyze the players’ behaviors within the game. The achieved profit was 
used as the central measure for the players’ performances. In addition, several infor-
mation about the players’ interactions with the game were recorded: duration of read-
ing the instructions, time to complete a month as well as a round, the number of help 
accesses and the number of adjustments to investments and orders. 

3.4 Ranking Tasks 

In addition, the participants were asked to rank factors of data provisioning and cor-
porate strategy according to their importance for a successful performance in the 
game and for an economical production. They were asked to perform these tasks both 
before and after the game to discover possible effects on participants’ opinions caused 
by playing the game. 

3.5 Experimental Setup 

The experimental setting consisted of our web-based quality management simulation, 
which was embedded between the pre- and post-part of an online survey. Announce-
ments on bulletin boards, social networks, emails and personal invitations were used 
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to recruit participants for the study. Each had to play 2 rounds of 24 month each. 219 
people started the online pre-survey, 129 played both rounds of the game and finished 
the post-survey. The obtained dataset was revised to eliminate players who did not 
play seriously, i.e. who placed excessive investments or orders or did not change the 
settings at all. Therefore, two cases had to be removed for not performing any adjust-
ment during both rounds. Accordingly, the final revised dataset contained 127 cases. 
Although the participants had to play 24 simulated month per round, only the data of 
up to and including month 20 were used in the analysis to exclude possible changes of 
players’ strategies late in the game like emptying the warehouse completely. 

3.6 Participants 

97 (76.4%) of the participants were male, 30 (23.6%) were female. They were be-
tween 17 and 53 years of age. The mean (M) age was 27.7 years (SD 7.2 years). 
58.6% (60) of the participants reported a university degree as their highest achieved 
level of education. 39.7% (50) participants had a high school diploma and 6.3% (8) 
had vocational training. The average level of previous experiences regarding the sub-
ject matter were rather high. 67.7% (86) had previous knowledge in quality manage-
ment, 65.9% (83) in business studies and 57.5% (73) in production management.  

The participants’ average personality traits regarding the five factor model were 
comparable to the reference sample of Rammstedt [10] with the exception of a 
slightly lower level of agreeableness. The only significant difference between men 
and women regarding this model was found at the neuroticism scale (F(1, 125) = 
7.498, p = .007 < .05*): men showed lower average levels (M = 1.99, SD = 0.97) than 
women (M = 2.58, SD =1.22). In addition, gender related differences were found 
regarding all three inventories of needs (recognition, power, security) (p < .05* for all 
needs), technical self-efficacy (p = .000 < .05*), willingness to take risks (p = .002 < 
.05*) and performance motivation (p = .000 < .05*). With the exception of the need 
for security men showed higher average levels in all aforementioned scales. In con-
trast, there was no significant difference found regarding the attitude towards quality. 

4 Results 

The result section is structured as follows: First, we will present the impact of the 
game mechanics and instructions on the player’s performance. Second, we will have a 
closer look at the impact of user diversity. Furthermore, we will present the effects of 
behavior and strategies within the game. Last, we will report the ranking task results. 

The data was analyzed by using uni- and multivariate analyses of variance 
(ANOVA, MANOVA) as well as bivariate correlations. Pillai’s trace values (V) were 
used for significance in multivariate tests, and the Bonferroni method in pair-wise 
comparisons. The criterion for significance was p < .05 in all conducted tests. Median 
splits were used for groupings unless the factor offered a clear dichotomy. 

Unless otherwise described, the effects in the following are valid for both rounds of 
the game. However, for clarity reasons, only the effect values of the second round will 
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be reported. All profit related values like means and standard deviations will be re-
ported in thousands for similar reasons; for computations the exact values were used. 

4.1 Effect of Game Conditions 

As expected, the participants made the highest average profit (M = 148.5, SD = 
128.0) on the condition that there was no spontaneous drop of supplier’s and internal 
production’s qualities during the game. The mean profit in games with a drop of sup-
plier quality was only slightly lower (M = 132.9, SD = 81.2). In contrast, average 
profits were considerably lower (M = 11.5, SD = 236.8) with drops in either both 
supplier’s and internal production’s quality or in internal production’s quality only (M 
= -1.3, SD = 316.4), as shown in Table 1. 

Table 1. Achieved average profits under different game conditions 

Drop of supplier's quality 

no yes 

Drop of internal 
production's 
quality 

no 148.5 132.9 

yes -1.3 11.5 

 
A two-way ANOVA revealed that the drop of internal production quality had a 

significant effect on players’ average profits (F(1, 122) = 12.342, p = .001 < .05*); in 
particular, players averagely performed significantly worse under game conditions 
containing the aforementioned drop. On the other hand, the spontaneous drop of sup-
plier’s quality had no significant influence on average profits. 

With both possible quality drops controlled, the presence of signal lights had no 
significant effect on players’ average profits (p = .537, n.s.). Also, the impact of sig-
nal light availability within any of the four possible game conditions resulting from 
quality drop combinations did not reach the criterion of significance. Both the pres-
ence of signal lights and the quality drops of supplier and internal production as expe-
rimental variables will be controlled in the computations of the following sections. 

4.2 Effect of Repetition 

There was a strong correlation between players’ average profits in the first and in the 
second round (r=.730, p=.000 < .05*); accordingly, participants who achieved a 
high/low profit in the first round, on average achieved the same level of profit in the 
second round. Furthermore, players’ mean profit increased significantly between the 
first (M = -19.0, SD = 258.5) and the second round (M = 76.6, SD = 218.3) with  
Pillai’s trace value (V) = 0.23, F(1, 126) = 36.6, p = .000 < .05*. 
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4.3 Effect of User Diversity 

Several aspects of user diversity have been studied for potential effects on players’ 
performances within the game. First, male participants made a higher average profit 
(M = 104.9, SD = 187.1) than women (M = -14.7, SD = 282.5). However, the effect is 
only significant for the second round (F(1, 124) = 7.160, p = .008 < .05*), not the first 
round (F(1, 124) = 3.235, p = .074, n.s.). Second, there was no correlation between 
age and the player’s profit (r = .057, p = .553, n.s.). Previous experiences did not  
influence the game performance, e.g., neither knowledge in quality management (p = 
.087, n.s.) nor business studies (p = .070, n.s.) had a significant effect on performance 
within the game with game conditions controlled. Although participants with a high 
level of domain knowledge performed better under game conditions containing the 
aforementioned drop of internal production’s quality (M2QM = 86.8, SD2QM = 150.3) 
than players with low knowledge (M2QM = -59.5, SD2QM = 333.8), this effect was only 
significant in the second round of the game (F(1, 58) = 4.928, p = .030 < .05*).  

In addition to the customary demographic data several personality traits were ana-
lyzed. First, none of the “Big Five personality traits” of Rammstedt et al. [10]  
impacted the players’ performances significantly (p > .05, n.s. for all indexes). 
Second, and contrary to several previous studies, there was no significant relation 
between technical self-efficacy and achieved average profit (r = .163, p = .084, n.s.). 
Third, there was no effect of the willingness to take risks on players’ performances. 
Neither the “General Risk Aversion”-index of Mandrik & Bao [11] (r = -.174, p = 
.065, n.s.) nor the “Need for Security”-index of Satow [12] (r = .054, p = .573, n.s.) 
correlated with the achieved profits. Moreover, the personal attitude towards quality 
did not correlate with participants’ average performances within the game (r = .109, p 
= .248, n.s.). 

4.4 Effects of Behavior within the Game 

Two main factors were analyzed regarding the players’ behaviors within the game. 
First, the duration of playing correlated with players’ average profits in the first round 
(r = .301, p = .001 < .05*). Therefore, spending a higher amount of time for a game 
averagely led to significantly higher profits in the first round. However, the effect was 
no longer significant in the second round (r = .142 p = .112, n.s.). 

Second, the number of adjustments correlated with players’ performances  
(r = .303, p = .001 < .05*). Users who adapted their investments and orders frequently 
achieved higher mean profits. A per-month analysis revealed that the average number 
of adjustments made by participants who achieved a high profit exceeded the adjust-
ments of low performers in every month, as shown in Figure 2. Moreover, there was a 
peak in high performers’ adjustments in month 11 as a reaction to the spontaneous 
drops of the supplier’s and/or the internal production’s quality in month 10. This 
change in interaction between month 10 and 11 is significant for high performers  
(V = .164, F(1, 62) = 12.140, p = .001 < .05*). In contrast, there was no significant 
change in the adaption behavior of low performers at that time (V = .001, F(1, 63) = 
0.088, p = .768, n.s.). Also, there is a medium correlation between the averagely  
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performed adjustments in the first and the second round (r = .580, p = .000 < .05*). In 
particular, players who frequently/rarely adapted their investments and orders in the 
first round, acted similarly in the second round. 

Fig. 2. Average adjustments per month of high and low performers in the second round 

4.5 Effects of Strategy 

There were several effects on players’ performances regarding the used game plans. 
First, participants who assessed their behavior in the game as highly conscientious 
made a higher profit (M = 135.0, SD = 111.5) than those with low conscientiousness 
values (M = 38.4, SD = 261.1). This effect was significant (F(1, 123) = 4.987, p = 
0.27 < .05*). Second, the stated level of forward planning in game strategy correlates 
with average profits (r = .184, p = .040 < .05*): Users who stated their strategy was 
dominated more by forward planning than by reacting, on average made higher prof-
its. Third, the level of risk taking in the game plan negatively correlated with players’ 
average performances (r = .-.217, p = .015 < .05*), e.g., players who claimed to have 
taken more risks than they would in real live made significantly lower profits. Also, 
there was a low correlation between participants’ profits and the tendency to keep a 
small safety buffer of parts readily available (r = .273, p = .002 < .05*). 

Fig. 3. Means (SD) of profit regarding strategies with different levels of quality orientation 
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Most of all, the level of quality orientation in players’ strategies correlated signifi-
cantly with the average performances (r = .370, p = .000 < .05*); therefore, partici-
pants with a quality-oriented strategy averagely performed better (M = 136.1, SD = 
96.3) than participants who were inclined to ignore quality aspects (M = 21.1, SD = 
280.4), as shown in Figure 2. 

4.6 Requirements for an Economic Production 

Participants averagely ranked “Increasing economic efficiency” as the most important 
requirement for an economic production (M = 2.1, SD = 1.3) before they played the 
game, followed by “Increasing quality of own production” (M = 2.2, SD = 1.1), “In-
creasing supplier’s quality” (M = 3.3, SD = 1.1), “Optimizing stock” (M = 3.7, SD = 
1.2) and “Decreasing delivery time” (M = 3.8, SD = 1.2). Although there is an abso-
lute ranking, which results from comparing the aforementioned means, there is neither 
a significant difference between the first two ranks (p = 1.00, n.s.) nor between the 
ranks 3 to 5 (p > .05, n.s. for all comparisons). The positions of “quality of own pro-
duction” and “economic efficiency” had been switched in post-game ranking, while 
there was no difference regarding the absolute ranks 3 to 5, as shown in Table 2.  

Table 2. Ranking, means, and standard deviations of requirements for an economical 
production (left) and data requirements for successful performance (right) (ranked after 
playing) 

Rank Requirement M SD Rank Requirement M SD 

1 
Increasing quality of own 
production 

1.8 0.9 1 High quality of data 1.8 0.9 

2 
Increasing economic  
efficiency 

2.8 1.5 2 
Good data visualiza-
tion 

2.3 1.1 

3 
Increasing supplier’s  
quality 

2.9 1.2 3 Decision support 2.8 1.2 

4 Optimizing stock 3.3 1.2 4 High data volume 3.8 1.2 

5 Decreasing delivery time 4.2 1.1 5 Low data volume 4.3 0.9 

 
Pairwise comparison of all factors revealed that there is a significant difference  

between the average raking of “Increasing quality of own production” and all other 
factors (p = .000 < .05* for all comparisons). Similarly, the ranking of “Decreasing 
delivery times” averagely differs from each of the other factors with p = .000 < .05*. 
On the other hand, there was no significant difference between the rankings of the 
remaining items (2-4). In particular, while in pre-game ranking there were only signifi-
cant differences between ranks 1 and 2 on the one hand and ranks 3 to 5 on the other 
hand, there is a significant distinction between three levels of importance in post-game 
ranking, mainly caused by an averagely higher ranking of one’s own quality’s impor-
tance (Pillai’s trace value (V) = 0.87, F(1, 123) = 11.695, p = .001 < .05*) and a lower 
ranking of shorter delivery times (V = 0.81, F(1, 123) = 10.848, p = .001 < .05*) after 
playing the game. 
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4.7 Requirements for Data quality 

The participants also had to rank different requirements regarding their demands on 
the provision of data. There was no significant difference in the average rankings of 
any of the factors before and after playing the game (p > .05, n.s. for all pre-post fac-
tor pairs); therefor, the absolute positions were equal in both pre- and post-game rank-
ing. Participants identified the data quality as the most important aspect (M = 1.8, SD 
= 0.9), followed by the visualization of data (M = 2.3, SD = 1.1), decision support (M 
= 2.8, SD = 1.2) and the volume of data, as shown in Table 2. Pairwise comparison 
revealed that there is no significant difference between the average rankings of “Good 
data visualization” and “Decision support” (p = .059, n.s.). In contrast, for all other 
comparisons of two factors the criterion of significance (p < .05, n.s. for all compari-
sons) was reached. 

5 Discussion 

Regarding the technical factors influencing game complexity we learned the easiest 
condition is the one without drops in either the supplier’s quality or the internal pro-
duction quality. To our surprise, however, we found that the most difficult condition 
to play is one with drops only in the internal production quality drops, but the suppli-
er’s quality stays constant. Counterintuitively, this condition is even more difficult to 
play than the condition in which both qualities drop. We suspect that to be the case, 
because the consequences of the quality drops are easier to notice within the company 
dashboard, as the number of returned parts increases and the incoming quality de-
creases (two visible changes), while only one measure changes if only the production 
quality decreases. 

Interestingly, the display of traffic lights indicating the supplier’s quality and the 
internal production quality did not influence the decision quality of the players and 
the performance within the game. Interviews with players after the game suggest that 
players had difficulties to understand the correct meaning of the traffic signals. 

While the investigation of the game mechanics yielded clear findings, the search 
for human factors that explain performance was only partially successful in this study. 
We learned underlying factors exist that explain game performance, as players who 
did well in the first round of the game also did well in the second round (i.e. high 
correlation of the performances of the first and second round of the game). However 
none of the variables assessed prior to the interaction with the game explained game 
performance with adequate accuracy. Surprisingly, the positive impact of high tech-
nical self-efficacy on performance [9] could not be replicated within this study. None-
theless, players with good performance can be differentiated from players with bad 
performance when in-game metrics or the post-game survey are considered. First, 
players who achieved higher profits in the game took more time than players who 
achieved lower profits. Second, good players not only spent more time on the game, 
they also perform more changes within the game’s decision cockpit. Both findings are 
in line with previous studies [14] and suggest that intense engagement with the  
subject leads to a better performance. It is unclear however, what causes this effect: 
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Are people who perform better in the game just more motivated, and therefore spend 
more time on the game and on changes within the game, or do better players have an 
increased overview over the company data and are therefore able to adapt more quick-
ly to changing scenarios. 

Using games as a vehicle to mediate learning processes is getting more and more 
popular in various disciplines [15]. Our findings suggest that our game-based ap-
proach for teaching fundamentals of quality management also works very well. First, 
we found that the game is learnable and that the player’s performance increases from 
the first to the second round of the game, showing that the players gained expertise in 
making complex decisions for the simulated company. Second, the intention of the 
game is to raise the awareness about quality management and shift the attention to-
wards quality management techniques within the game. After the game the players’ 
relative weighting of quality management was significantly higher than before the 
game. Hence we can conclude, that the Q-I game is a suitable tool for teaching quality 
management within vocational trainings, university courses or advanced trainings. 

6 Summary, Limitations, and Outlook 

Contrary to previous studies, we could not identify human factors that explain game 
performance. We suspect that the small number of participants per experimental con-
dition, the large noise and huge spread within the data makes the dataset difficult to 
evaluate. In a follow-up study we will therefore reduce the number of experimental 
factors and increase the number of participants per condition, assuming that this will 
yield clearer results. Furthermore, the questions assessing the game strategy from the 
post-game survey will be rephrased and used in the pre-game survey, as we then hope 
to be able to predict game performance according to player strategy. In addition, we 
assume that information processing ability is also influencing performance within the 
game; hence we will closely investigate the effect of information processing capacity 
and speed on the outcome of the game in a follow-up study. 

The traffic signs were conceptualized to indicate the results from quality audits of 
the supplying company and of the internal production quality, not as indicators that 
represent current quality levels. However, many people misinterpreted these indica-
tors and assumed that they show exactly that. A future version of the decision cockpit 
will therefore clarify this issue and provide both, a clear indicator of the current sup-
plier quality and the current production quality, as well as clear indicators that 
represent the results from quality audits. 

The overall rating of the game was fairly positive and we found that it increased 
the awareness of the importance of quality management in supply chain management. 
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Abstract. User acceptance testing (UAT) events gather input from actual  
system users to determine where potential problems may exist in a new soft-
ware system or major upgrade. Modern business systems are more complex and 
decentralized than ever before making UAT more complicated to perform. The 
collaborative nature of facilitated UAT events requires close interaction be-
tween the testers and the facilitation team, even when located in various loca-
tions worldwide. This study explores the best approaches for facilitating UAT 
remotely and globally in order to effectively facilitate geographically-dispersed 
actual system users in performing UAT exercises. While research suggests user 
involvement is important, there is a lack of understanding about the specifics of 
how to best engage users for maximizing the results, and our study addresses 
this gap.  This study examines the following research questions: How should 
UAT facilitators (1) schedule user participation with a minimum impact to their 
regular work duties and maximum ability to be present when testing and not 
 be distracted; (2) enable direct interactions with users including face-to-face 
conversations during the UAT event and access to user computer screens for 
configuration and validation; and (3) utilize quality management software that 
can be used seamlessly by all involved in UAT.  To examine these questions, 
we utilize Social Presence Theory (SPT) to establish a conceptual lens for  
addressing these research questions. SPT supports that the communication envi-
ronment must enable people to adopt the appropriate level of social presence 
required for that task. This study proposes a theoretically-derived examination 
based on SPT of facilitated UAT delineating when and how facilitators should 
involve actual system users in the UAT activities either through local facilita-
tion or remote hosting of UAT exercises, among other options. 

Keywords: User Acceptance Testing, Social Presence Theory, Computer  
Mediated Conferencing, Quality Management Software. 

1 Introduction 

The purpose of user acceptance testing (UAT) is to gather input from actual system 
users, those who have experience with the business processes and will be using the 
system to complete related tasks (Klein, 2003; Larson, 1995).  Actual users bring 
knowledge of process flows and work systems and are able to test how the system 
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meets all that is required of it, including undocumented inherent requirements, and 
where potential problems may surface. UAT is a critical phase of testing that typically 
occurs after the system is built and before the software is released. Modern business 
systems are more complex and decentralized than ever before making UAT more 
complicated to perform. The global nature of commerce continues to push business 
systems deployments well beyond traditional geographic boundaries. The global  
nature of such deployments has created new challenges for the execution of UAT and 
the effective participation of geographically dispersed actual system users. The colla-
borative nature of facilitated UAT events requires close interaction between the  
testers and the facilitation team (Larson, 1995), even when located in various loca-
tions worldwide. However current obstacles exist such as, global dispersion of the 
user base, travel expenses and extended time away from regular work assignments. 
This study explores the best approaches for facilitating UAT remotely and globally in 
order to effectively facilitate geographically-dispersed actual system users in perform-
ing UAT exercises. 

Systems development theory suggests users should be involved throughout the  
development lifecycle, yet involving the users is often difficult. One study of case 
organizations found different approaches and strategies for the facilitation of user 
involvement (Iivari, 2004; Lohmann and Rashid, 2008). An important aspect in  
human computer interaction is usability evaluation that improves software quality 
(Butt and Fatimah, 2012). User involvement occurs between industry experts who use 
the system and the development team suggesting it is imperative to have senior and 
experienced user representation involved (Majid et al., 2010). One study of the degree 
of user involvement in the process indicates that user involvement is mainly concen-
trated in the functional requirements gathering process (Axtell et al., 1997). Software 
firms spend approximately 50-75% of the total software development cost on debug-
ging, testing, and verification activities, soliciting problem feedback from users to 
improve product quality (Muthitacharoen and Saeed, 2009). 

Today, the distinction between development and adoption are blurring which  
provides developers with opportunities for increasing user involvement (Hilbert et al., 
1997). User involvement is a widely accepted principle in the development of usable 
systems, yet it is a vague concept covering many approaches. Research studies illu-
strate how users can be an effective source of requirements generation, as long as role 
of users is carefully considered along with cost-efficient practices (Kujala, 2003). 
User’s participation is important for successful software program execution (Butt and 
Fatimah, 2012) and business analyst facilitation and patience in UAT events is critical 
whether the system is a new installation, major upgrade, or commercial-off-the-shelf 
package (Beckett, 2005; Klein, 2003; Larson, 1995). In summary, while research 
suggests user involvement is important, there is a lack of understanding about the 
specifics of how to best engage users for maximizing the results, and our study  
addresses this gap. 

This study examines the following research questions: How should UAT facilita-
tors (1) schedule user participation with a minimum impact to their regular work  
duties and maximum ability to be present when testing and not be distracted; (2) ena-
ble direct interactions with users including face-to-face conversations during the UAT 
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event and access to user computer screens for configuration and validation; and (3) 
utilize quality management software that can be used seamlessly by all involved  
in UAT. 

To examine these questions, we recognize the need to resolve the complexity of 
communication challenges among technology facilitators and business users. We 
draw on Social Presence Theory (SPT) to establish a conceptual lens for addressing 
these research questions. Traditionally, SPT classifies different communication media 
along a continuum of social presence. Social presence (SP) reflects the degree of 
awareness one person has of another person when interacting (Sallnas et al., 2000). 
People utilize many communication styles when face-to-face (impression leaving, 
contentiousness, openness, dramatic existence, domination, precision, relaxed flair, 
friendly, attentiveness, animation, and image managing (Norton, 1986) or when on-
line (affective, interactive, and cohesive (Rourke et al., 2007). SPT supports that the 
communication environment must enable people to adopt the appropriate level of 
social presence required for that task. This study proposes a theoretically-derived 
examination based on SPT of facilitated UAT delineating when and how facilitators 
should involve actual system users in the UAT activities either through local facilita-
tion or remote hosting of UAT exercises, among other options. 

2 Theoretical Background 

To examine the challenges of facilitating actual system users in UAT events, SPT 
incorporates a cross-section of concepts from social interdependence and media rich-
ness theories. SPT promotes that through discourse, intimacy and immediacy create a 
degree of salience or being there between the parties involved (Lowenthal, 2010). 
Researchers have found perception of the other party’s presence is more important 
than the capabilities of the communications medium (Garrison et al., 2000). Thus, 
UAT events will need to enable the appropriate level of SP for users to learn their role 
in UAT and execute testing activities. 

Facilitating users in remotely-hosted UAT events draws similarities to online 
teaching activities. The similarities emanate from both activities comprising novice 
users working with expert facilitators to learn new knowledge, tackle new skills, and 
express confusion and questions in text-written print. SP has been established as a 
critical component of online teaching success. Table 1 encapsulates select research in 
the online teaching domain, illustrating the growing support for designing courses and 
maintaining a personal presence to influence student satisfaction and learning. This 
research helps us identify factors needed for user success in an online UAT event 
context. SP largely reflects the trust-building relationship a facilitator or instructor 
creates with users or students. SP is more easily developed in face-to-face richer  
media settings, however SP can be encouraged in computer-mediated learner media 
settings as well. 
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Table 1. Select studies of online teaching and social presence 

Reference How Social Presence (SP) was Estab-
lished 

Key Findings 

Hostetter and 
Busch, 2006; 
Swan and Shih, 
2005 

Course design by weekly threaded
discussion, course credit for discus-
sion participation, provoking discus-
sion questions.  Also with instructor 
and peer presence in online discus-
sions promoting sharing personal 
experiences and feelings 

SP leads to student satisfaction and 
learning 
 
Perceived presence of instructors may 
be more influential factor than per-
ceived presence of peers for student 
satisfaction 

Richardson and 
Swan, 2003 

Course activities with class discus-
sion, group projects, individual 
projects, self-tests, written assign-
ments, lectures, readings 

SP leads to satisfaction with instructor 
and perceived learning 
 
Women have higher social presence 
than men 
 
No age or experience influence 

Russo and  
Benson, 2005 

Course components organized for 
cognitive learning (student assessment 
of their learning), affective learning 
(attitude about the course), perception 
of presence (peers, instructors, and 
self) 

SP leads to instructor presence and 
peer presence 
 
SP leads to affective learning and 
student learning satisfaction  
 
Important to establish and maintain SP 
including own SP which leads to high-
er grades 

Tu, 2000 Attention process by drawing inter-
personal attractions (inviting public 
speakers, Good communication style)
 
Retention process by showing images 
that increase sensory stimulation 
 
Motor reproduction process by cogni-
tive organization 
 
Motivational process with incentives 
to learn 

SP leads to learner-to-learner interac-
tion 
 
SP increases student’s performance, 
proficiency, retention and motivation 
 
Student attitudes towards the subject 
are increased 

Picciano, 2002 Course is structured around readings 
and weekly discussions, students as 
facilitators 
 
Asynchronous and synchronous dis-
cussion session with peers and in-
structors 
 
Instructor immediacy 

SP leads to student interaction and 
perceived learning  
 
SP has a significant relationship with 
performance on written assignments 
which requires discussion with instruc-
tor and peers 

Aragon, 2003 Course design, instructor, and partici-
pant strategies 

Creating a platform for SP  
Instructors can establish and maintain 
SP encouraging student participation 
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Research examining UAT activities suggests both facilitator and users need face-
to-face communication options when the system under test is newly developed (Lar-
son, 1995). Typical UAT timelines involve: A system almost fully developed, user 
guides and training materials developed by the technology group, business analytic 
review and input on these materials then drawing up the test scripts, users performing 
tests based on the scripts and with open unscripted use, user reporting issues to the 
business analyst who reviews and logs the appropriate defects for the development 
team to address. This is repeated until the users sign off that the system works as 
needed (Larson, 1995). Research illustrates the UAT process can be improved with 
users having the ability to engage in direct interactions with both the business analyst 
and development teams when questions arise (Larson, 1995). 

Facilitated testing by the real time users can be implemented in 3 ways (Seffah and 
Habied-Mammar, 2009): 1. Require remote users to travel to a local facility, 2. Send 
facilitator to remote locations, 3. Facilitator from local facility does computer me-
diated conferencing (CMC) with users in remote location. Each of these approaches 
establishes different communication environments. SPT suggests facilitated UAT 
local facilitation or remote hosting of UAT exercises will require different dimensions 
of where and how facilitators should involve users in the UAT activities. Table 2 
demonstrates researchers’ views on facilitated UAT approaches and how SPT 
attributes are expected to affect three different UAT approaches based on studies of 
SP in online teaching. Remote users travelling to local facility and facilitator travel-
ling to remote locations are treated as same in Table 2 as both are similar to instructor 
teaching to students face to face while remote UAT is compared with online teaching. 
As Table 2 illustrates how attributes of SP tend to be low for remote UAT events 
because face-to-face communications are highly advantages when establishing high 
SP. Also, online research on SP for online learning is high if SP is established using 
various techniques like incentives, course design, etc. 

Table 2. Facilitated UAT Approaches  

 Remote  
users travel to

local  
facility 

Facilitator  
travel to 
remote  
locations  

Computer mediated  
conferencing  
between facilitator at 

local facility & users at 
remote locations 

Facilitator Local Remote Local 
User  Local Remote Remote 
Challenges in approach: 
Type of system1 New New or Upgrade Upgrade  
Costs2 $100,000-

$150,000 US
dollars, exclud-
ing cost of dep-
loyment, man-
agement, train-
ing, upgrades,
and test analysis
software  

$15,000-$20,000 
US dollars, includ-
ing test software, 
per location 

 

More participants form 
diverse backgrounds, 
lower budget, and less 
time 
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Table 2. (Continued.) 

Size of group2 Limited  Limited  Greater participation 
SPT Attributes adopted from online teaching environments3:  
Expression of

emotions 
High High Low 

Use of humor High High Low 
Self-disclosure High High Low 
Dialogue High High Low 
Asking questions High High Low 
Compliment, ex-

press appreciation,
agreement 

High High Low 

Assertive/ acquies-
cent 

High High Low 

Informal/formal 
relationships 

High High Low 

Trust relationship High High Low 
Social relation-

ships 
High High Low 

Attitude toward
technology 

Positive Positive Apathetic 

Access and  
location 

Easy Easy Hard 

Timely response High High Low 
1 (Klein, 2003; Larson, 1995; Seffah and Habieb-Mammar, 2009) 
2 (Seffah and Habieb-Mammar, 2009) 
3 (Rourke et al., 2007; Tu and McIsaac, 2002) 
 
Mostly used in research examining online education, SPT informs remote commu-

nications environments by examining the way people represent themselves online 
through the way information is shared (e.g., how messages are posted and interpreted 
by others) and how people related to each other (Kehrwald, 2008). When face-to-face, 
people use everyday skills to share information through multiple cues using rich  
nonverbal communication inherent in tone of voice and facial expression. Richer 
communications allow individuals to provide and respond to the sight, sound, and 
smell of others which inherently provides an awareness of the presence of others 
(Mehrabian, 1969). Online information sharing lacks the cues needed to create an 
awareness of the presence of others and offers the ability to discuss information but 
not to connect or bond with others on a more personal level (Sproull and Kiesler, 
1986). Research studies of online education have found that the lack of SP impedes 
interactions and as a result hinders student-learning performance (Wei et al., 2012). 
One proposed solution is to combine the use of both asynchronous (pre-produced  
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content accessed by users when needed) and synchronous (real-time, concurrent audio 
and video connections) components, with synchronous efforts providing a much more 
full social exchange greatly increasing the potential for SP. Thus, SP is an important 
factor in information exchange when learning and performance are required, as is the 
case of user participation in UAT events. 

3 Case Study Methodology 

The research methodology follows a qualitative approach in gathering case study data 
on UAT practices in order to provide descriptive and explanatory insights into the 
management activities in software development work. This approach has been used 
successfully in prior research (Pettigrew, 1990; Sutton, 1997) and allows us to induce 
a theoretical account of the activities found in empirical observations and analysis of 
team member’s viewpoints. This approach is also known to lead to accurate and use-
ful results by including an understanding of the contextual complexities of the envi-
ronment in the research analysis and outcomes. Finally, this approach encourages an 
understanding of the holistic systematic view of the issues and circumstances of the 
situation being addressed, in this case the issues of managing development projects 
from team member perspectives about their testing practices (Checkland et al., 2007; 
Yin, 1989). To identify the practices, we selected a large multinational fortune 500 
company known to have successful UAT events. The focus of our study is specific to 
the UAT practices of large scale complex globally-deployed software development 
projects. 

4 Data Collection 

The results reported in the present study are based on interviews with UAT facilita-
tors. Our data gathering began with the creation of semi-structured interview proto-
cols which comprised both closed and open-ended questions. To inform our interview 
question development, we reviewed documentation about the company, and held 
background discussions with company personnel. The data collection methods em-
ployed focused on interviewees’ perspectives on UAT issues, roles played by various 
stakeholders involved, and the challenges of incorporating actual systems users in the 
process. Face-to-face interviews of approximately 1 to 1.5 hours were conducted with 
various project stakeholders. The goal of these interviews was to identify and better 
understand the issues related to UAT. In total, we interviewed 8 stakeholders. Inter-
views were conducted between November 2013 and January 2014, with additional 
follow-up clarification Q&A sessions conducted over e-mail. Job descriptions of 
those interviewed are shown in Table 3. 
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Table 3. Job Descriptions of Interviewees 

Job Title Description 
Years 

of Expe-
rience 

Responsibility 
Times 

Inter-
viewed 

Business Systems Quality
Analysis Analysts 

2 UAT test plans, writing UAT test 
cases, UAT facilitation and defect 
management  

2 

Business Systems Quality
Analysis Analysts 

6 UAT test plans, writing UAT test 
cases, UAT facilitation and defect 
management  

1 

Business Systems Quality
Analysis Advisor  

6 UAT test plans, writing UAT test 
cases, leading teams of quality ana-
lysts, UAT facilitation, defect man-
agement, quality process and stan-
dards design, 3rd party contract 
quality analysis and management 

2 

Business Systems Quality
Analysis Advisor 

18 UAT test plans, writing UAT test 
cases, leading teams of quality ana-
lysts, UAT facilitation, defect man-
agement, quality process and stan-
dards design 

2 

Business Systems Quality
Analysis  

Manager 

16 leading a team of quality analysts 
and quality advisors responsible for 
enterprise level activities globally 
including process and standards, 
UAT management and execution 
and third party contracts 

2 

UAT Tester 1 n/a testing the “administrative func-
tions” of an app as part of an end 
user support role 

1 

UAT Tester 2 n/a Same 1 
UAT Tester 3 n/a Same 1 

  Total Interviews 12 
 
By collecting and triangulating data across a variety of methods, we were able to 

develop robust results because of the perspectives we gained about UAT issues. This 
approach provides in-depth information on emerging concepts, and allows cross-
checking the information to substantiate the findings (Eisenhardt, 1989; Glaser and 
Strauss, 1967; Pettigrew, 1990). 

5 Findings 

In this research, we gathered and analyzed interview data from a large multinational 
company with multiple stakeholders of UAT events along with best practices from the 
research literature. From these data sources, we next address the research questions 
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proposed earlier to offer insights about managing UAT events. For completely new 
complex systems and novice UAT participants, SP will be a critical factor enabling 
better testing outcomes. In this case, facilitators should schedule user participation 
locally at the testing location where face-to-face interactions can occur. While cogni-
zant of the need to minimize the impact to users’ regular work duties and keep from 
having work requirements outside of regular working hour, these events can be con-
centrated into a shorter timeframe and more efficiently administered when everyone is 
together. Accommodating users locally maximizes users’ ability to be present when 
testing and not be distracted. Complicated tasks and difficult questions can be ad-
dressed and more readily communicated. Additionally, peer-to-peer face-to-face 
learning can be enabled, which has been shown to improve outcomes (Tu, 2000). 

Media richness theory has long held that richer media are the key to building trust-
ing relationships (Campbell, 2000). Media richness theory suggests settings should be 
assessed on how well they support the ability of communicating parties to discern 
multiple information cues simultaneously, enable rapid feedback, establish a personal 
message, and use natural language. Richer media tend to run on a continuum from 
rich face-to-face settings to lean written documents. Thus, consistent with above, for 
completely new complex systems and novice UAT participants, richer media settings 
are needed to enable direct interactions with users including face-to-face conversa-
tions during the UAT event and access to user computer screens for configuration and 
validation. Richer settings also enable facilitators to collaborate and train users to 
improve information sharing. Furthermore, peer-to-peer learning and immediacy of 
replies for help and answers enables a more productive UAT outcome. When users 
are located in distant remote locations, time lags between queries and answers im-
pedes productivity and dedication to task. 

Quality management software (QMS) enables standard procedures and processes, 
effective control, maintainability, higher product quality at a reduced cost (Ludmer, 
1969). In our interviews with facilitators and user acceptance testers we found that 
QMS plays a critical role while performing UAT. UAT testers use QMSs to read and 
execute test scripts, input result of their tests, log defects and verify defects are fixed. 
Facilitators use QMSs to write test scripts, review the results of test runs, track de-
fects, prioritize defects, and assign defects to developers. In summary, QMS serves as 
a common platform for facilitators and UAT testers. 

Facilitators are tasked with training non-technical business users on how to  
use QMS technical tools. QMS that are globally available in the market include HP 
Quality Center, IBM Rational Quality Manager etc. These tools have a plethora of 
multilingual support with study materials, user guides and social networking com-
munities. The next steps with this research is to determine how to replicate SP created 
in a face-to-face UAT event within a remote UAT experience. 
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Abstract. This paper describes research that aims to provide a new strategy for 
Customer Relationship Management for Air Transportation. It presents our pro-
posed approach based on Knowledge Management processes, Enterprise Risk 
Management and Case-Based Reasoning. It aims to mitigate risks facing in air 
transportation process. The principle of this method consists in treating a new 
risk by counting on previous former experiments (case of reference). This type 
of reasoning rests on the following hypothesis: if a past risk and the new one are 
sufficiently similar, then all that can be explained or applied to the past risks or 
experiments (case bases) remains valid if one applies it to the new risk or for 
new situation which represents the new risk or problem to be solved. The idea 
of this approach consists on predicting adapted solution basing on the existing 
risks in the case base having the same contexts. 

Keywords: Customer Relationship Management, Air Transportation, Know-
ledge Management, Enterprise Risk Management, Case Based Reasoning.  

1 Introduction 

The aim of knowledge Management (KM) as an organized and crucial process is to 
protect the organization’s intellectual capital (knowledge of employees) for future 
benefits. In fact, sharing the right knowledge to the right person, at the right time in 
the right formats are very important steps that lead to max maximize the productive 
efficiency of the enterprise. In addition, this knowledge will be used and integrated 
for business needs in many different contexts (such as production, logistics and trans-
port etc.) in order to increase the organization short and long term value to its stake-
holders. In this paper, we study how to improve Customer Relationship Management 
(CRM) in Air Transportation (AT) using Case Based Reasoning (CBR)? A risk is the 
probability of the occurrence of an external or internal action which may lead to a 
threat of damage, injury, liability, loss, or any other negative result, and that may be 
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avoided and reduced through preemptive action [1] [2]. For example: death, injuries 
form turbulence and baggage, dissatisfaction, bad provision of information, bad 
communication , misunderstanding, noise and mobility, bad cleaner staff, bad service 
quality, bad presentation of safety rules, lack or lost of baggage, uncomfortability of 
customer, lack of respect etc. Generally, these risks have great impacts on the achiev-
ing the origination objectives. In this context, our approach’s aim is to mitigate the 
danger based on the interaction between Enterprise Risk Management (ERM) and 
KM and using the CBR. The idea is to deal with all the risks that may affect customer 
during the air transportation process from the registration of the customer to the ana-
lytics and feedback post-journey. Furthermore, it also endeavors also to create new 
opportunities in order to enhance the capacity of building a perceived value to its 
customers. 

2 The Proposed Approach Overview 

Based on KM processes [3], our method has four phases (Fig. 1): (1) Knowledge 
creation and sharing phase, (2) Knowledge analyzing phase, (3) Knowledge storage 
phase, (4) Knowledge application and transfer phase. 
 

 

Fig. 1. Our research model design 

2.1 Knowledge Creation and Sharing Process 

The purpose of this phase is the identification of risk caused customer dissatisfaction. 
It includes two steps as below:  
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Identification of Risk and Proposition of Its Appropriate Solution. Each employee 
adds the risk faced during the air transportation process and that may affect customer 
satisfaction (such as noise, mobility, bad services, lack of safe, bad communication, 
lack of baggage, misunderstanding etc). Then he proposes its associate solution in the 
professional social network in order to, create a Community of Practice (CoP)1 with 
other employees, discussing the relative issue and generating a number of solutions 
(references cases).  

Formulate New Request. The employee faces a risk and wants to know how to solve 
it. He formulates a request to the system specifying the risk. The system treats the 
request based on the CBR method and answers the employee with the appropriate 
solution adapted on his/her context based on fuzzy logic. 

2.2 Knowledge Analysis Process  

The goal of this phase is the optimization of the best adequate solution associated to 
each risk defined using the CBR. Case-based reasoning is used to solve a new prob-
lem by remembering a previous similar situation and by reusing information and 
knowledge of previous situations. It is based on the following hypothesis: if a past 
experience and a new situation are sufficiently similar, then everything can be ex-
plained or applied to past experience (case base) is still valid when it’s applied to the 
new situation that represents the new problem to solve [5] [6] [7]. 

The purpose of CBR is to composite a relevant solution in current context by com-
paring it with other similar contexts of use. CBR is composed by four steps: selecting 
the similar cases, fuzzy adaptation, revision and learning. The two latest steps (revi-
sion and learning) are described in the following phase. 

Step1: Selecting the similar cases. This step is based on the contextual filtering. The 
system uses the characteristics of context in order to compare the new case (NC) with 
the existing cases (EC) using the following formula: 

Sim (NC, EC) =
                                         

(1) 

With NC is the new case, EC is the existing one. 
A is the set of the user attributes; NCxa represents the value of the current user 

attribute and ECxa, the value in the existing contexts. 
DM is the difference between the maximum threshold and the minimum threshold. 
Bc is the case base filtered by selecting similar cases of the current user request 

(risk) in the context C. 
The contextual filtering aims to measure the similarity between the current context 

and the existing contexts basing on the Pearson correlation. In this context, the most 
similar cases are selected from the collection Bc. The context Ci is composed by a finite 

                                                           
1 Communities of Practice (CoP) are techniques used in KM, the purpose is to connect people 

with specific objective that voluntarily want to share knowledge [4]. 
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set {a1i, a2i, …, ani that differs in number from a risk to another. Two contexts 
are similar if its attributes are respectively similar. C1= a11 ∪ a21 ∪ …∪ an1; C2= a12 ∪ 
a22 ∪ …∪ an2 with . 

Sim (NC; EC) = (SimR (Ri; Rj),SimC (Ci; Cj))                                  (2) 

SimC (Ci; Cj) = (Sim (a1i; a1j), Sim (a2i; a2j), …, Sim (ani; an))                (3) 

With an represents an attribute that characterises the context C. 
And i, j are the coefficients of two different contexts relative to the same risk. 

Sim(NC; EC) = (SimR(Ri; Rj), Sim (a1i; a1j), Sim (a2i; a2j), …, Sim(ani; anj) )    (4) 

Step2: Adapting the new solution. Basing on the selected cases, the idea is to pro-
pose an adapted solution to the new context. It is a combination of many parts of the 
solutions (Si, Sj …) from the most similar cases. To this end, this step is segmented 
into three levels fuzzification, fuzzy inference and defuzzification. 

Fuzzification. It is the process by which an element is rendered diffuse by the combi-
nation of real values and membership functions. It converges an input determined to a 
fuzzy output. The similarities corresponding to the different dimensions of context 
calculated in the previous phase are the input variables of fuzzy system. 

The fuzzy system is based on n attributes of the context as inputs: Sim(a1i; a1j), Sim 
(a2i; a2j), …, Sim(ani; anj) with .The system output is the relevant solution "S" 
which is the combination of many parts of the solutions (Si, Sj …) from the most simi-
lar cases. These input and output variables are the linguistic variables of the fuzzy 
system. 

The linguistic variable is represented by:  
Sim is the similarity of the context attribute between two similar contexts i and j 

with i, j . 
L is the set of linguistic terms. 
U is the universe of discourse. 

Number of rules = Ln *S                                                (5) 

With n is the number of fuzzy system inputs. 
S is the number of output 

Fuzzy inference. It aims to assess the contributions of all active rules. The fuzzy infe-
rence is affected from a rules database. Each fuzzy rule expresses a relationship be-
tween the input variables (context attributes similarity Sim) and the output variable 
(relevance of the solution "S"). The fuzzy rule in our approach is as follows: 

If (Sim is A) Then (S is B) 
Where Sim is the context attributes similarity correlated (the premises of the rule), S 

is the relevance of the solution (the conclusion of the rule), and A and B are linguistic 
terms determined by the fuzzy sets. 
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In the Mamdani model, the implication and aggregation are two fragments of the 
fuzzy inference. It is based on the use of the minimum operator "min" for implication 
and the maximum operator "max" for the aggregation rules. 

Defuzzification. It is the process by which fuzzy results of similarities correlated are 
translated into specific numerical results indicating the relevance of the solution.  
After combining the rules obtained, we must produce an encryption output. The eval-
uation of the solution is implemented based on "Mamdani" model. 

In our inspired Mamdani model approach, defuzzification is performed by the cen-
ter of gravity method of rules results.  

F (ri,ci,si) =                                                        (6) 

F(ri,ci,si) is the function associated with the case ci  with µ(s) is the membership func-
tion of the output variable si and ri is the rules. 

The fuzzy inference releases a sorted list of relevant solutions LF.  

LF = {(si, F(ri,ci,si)) \ (ri,ci, ci) ∈ Bc } 

The informational content SI is an integral part of the relevant solution from the sorted 
list LF of relevant solutions, maximizing the similarity Sim correlated to the retrieved 
case. The solution recommended to the user is a combination of torque solutions (SI). 

2.3 Knowledge Storage Process 

To be usable, a base of case must contain a certain number of cases. An empty base of 
case does not allow any reasoning. Consequently, it is important to initiate the base of 
case with relevant cases. To this end, the adapted solutions will be revised by the eva-
luator. Then, the validated solutions will be added to the base of cases  =  ∪ . In fact, Learning involves the enrichment of the context of use and  
solutions. 

2.4 Knowledge Application Process 

This phase represents that the transfer and the use of knowledge can enhance customer 
value. In this level, decision maker interprets these results (e.g., statistics, classifica-
tion) and suggests a radical way for a new improvement process through training, sto-
rytelling, lesson learned etc [7]. 

3 Application in Air Transportaation 

In order to validate our method, we have implemented a professional network in air 
transportation described in the following figure (cf.Fig.2). This application provides 
employees with a relevant solutions responding to the current risk basing on the pre-
vious experiences. In an integrated development environment “Netbeans”, we devel-
oped the application integrating Java API/ Matlab Control. 
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Fig. 2. Professional network for air transport service 

3.1 Phase 1: Knowledge Creation and Sharing Process 

When an employee is faced a new risk, he can formulate a new request in order to find an 
appropriate solution. The figure 3 presents the interface that can be used by an employee. 

 

Fig. 2. Example of an employee request 

This request must include the current context. The figure 4 presents an example of 
a context. 

 

Fig. 3. Example of a context 

Risk: Cancellation flight  

Context: Weather condition 

C2= Hurricane Charley (2004) = Wind 150 mph (240 km/h), pressure 941 mbar 
(hPa); 27.79 inHg 

C1= Hurricane Katrina (2005) = Wind 175 mph (280 km/h), pressure 902 mbar 
(hPa); 26.64 inHg 
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3.2 Phase 2: Knowledge Analyzing Phase 

Step1: Selecting of similar cases. We have to calculate the Sim of the context be-
tween the new case C1 and the existing case C2 as follow: 

SimC (C1, C2) = (0.545)                                                     (7) 

Step 2: Adapting the new solution. This step is divided into three levels as below: 

Fuzzification. The fuzzifier mapes two inputs numbers (Sim(wind) and 
Sim(pressure))  into fuzzy membership. The universe of discourse represents by U = 
[0, 1]. We propose Low, Medium and High as the set of linguistic terms. The mem-
bership function implemented for Sim(wind) and Sim(pressure) is trapezoid. 

The figure 5 describes the partition of fuzzy classes. It aims to divide the universe 
of discourse of each linguistic variable on fuzzy classes. It is universal for all the lin-
guistic variables as below: Low [-0.36 -0.04 0.04 0.36], Medium [0.14 0.46 0.54 
0.86], High [0.64 0.96 1.04 1.36]. 

 

Fig. 5. Partition of fuzzy classes 

Fuzzy inference. It defines mapping from input fuzzy sets into output fuzzy sets bas-
ing on the active rules (cf. Fig. 6). The number of rules in this case is: 32 *1=9 rules. 
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Fig. 6. List of fuzzy rules 

Defuzzification. It is based on Mamdani model (cf. Fig.7) which incorporates the cen-
ter gravity method by the evaluation of the set of rules in the fuzzy inference. It maps 
output fuzzy into a crisp values. 

 

Fig. 4. Mamdani Inference: Activation of the result S 

For the example of Hurricane Katrina, the solution is adapted from the solution of 
Hurricane Charley (wind= 280, pressure= 902) F= 0.387. 

3.3 Phase 3: Knowledge Storage Process 

At this level of our work, the adapted solution resulted from the previous phase will 
be evaluated by an expert. Then, the validated solutions will be retain in the case base. 

R1: If (Sim(pressure) is Low) and (Sim(wind) is Low) Then S is Low 
R2: If (Sim(pressure) is Low) and (Sim(wind) is Medium) Then S is Low 
R3: If (Sim(pressure) is Low) and (Sim(wind) is High) Then S is Low 
R4: If (Sim(pressure) is Medium) and (Sim(wind) is Low) Then S is Low 
R5: If (Sim(pressure) is Medium) and (Sim(wind) is Medium) Then S is Medium 
R6: If (Sim(pressure) is Medium) and (Sim(wind) is High) Then S is High 
R7: If (Sim(pressure) is High) and (Sim(wind) is Low) Then S is Medium 
R8: If (Sim(pressure) is High) and (Sim (wind) is Medium) Then S is Medium 
R9: If (Sim(pressure) is High) and (Sim (wind) is High) Then S is High 
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3.4 Phase 4: Knowledge Application Process 

Training and lesson learning session will be establishing for the employees basing on 
the case base retained from the previous phase. The purpose of this process is to  
exploit the previous experiences in order to improve the intellectual capital and com-
petences of the employees and facilitate the management of risk caused customer 
dissatisfaction. 

4 Conclusion 

In this paper, we presented a crucial and generic approach based on the interaction 
between two disciplines KM and ERM and using CBR and fuzzy logic in order to 
enhance CRM in AT. First, by identifying risks caused customer dissatisfaction. 
Second, proposing new solutions responding to risks faced in all touch points of the 
AT process. Finally, the application of a learning process from the previous expe-
riences (risk and solutions) for the employees will be established. A challenge for 
future research will be to refine the optimization of the adapted solution based on 
genetic algorithm. 
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Abstract. Web marketing is a key activity of e-commerce. Due to the
proliferation of internet technology, available internet marketing data be-
come huge and complex. Efficient use of such large data maximizes the
profit of web marketing. Although there are a variety of studies moti-
vated by these backgrounds, there still remains room for improvement on
data usage. In this paper, we have proposed a method to realize faithful
bidding of web advertisement. The experimental results show: 1) The use
of data by the current operators is unreliable, 2) By using the proposed
method, the advertisement value of bidding becomes clear. For exam-
ple, the method could find a cluster of advertisements that has clear
cost-effectiveness over other clusters.

Keywords: Internet advertisement, allocation of advertising budget,
decision support.

1 Introduction

Web marketing is a key activity of e-commerce today. Due to the proliferation of
internet technology, available internet marketing data become huge and complex.
Efficient use of such large data maximizes the profit of web marketing. Although
there exist a variety of studies such as [1],[2],[3] motivated by these backgrounds,
actual business scenes still rely on the operators’ know-how. There still remains
room for improvement on data usage.

For example, Fig.1 shows how operators who are working for an advertising
agency make their decision on advertisement. They decide the allocation of ad-
vertising budget using the Fig.1. X-axis is the number of past actions by the
customers. Here, actions are typically web clicks toward the purchase and the
installation of software. The target of advertising agency is the maximization
of the actions. Y-axis is the budget (costs) used to advertise web pages for the
purchase and the software installation. One another target of advertising agency
is the minimization of this cost. Cost effectiveness which is typically calculated
by X/Y (i.e., actions/costs) is important.

An example of know-how which we interviewed from operators of an adver-
tising agency is: “If the current web advertisement is laid out on the lower right
segment, increase the budget since the past advertisement worked well (having
height cost efficiency)”. This know-how is reasonable if the number of data is

F.F.-H. Nah (Ed.): HCIB/HCII 2014, LNCS 8527, pp. 112–118, 2014.
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Fig. 1. Operation Map of an Advertisement Agency

Fig. 2. Number of Clicks for Each Web Advertisements

sufficient and reliable. However, we have found that they don’t have enough data
in most cases. Fig.2 shows the fact we found. In Fig.2, Y-axis shows the number
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of clicks for some web advertisement. X-axis shows the rank of the web advertise-
ment in clicks order. Although the total number of data is large, most of the data
plotted on Fig.1 has little data and statistically unreliable. The operator use too
trifling attributes to plot data on Fig.1. In this study, we propose a method to
enlarge the number of data each plot on Fig.1 has. The enlargement increases
the statistical reliability of data and increases the adequacy of the operators’
judgments.

2 Evaluating Statistical Reliability of Operators Action

2.1 Statistical Background

Statistical problem of current operator’s action is the size of data. Since most
of the web advertisement does not have sufficient customer’s clicks, the size of
data about each web advertisement is small. This makes the operators judgment
unreliable. Thus, we develop a method to form groups of similar web advertise-
ments. By merging the data for the similar web advertisements, the number of
the data in the resulting cluster becomes large. By using the resulting cluster
as the basic unit of decisions, we can realize faithful bidding for each cluster.
Following equations give us theoretical background [4]:

Prob
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n

(3)

Here, c is the number of the observed actions (i.e., purchase or software instal-
lation). n is the number of the observed clicks which users made on the adver-
tisement. p is the real n/c. s is the approximate value of the each percentile
point of the normal distribution. E is the error of estimated c/n. To calculate
95% confidential interval (α=0.05), we set s as 1.96 in this paper. In the rest of
this paper, we propose a method which makes clusters of similar advertisement
whose E calculated by Eq. (2), i.e., error, is small. By using cluster with small
error, we try to realize faithful bidding.

2.2 Enlarging Cluster

According to the real data, most of actions/clicks are lower than 5%. With such
data, we try to make a model to predict action from clicks. We assume that the
number of actions made by customers follows Poisson distribution [5]. Precisely
speaking, we assume following Poisson regression:
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f(ci) =
μci
i e−μi

ci!
(4)

μi = nie
β0+

∑J
j=1 βjxij (5)

logμi = logni + β0 +

J∑
j=1

βjxij (6)

Here, index i is the cluster-id of advertisements. Each cluster is formed by the
advertisements whose attributes share common xij . xij is the attributes which
specify the characteristics of the advertisement and the users who click that
advertisement. Table.1 shows example of attributes. Precisely speaking, since all
the attributes we found are categorical attributes, we use binary representation of
these attributes. In other words, we actually use attributes xij each corresponds
to the attributes values such as “Tokyo” and “Oosaka”. If the value of original
attribute “Region” is “Tokyo”, the corresponding xij is set to be 1.

Table 1. Example of Attributes

Attribute Value

Age Ex) 10-19, 20-29,,,
Region Ex) Tokyo, Oosaka,,,
Sex Male, Female
User Interest Ex) Fashion, Sports,,,
Contents Ex) Movie, Music,,,

ci is the number of the observed actions. ni is the number of the observed
clicks which users did on the advertisement. f(ci) is probability distribution of
actions ci. μi is expectation of ci (actions). β is regression coefficient. Institutions
behind above equations are 1) we can use the number of clicks to estimate the
number of customers actions, 2) age, region, and other attributes in Table.1
affect the process of user behavior and affect the conversion process from clicks
to actions, 3) Poisson process is reasonable way to represent this process. If the
number of actions can be modeled by Poisson process based on the number of
clicks and attribute xij , equation (5), i.e., μi, estimates the number of actions.

Here some of attributes xij seems to be non-essential. Thus, we try to eliminate
non-essential xij from the equations. We use Akaike’s information criterion to
eliminate non-essential attributes. We perfume a greedy elimination process. In
each step of elimination process, we select attribute xij which improves AIC
index most. This elimination process terminates when none of remaining xij

improves AIC index.

3 Experimental Results

To shows the advantage of the proposed method, we have applied the proposed
method on the data shown in Fig.2. Fig.3 and 4 show results. Fig.3 shows the
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estimated error for the cluster of advertisements. Here clusters are formed by
grouping advertisements with same attributes. All the attributes are used to
make clusters for Fig.3. X-axis shows the errors of clusters. It is E calculated
by Eq. (3). Y-axis shows the number of actions gained by the advertisement
(actions share). It also shows the total cost for the advertisement (spent share)
and cost-effectiveness (actions share/spent share). For example, the height of
left most histograms indicates low error rate ( E<0.2, i.e. error<0.2 ). The cus-
tomer actions won by corresponding advertisements are 62% with error rate less
than 0.2. Although the use of budget on this segment seems to be reasonable,
the clusters made with all attributes fail in allocating budget on this segment.
Actually, budget used on the same advertisements is only 32%. This result shown
in Fig.3 shows our start point of improvement.

� � � � � � �

Fig. 3. Reliability of Current Operation

Fig.4 shows the process of improvement by our proposed method. Data shown
in Fig.2 is based on 35,733 advertisements of 177 clients. We have applied the
method on data of 177 advertisements of one client company to make Fig.4. The
reason we have used the data of only one client is that the value of actions/clicks
varies according to the industry. For example, the value of actions/clicks for
cosmetics is far larger than that of real estimate. Mixing result of such indus-
tries makes the figure unclear. In Fig.4, X-axis is the error of estimated cost-
effectiveness of operations (E of equation 3). Y-axis is the cost-effectiveness (total
actions/total cost for the advertisements). Size of the circle is spent share (to-
tal cost of advertisement / total cost of all advertisements). Fig.4 (a) shows
the results of clusters formed with all attributes xij (i.e., start point). Fig.4 (b)
shows results of clusters formed with selected attributes xij (i.e., the results by
the proposed method). Fig.4 (c) shows results of clusters formed with randomly
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Fig. 4. Effect of Enlarged Cluster

selected attributes xij for the comparison purpose. As shown in figures, using
all attributes results too many clusters, and all E of clusters are larger than 0.2
(see Fig.4 (a)). Although, Fig.4 (a) shows the results with slightly larger clusters
than that with clusters used in Fig.2, none of cluster has E less than 0.2. In the
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practical view points, E larger than 0.2 is too large. Thus none of results shown
in Fig.2 has enough accuracy. On the contrary, 86% of results in Fig.4 (b) have E
less than 0.2. This shows the clear improvement of accuracy. Moreover, it shows
the fact the one large cluster which has 52% of advertisements has clear advan-
tage of cost-effectiveness over another large cluster with 34% of advertisements.
Note that this improvement cannot be achieved by random attributes selection
(Fig.4 (c)). In Fig.4 (c), 78% of results have E less than 0.2. However, the found
clusters have no clear cost-effectiveness over other clusters. Thus we cannot use
the results of Fig.4 (c), i.e., randomly selected attributes.

4 Conclusion

In this paper, we have proposed a method to realize faithful bidding of web
advertisement. The characteristics of the proposed method are:

– Enlargement of data cluster by removing non-essential attributes during the
clustering phase.

– A statistical index is used to select non-essential attributes. Poisson regres-
sion analysis and AIC are the theatrical background to select non-essential
attributes.

The experimental results show:

– The use of data by the current operators is unreliable. In fact, 67% of current
bidding operations don’t have sufficient number of data.

– By using the proposed method, the advertisement value of bidding becomes
clear. For example, the method could find a cluster that has clear cost-
effectiveness over other clusters.
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Abstract. Online social networks, and Facebook in particular, have evolved 
from a niche to a mass phenomenon. Organizations have recognized the impor-
tance of using Facebook to achieve their organizational goals. Still, literature 
lacks a systematic evaluation scheme for measuring the performance of an  
organization’s Facebook use. When investigating how organizations use Face-
book, research tends to focus on for-profit organizations, overlooking the way 
social organizations use Facebook. This article introduces an evaluation scheme 
that includes nine categories of performance measurement. Applying the 
scheme to Facebook’s use by social organisations in Vienna, we demonstrate 
the scheme’s applicability. Plus, by using various indicators and benchmarks, 
we evaluate the level of sophistication of each organization’s use of Facebook. 
We investigated all 517 social organizations based in Vienna, including those in 
all fields of practice, based on publicly available Facebook data from January to 
June 2012. The analysis reveals that the majority of social organizations are  
beginners at utilizing Facebook’s potential. 

Keywords: Facebook, online social networks, performance measurement,  
social organizations, evaluation scheme. 

1 Introduction 

Online social networks have evolved from a niche to a mass phenomenon that epito-
mizes the digital era [1]. With a daily average use of 30 to 60 minutes [2] by one  
billion users [3], the world’s largest social network, Facebook, has become an integral 
part of everyday life [3]. In recent years, organizations have recognized the impor-
tance of using Facebook to achieve their organizational goals. Research on the use of 
Facebook tends to focus on for-profit companies or end users, and rarely investigates 
how social organizations use Facebook, especially in German-speaking regions.  
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The few existing studies mainly discuss the general importance of social media for 
social organizations (e.g., [4-6]). Because these studies commonly use qualitative 
research methods, there are few quantitative results on the use of Facebook in social 
organizations. For example, Waters [7] investigated the use of social media in non-
profit organizations. The analysis of expert interviews and focus groups showed that 
social organizations use Facebook to build and maintain relationships with their 
stakeholders. Other studies, in contrast, have revealed that social organizations use 
Facebook primarily to describe the organization but do not leverage the interaction 
possibilities and networking opportunities that Facebook offers. Furthermore, re-
search shows that the majority of social organizations start using social media without 
having an integrated social media strategy or a sophisticated Facebook strategy. Most 
studies on Facebook use in social organizations comes from the United States (e.g., 
[8]); in German-speaking regions, empirical research on that topic is scarce. Annually 
since 2009, Kiefer [5] has investigated the use of online social networks in a cross-
sectional study of 60 German non-profit organizations [5, 9, 10]; however, this  
research only considers organizations in three fields of practice (environmental/nature 
protection, international affairs, social affairs). While Kiefer’s work may identify 
Facebook as the strongest online social network of non-profit organizations, it has not 
garnered profound insights about the use and the development potential of online 
social networks. To date, there is no scientific work based on real data that investi-
gates the use and the development potential of Facebook for social organizations. 
Against this background, the present article is dedicated to the following research 
questions: How can the use of Facebook be evaluated in terms of performance mea-
surement? How do social organizations perform with respect to their use of Face-
book? To what extent are these organizations utilizing Facebook’s potential? This 
article introduces an evaluation scheme that includes nine categories of performance 
measurement. Using social organizations in Vienna as our example, we demonstrate 
the scheme’s applicability and, with various indicators and benchmarks, we evaluate 
the level of sophistication of each organization’s use of Facebook. We investigated all 
social organizations based in Vienna (N=517), including those in all fields of practice, 
based on publicly available Facebook data from 1 January 2012 to 30 June 2012. We 
analyzed the organizations’ use of the various Facebook functionalities as well as the 
2479 publicly available Facebook posts for the respective time period.Due to the  
topic’s relevance and the lack of comparative studies, this research contributes to both 
science and practice. The next section presents a literature review of Facebook use by 
non-profit organizations and discusses performance measurement of this use. Subse-
quently, the data collection is described and the research results and evaluation 
scheme are presented. Finally, research results are discussed and new fields of  
research are identified. 

2 Related Work 

In this section, we present related work concerning online social networks, with a 
focus on Facebook use by non-profit organizations. Then, we describe performance 
metrics for measuring the success of a Facebook page for social organizations. 



 An Evaluation Scheme for Performance Measurement of Facebook Use 123 

2.1 Facebook Use in Non-profit Organizations 

Some studies have already investigated the importance of social media for non-profit 
organizations [4-6, 9-12]. For example, Waters [7] revealed that non-profit organiza-
tions use Facebook to interact with their stakeholders and to build and maintain rela-
tionships with relevant stakeholders. Although some studies have investigated the use 
of online social networks for social organizations in particular, little research has fo-
cused on the use of Facebook. For example, Waters, Burnett, Lamm and Lucas [8] 
studied the importance of Facebook based on a content analysis of 275 randomly 
selected non-profit organizations in the United States. They found that non-profit 
organizations do not comprehensively use the information and communication oppor-
tunities of Facebook, and that the majority of social organizations have not yet estab-
lished an integrated Facebook strategy. Other studies have found that non-profit  
organizations do not comprehensively use the interaction [5, 8] and networking op-
portunities [10] of Facebook, and that the majority of social organizations have devel-
oped neither an online social media strategy nor a specific Facebook strategy [13]. 

2.2 Performance Metrics for Measuring Facebook Use 

Only a few scientific articles are dedicated to the performance measurement of online 
social networks, or Facebook in particular, which may be due to the novelty of the 
topic. While some authors refer to performance measurement of any kind of online 
social networks under the term “social media analytics”, other authors focus on Face-
book and still use the general term “social media analytics” [14, 15]. In contrast to 
academic literature, practitioners (e.g., Jim Sterne, Avinash Kaushnik, etc.) and sever-
al associations (e.g., Interactive Advertising Bureau, International Association for 
Measurement and Evaluation of Communication, etc.) have deeply discussed the 
topic of performance measurement of online social networks, specifically Facebook. 
They suggested a variety of performance metrics to measure the success of Facebook 
use (e.g., number of “likes” (fans), number of posts, number of photos uploaded, 
number of links, number of comments, number of foreign contributions, number and 
percentage of responses to posts of other users, etc.). In addition, various metrics have 
been developed to compare different online social networks (e.g., virality, interactivi-
ty of posts, use of multiple media in posts). In the present article, we have developed 
an evaluation scheme based on these metrics. 

3 Research Procedure 

In order to answer the research questions, we conducted an empirical study of Face-
book use among social organizations in Vienna. Our analysis is based on publicly 
accessible data, from which we calculated the various performance metrics.  

3.1 Research Sample 

Our first step was to retrieve the names of all social organizations in Vienna that were 
registered in the online database, “Social Austria”, of the Federal Ministry of Labour, 
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Social Affairs and Consumer Protection; this resulted in a set of 1682 social organiza-
tions based in Vienna (retrieved on 12 April 2012). After removing organizations 
from the data set that were assigned to multiple fields of practice, we had a list of 517 
social organizations. 25 organizations were removed from the list because they were 
either not within the scope of the definition of a social organization by Dimmel [16] 
or were already closed. Then, for every organization on the list, we investigated 
whether it had registered a Facebook page. Only 73 of the 492 (14.8%) social organi-
zations in Vienna had its own Facebook page. For 127 (25.8%) organizations, the 
umbrella organization or the carrier of the organization operated the Facebook page. 
18 organizations used Facebook via a “Facebook personal profile” and 104 via “Fa-
cebook Community”. 292 social organizations (59.4%) did not have a Facebook page. 

3.2 Coding Schemes for the Analysis of Facebook Pages and Posts 

The coding scheme for the analysis of the Facebook pages was developed ex ante 
based on Waters, Burnett, Lamm and Lucas [8]1. Using this coding scheme, the vari-
ous applications within Facebook (e.g., “information”, “views”, and “applications”) 
were analyzed. In addition, the Facebook pages were analyzed to determine which 
applications, out of all those offered, were used by the social organizations. Further-
more, for deeper insights into how social organizations use Facebook, we conducted a 
content analysis of the posts in the organizations’ Facebook timelines (all posts from 
1 January 2012 to 30 June 2012). The coding scheme was developed inductively from 
raw data and was adapted during the coding phase. For every Facebook post, we cap-
tured a formal description and a description of the content. The formal information 
included the date of the entry, the number of “likes”, the number of comments, and 
the sharing frequency of the post within Facebook. Regarding the content of posts, we 
recorded whether the posts were manually entered or automatically retrieved (for 
instance via other online social networks), and whether they contained links, photos, 
videos, or audio files. Finally, we classified all Facebook posts by topic. 

4 Research Results 

4.1 Fields of Practice 

As can be seen from Table 1, social organizations in the “Multicultural / Internation-
al” (28.6%), “Work / Occupation” (22.9%), and “Migration” (21.8%) fields of  
practice use Facebook to a great extent. However, these percentages have a limited 
significance, because the number of organizations varies considerably between the 
different fields of practice. Looking at the absolute values, the fields of practice of 
“Social general” (n=39), “Health / Disease” (n=31), and “Work / Occupation” (n=30) 
have the most Facebook pages. The fields of practice of “Delinquency” (22 organiza-
tions) and “Administration” (13 organizations) are hardly represented via Facebook.  
Although the field of practice of “Family / Partner / Single parents” has a total of 137 
organizations, the percentage of those social organizations with a Facebook page is 

                                                           
1 The coding schemes can be requested from the authors. 
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relatively low (10.9%, n=15). Moreover, there is a significant correlation (Pearson 
correlation, p<0.01) between the number of organizations per field of practice and the 
use of a Facebook page. 

Table 1. Social organizations ranked by percentage of Facebook pages per field of practice 

Field of practice # of organi-
zations / field of 

practice 

# of organiza-
tions with a Fa-

cebook page 

Share of Face-
book pages per field 

of practice 

Multicultural / International 28 8 28.6% 

Work / Occupation 131 30 22.9% 

Migration 55 12 21.8% 

Education 85 18 21.2% 

Social general 185 39 21.1% 

Health / Disease 161 31 19.3% 

Housing / Accommodation 62 11 17.7% 

Psyche 121 21 17.4% 

Disability 188 28 14.9% 

Children / Young adults 178 26 14.6% 

Senior 86 12 14.0% 

Men / Women 126 17 13.5% 

Addiction 60 7 11.7% 

Consumer / Legal regulations 44 5 11.4% 

Family / Partner / Single parents 137 15 10.9% 

Delinquency 22 1 4.5% 

Administration 13 0 0.0% 

Total 1682 281 - 

4.2 Design of Facebook Pages and Use of Applications 

On their Facebook pages, the majority of the analyzed social organizations provide a 
description of the organization (84.9%, n=62), identify their target groups (79.5%, 
n=58), and provide contact information (80.8%, n=59). Almost all social organiza-
tions link their Facebook page to their website (93.2%, n=68). Few organizations 
link in the notification area of the Facebook page to other online social communica-
tion channels (11%, n=8). Of those that do, the organizations have linked their Face-
book page to Foursquare (n=3), YouTube (n=2), Twitter (n=2), MySpace (n=1) and 
Flickr (n=1).The photo application is the most commonly used Facebook application. 
During the investigation period, 1360 photos were uploaded, with an average of 23 
photos uploaded per social organization. The events application is also highly util-
ized (50.7%, n=37). About a third of the social organizations have integrated the 
geographic map application, where the location of the organization is automatically 
shown on a map (34.2%, n=25). In contrast, donation applications (4.1%, n=3), vid-
eos (15.1%, n=11), and notes (6.8%, n=5) are hardly integrated into the Facebook 
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pages. Individualized Facebook applications (e.g., netiquette, mission statement, 
offer, jobs, petitions, invitations, catalogue order, charity event, blog, and newsletter) 
are used by some organizations (21.9%, n=16). The group application is not used by 
any social organization.The number of “likes” is a key metric for measuring the suc-
cess of a Facebook page as well as an organization’s Facebook activities. The aver-
age number of “likes” per organization is 672 (sd=1.403, max=8.066, min=1). In 
contrast, Waters, Burnett, Lamm and Lucas [8] found in their study an average num-
ber of only 193 (sd=547.71, max=6.062) “likes” per organization. Moreover, in the 
present study, a significant correlation (Pearson correlation, p<0.01) between  
the number of “likes” and the field of practice was determined. Another key metric is 
the number of “people talking about this” per post. This metric is an indicator of the 
interactivity on a Facebook page within the previous seven days. The studied social 
organizations had an average “talking about” number of 14 (sd=29.74) during the 
investigation period, with 27 organizations having a “talking about” number of zero. 
Two social organizations reached a value for “talking about” of more than 100 (171 
and 125, respectively). Due to the novelty of this Facebook application, there are 
currently no benchmarks published. In total, 2479 posts were published by the social 
organizations on their Facebook pages during the investigation period, which corres-
ponds to an average of 34.43 posts (n=72, sd=45.62) per organization. 13 organiza-
tions (18.1%) did not publish any Facebook posts during the investigation period. 
One social organization published 308 (max. value) posts within that time, which 
corresponds to a frequency of 1.7 messages per day. Considering that the second-
ranked organization published only 154 Facebook posts, the organizations’ usage 
behavior is clearly diverse. The average daily post frequency of the social organiza-
tions was 0.19, which illustrates the discrepancy in posting behavior between the 
leading organization and the other organizations. 

4.3 Content of Posts 

Most Facebook posts concerned social policy issues (n=402), announcements of an 
organization’s events (n=401), and product / service offers (n=393). Still, only half of 
the organizations (51.4%, n=37) posted content about social policy issues during the 
investigation period. Furthermore, the economic importance and impact of social 
organizations is reflected by their high demand for employees [17]; few social organi-
zations, however, announced job vacancies via Facebook (n=19). In contrast, the mes-
sages application was often used by the organizations to provide information about 
their services and products. More than a tenth of all posts contained information about 
an organization’s own offers (11.3%, n=284). Furthermore, the social organizations 
often announced internal and external events via Facebook (401 posts; 16.2%). This 
number only includes posts from 47 (out of 73) social organizations, since 26 organi-
zations never announced an event via Facebook. Still, the rather high frequency of 
events posting may be due to imitation among competitors or attempts to establish an 
opinion leadership. The relationship between event announcements and follow-up 
news of the event (2:1) illustrates that there is room for improvement concerning fol-
low-up on the events. The high number of Facebook posts about opinions on social 
policy issues reflects the essential goal of social organizations and demonstrates that 
Facebook is used as an external communication channel rather than as a tool for 
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communicating with internal stakeholders. The relatively low number of posts about 
issues of organizational structure also indicates that Facebook is used for external 
rather than internal communication. Fundraising is another of the social organiza-
tions’ most frequent post topics (190 posts; 7.7%). Fundraising posts were published 
by 39 of the 73 social organizations. In these posts, the organizations call for dona-
tions, report on fundraising activities and fundraising dedications, and express thanks 
to donors (139 post; 5.6%). During the investigation period, the social organizations 
published an average of 2.64 posts about fundraising issues. In addition, three social 
organizations have implemented a specific Facebook application for soliciting dona-
tions. Overall, Facebook’s potential for fundraising is not being exploited to its full 
extent; there is room for improvement. Examples of individual success stories were 
published 30 times out of all the Facebook posts (1.2%). Few posts dealt with volun-
teer management (2.4%, n = 59). 60 posts (2.4%) included greetings for holidays or 
seasonal events. Approximately 3% of the posts contained humorous pictures, videos, 
and recommendations for cultural events. 

4.4 Interactivity and Virality 

Our analysis of the number of “likes”, number of comments, and frequency of shared 
posts provides information about each organization’s level of interaction with Face-
book users [18]. In the analyzed period, an average of 287 posts per organization were 
marked with “like” (sd=723.78), which corresponds to 4.46 “likes” per post. 17 social 
organizations did not receive any “likes”; however, 13 of those organizations had not 
published any posts within the investigation period. 23 social organizations did not 
receive any comments on their posts in their Facebook timelines. The highest number 
of Facebook comments received by a single organization was 359, a much higher 
number than all the other social organisations received (m=26.1, sd=59.09). The 
highest number of “shares” (of comments) and the highest number of responses to 
posts that were written by users (m=4.88) were achieved by the same social organiza-
tion. Further analysis shows that a high frequency of self-written posts does not  
necessarily indicate a high interactivity with users. 

4.5 Relation between Self-written Posts and Posts Written by Other Users 

The relationship between self-written posts and those written by other users is a key 
metric of an organization’s interaction with Facebook users [18]. During the investi-
gation period, 15.5% of posts were written by users, and 35 social organizations did 
not receive any posts written by users. In this context, it should be mentioned that 12 
organizations deactivated the possibility for users to respond to posts.Overall, posts 
written by other users resulted in an average of 8.33 “likes” per post and 0.74 com-
ments per post. Posts written by users had reached a total of 391 “likes” and 143 
comments. In comparison, the responses to posts written by users had lower interac-
tivity impact and achieved on average only 0.86 “likes” and 0.31 comments.Another 
indicator of a successful Facebook page is a high number of posts by users that were 
commented on by the organization [18]. The analysis revealed that 70.4% of posts 
written by users were marked with “like” or commented on by the respective organi-
zations. Other Facebook users responded significantly more often to user-generated 
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posts with “likes” (69.7%, n=318) or comments (17.8%, n=81) from the organiza-
tions, compared to user posts without reactions by the social organizations, where a 
total of only 16% of user posts had been marked with “like” (n=73) and 13.6% of 
posts were commented on (n=62). 

4.6 Multimediality of Facebook Posts 

More than a fifth of the studied Facebook posts contained photos (n=12) or links to 
photos or to photo-sharing portals (outside of Facebook) (n=4). 79.1% of the posts did 
not contain any photos or links to photos, although, according to Facebook, posts with 
attached photos achieve about 120% more interaction with Facebook users [19]. This 
is also reflected in our data. Posts with photos resulted in 3.07 times more “likes” and 
3.02 times more comments than posts without photos. Posts with photos were also 
more often shared than those without photos.In general, videos were rarely used. 105 
of the 2479 posts embedded videos or linked to videos on specialized social media 
platforms such as YouTube and Vimeo (4.2%). The video application of Facebook 
was only used in 5 posts. In total, more than half of the posts (53.9%, n=1336) in-
cluded links to other online services (outside of Facebook). Data suggests that 56.2% 
of the social organizations linked in at least one post (n=41) to their organization's 
official website. 308 links (34.2%) referred to external websites containing press  
releases or press articles. Interestingly, 69.5% of all links to press articles or press 
releases were published by only three social organizations. 

4.7 Links from Facebook to Other Online Social Networks 

Various indicators can be used to analyze whether an organization has implemented 
an integrated social media strategy. Almost all organizations linked to the organiza-
tion's website (93.2%, n=68) in the notification area. More than half of the organiza-
tions linked via posts to the organization's website (56.9%, n=41). Only 8  
organizations linked to other social media channels on their “about” pages. 45 of the 
73 organizations (61.6%) had implemented a link from their website to their Face-
book page and 21 organizations (28.8%) used social plug-ins that provide “like” and 
“share” buttons on their websites. 40 social organizations implemented such links on 
a prominent page (e.g., the homepage) of their websites, which indicates that Face-
book has a high relevance for these organizations. 

5 Evaluation Scheme and Results 

Based on the indicators described in Section 4, an evaluation scheme was developed 
to assess the developmental stage of each organization’s Facebook page: “Beginner”, 
“Advanced”, “Intermediate”, or “Expert”. The presented indicators (Section 4) were 
grouped into nine categories. Category 1 evaluates the existence of an organization 
description and contact data in the information area of the Facebook page. Category 2 
describes whether a social organization uses a profile and a cover photo. Category 3 
characterizes the use of photos. Based on the median of uploaded photos within the 
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investigation time period (as a benchmark), at least 23 photos have to be uploaded to 
Facebook Photo View to achieve the maximum 2 points in this category. Category 4 
refers to the number of “likes”, taking into account the date of registration of the Fa-
cebook page. Therefore, the minimum of “likes” was defined as 0.5 “likes” per day 
within the first three years (again based on our data set, where the minimum value of 
0.5 lies between the median and mean of the “like”, taking into account the organiza-
tion’s registration date). Category 5 assesses whether an organization uses applica-
tions such as the map, events, or fundraising applications. Category 6 refers to the 
frequency of self-written posts. The post frequency should be at least one post per 
week, with a maximum of one post per day; this range corresponds to, during the 
investigation period, a minimum of 25 posts and a maximum of 181 posts [20]. High-
er post frequencies result in lower interaction rates; thus, one post per day is defined 
as the maximum value. Category 7 analyzes the average number of responses per 
Facebook post. The minimum values per post were set to at least 3 “likes”, 0.3 com-
ments, or 0.3 “shares”. These numbers were derived from the means and medians of 
the responses to the respective posts (as discussed in Section 4). Category 8 evaluates 
whether a minimum percentage of the posts, as recommended by Facebook, include 
photos. 20.1% of all analyzed Facebook posts contain photos; thus, the respective 
organizations are assigned points if at least every fifth post contains a photo. Catego-
ry 9 analyzes Facebook users’ reactions to posts written by users based on the number 
of “likes” and number of comments. In 7 of the 9 categories, two points are achieva-
ble (see Table 2): These categories describe the basic requirements for adequate use 
of a Facebook page. We consider the use of applications (Category 5) and the integra-
tion of photos into posts (Category 8) as advanced Facebook use. Accordingly, we 
weighted these indicators less than the basic requirements in our evaluation scheme. 
Therefore, only one point can be achieved in these two categories. Based on this eval-
uation scheme, four stages can be derived as follows: “Beginner” (0-7 points), “Ad-
vanced” (8-10 points), “Intermediate” (11-13 points), and “Expert” (14-16 points). 

Table 2. Evaluation Scheme for the Use of Facebook by Social Organizations in Vienna 

Category Description of Category Points Dimension 
1 Description of the organization and contact information 2 D

esign of page 
inform

ation, 
view

s, and appli-
cations 

2 Using a profile and cover picture 2
3 At least 23 uploaded photos in the Photo View 2
4 Minimum of 0.5 “likes” on the Facebook page per day 

during the first three years of use 
2

5 Use of applications (e.g., donations, events, map, etc.) 1
6 Post frequency is at least one post per week and a maxi-

mum of one post per day 
2

D
esign of the tim

e-
line, reaction to 
F

acebook posts 
w

ritten by other 
users 

7 Minimum requirements of the average responses per 
post: 3 “likes”, 0.3 comments, 0.3 “shares” 

2

8 At least every fifth post contains a photo 1
9 100% response rate to comments, criticisms, and ques-

tions in external posts 
2

Total  16 
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Based on the evaluation scheme, 5 of the 73 organizations (6.8%) were assigned 
the maximum of 16 points. In total (Table 3), 11 organizations (15.1%) can be classi-
fied as “Expert”, which means that these organizations fulfilled almost all require-
ments and may be considered as “best practices”. About one-fifth of the social  
organizations (20.5%, n=15) received 11 to 13 points, and therefore these organiza-
tions are classified as “Intermediate”. The category “Advanced” includes 14 organiza-
tions (19.2%). A total of 33 organizations were assigned less than 8 points (45.2%) 
and therefore are classified as “Beginner”. 

Table 3. Result overview concerning the evaluation scheme 

Category Organizations (absolute values) Ratio 

Beginner 33 45.2% 

Advanced 14 19.2% 

Intermediate 15 20.5% 

Expert 11 15.1% 

6 Discussion and Conclusion 

Facebook offers social organizations a range of possibilities to help achieve their 
organizational goals and build and maintain relationships with stakeholders. So far 
there have been no empirical studies about the use and development of Facebook by 
social organizations in the European and German-speaking countries. The present 
paper contributes to closing this research gap by analyzing all social organizations in 
Vienna regarding their Facebook pages and posting behavior. Interestingly, a large 
number of posts were simply holiday greetings and expressions of thanks for dona-
tions, which are typical examples of posts by organizations that are less experienced 
with social media. Also, a rather low number of social organizations link their Face-
book pages to other social network platforms, which indicates that the development 
and implementation of an integrated social media strategy in social organizations in 
Vienna is the exception; the potential of online social networks is not being fully uti-
lized. Previous studies [5, 7, 8, 13] have demonstrated both the potential and weak use 
of social media for fundraising and volunteer management. The present study con-
firms that social organizations in Vienna have not exhausted Facebook’s potential for 
fundraising and volunteer management. The low interactivity rates demonstrate that 
the majority of social organizations may improve the formal design and content-
related aspects of their posts. There are more than twice as many beginner organiza-
tions than more experienced ones. The 73 analyzed organizations were classified into 
four categories by using a self-developed evaluation scheme. Only 11 organizations 
are classified as “Expert” (15.1%). Most organizations have been classified as “Be-
ginner” (45.2%, n=33). This value has to be considered in relation to the total number 
of social organizations in Vienna: In the investigation period, only 14.8% of all social 
organizations in Vienna had registered a Facebook page. Furthermore, on average the 
evaluated organizations had reached 7.8 out of 16 points, which corresponds to the 
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“Beginner” category. Thus, overall we conclude that social organizations in Vienna 
only limitedly use Facebook to achieve their organizational goals. Our evaluation 
scheme may be adopted for other organizations. While it may be used as is for eva-
luating the success of Facebook strategies by other social organizations, the reference 
values (benchmarks) used in the scheme have to be adjusted to reflect the Facebook 
metrics of the industries to which the organizations belong.The present work also has 
limitations: Only publicly available data was used, and metrics based on Facebook 
Insights could not be taken into account. Furthermore, the present study is limited to 
social organizations in Vienna, resulting in regional limitations of the findings. How-
ever, the majority of Austria’s social organizations are located in Vienna, which sug-
gests that the results also have value on a national level. Future research may compare 
Facebook use between social organizations and commercial organizations. Moreover, 
the development of a comprehensive performance measurement system for measuring 
activities in various online social networks is a relevant research topic. With respect 
to this, a study about the importance of social media guidelines for social organiza-
tions would be interesting. 
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Abstract. Cyberbullying is a phenomenon that involves aggressive behaviors 
performed through Information and Communication Technologies (ICT) with 
the intention to cause harm or discomfort to victims. Researchers have meas-
ured the incidence of cyber-bullying by presenting participants with a list of  
behaviors and determining whether they have experienced those behaviors or 
the frequency of their occurrence. However, those measures do not take into ac-
count a victim’s perspective of those behaviors. This study draws on the Trans-
actional Theory of Stress and Coping and introduces the concept of perceived 
cyber-bullying severity to measure a victim’s appraisal of cyberbullying. This 
study also proposes a set of antecedents to perceived cyber-bullying severity, 
which will be validated using a survey-based study and structural equation 
modeling techniques.  

Keywords: cyber-bullying, victim, bully, audience, message. 

1 Introduction 

Cyberbullying can be defined as hostile or aggressive behaviors performed through 
information and communication technologies (ICT) (e.g. Internet applications, mobile 
phones) that are intended to harm or inflict discomfort on others [1]. Although this 
definition is adopted here, it is important to note that (i) there is a lack of an agreed 
upon definition of cyberbullying in the literature [2]; and (ii) there is a debate about 
the elements from the definition of traditional bullying that should be in-
cluded/excluded in/from the definition of cyberbullying (e.g. power imbalance be-
tween bullies and victims) [3]. Cyber-bullying is a phenomenon that can have varied 
consequences on the victim, such as low academic scores, social anxiety, social isola-
tion, self-harm, low self-confidence, and depressive symptoms [4-6]. In extreme cas-
es, those consequences can lead the victim to commit suicide [7]. Between 2012 and 
2013, at least 9 cases of teenage suicides have been linked to cyber-bullying [8]. 

Studies in cyber-bullying in the area of Information Systems (IS) have focused 
mainly on the prevalence of this phenomenon [9-10] and the potential motivations 
and antecedents of online aggression (e.g. gaining social status) [11]. Researchers  
in other areas (e.g. psychology, healthcare) have also explored (i) the outcomes of 
cyber-bullying (e.g. psychosomatic problems, depression) [2,12], (ii) the relationship 
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between cyber-bullying and traditional bullying [13] and (iii) strategies used by vic-
tims to deal with cyber-bullying incidents (e.g. deleting unwanted messages, changing  
e-mail address) [14-15]. 

Researchers have used different measures of cyber-bullying, relying mainly on 
providing specific behavioral examples of what this phenomenon entails and asking a 
global question as to whether individuals have experienced cyber-bullying [16].  
Furthermore, some measures have been developed to specifically measure cyber-
victimization [17-18] and those are concerned with the frequency at which certain 
behaviors (e.g. insulting language in e-mails) occur. In general, cyber-bullying meas-
ures used to date are concerned with the incidence of specific behaviors and do not 
consider that the victims’ perception of those behaviors may vary (e.g. the same be-
havior may be interpreted as harmless by some people and rather hurtful by others) 
[19]. Moreover, there is a lack of research studying the degree to which victims perce-
ive cyber-bullying as being harmful [20]. 

This study addresses the above gap by introducing the construct of perceived cy-
ber-bullying severity to measure a victim’s evaluation of cyber-bullying. In addition, 
this study proposes a set of factors that may affect a victim’s perception of cyber-
bullying severity. 

2 Theoretical Background 

Lazarus and Folkman (1984) proposed the Transactional Theory of Stress and Coping 
(TTSC). They defined psychological stress as a relationship between a person and the 
environment that is seen by the person as taxing her resources or threatening her well-
being [21]. Embedded in this definition is the fact that although there may be objec-
tive conditions that can be considered as stressors (e.g. natural disasters, having an 
argument with a loved person), individuals will vary in the degree and type of reac-
tion to these stressors. In order to understand the individuals’ varied reactions when 
facing the same stressful situation, it is necessary to understand the cognitive 
processes that take place between the stressor and the reaction [21].  

TTSC proposes cognitive appraisal as the mediating factor, which reflects the 
changing relationships between individuals with certain characteristics (e.g. values, 
thinking style) and an environment that must be predicted and interpreted [21]. Spe-
cifically, the theory outlines a primary appraisal of the stressor and a secondary  
appraisal of the coping mechanisms available to deal with the stressor [22]. In the 
primary appraisal phase, individuals determine if and how the situation is relevant to 
their goal attainment or well-being. When the situation affects negatively goal attain-
ment and/or well-being (i.e. it is stressful), individuals determine the extent to which 
the situation is harming, threatening, or challenging [23]. Harm refers to damage that 
has already occurred and threat refers to a future potential damage, while challenge 
produces a positive motivation in individuals to overcome obstacles [24]. After the 
primary appraisal phase, individuals move to the secondary appraisal phase where 
they evaluate their options in terms of coping with the stressful situation [24]. 
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The appraisal of a stressful situation is affected by some situational characteristics. 
In particular, TTSC identifies three factors that can affect individual’s assessment of a 
situation as harming, threatening, or challenging that are relevant in the context of this 
study. The first factor is novelty, which refers to situations with which the individual 
has no experience. Completely novel situations are rare since individuals may have 
information about situations from others. However, if an individual has not expe-
rienced a situation yet (i.e. a novel situation), she will consider it as stressful if it is 
previously associated in her mind with harm or danger (e.g. based on others’ expe-
riences). The second factor is uncertainty, which refers to an individual’s confusion 
about the meaning of the situation. Uncertain situations are considered highly stress-
ful. The final factor is duration, which refers to how long a stressful event persists. 
Enduring or chronic stressful situations may affect an individual psychologically and 
physically [21].  

TTSC offers a suitable framework to study victim’s assessment of a cyber-bullying 
episode. A cyber-bullying episode may constitute one action (e.g. posting a comment 
on a public forum) or several actions related to the same issue (e.g. sending several 
threatening text messages over a certain period of time). Cyber-bullying episodes are 
situations that may be appraised as harmful or threatening to certain extents, 
depending on the characteristics of the situation (i.e. the message received by the 
victim, the medium through which the message is sent, the bully’s characteristics, and 
the audience witnessing the episode) and the characteristics of the victim (e.g. 
neuroticism and self-esteem). The appraisal of these episodes as stressful may affect 
negatively the victims (e.g. negative emotions, depressive symptoms) and may affect 
their experience with information and communication technologies through which 
cyber-bullying occurs (e.g. Facebook). 

3 Research Model and Hypotheses 

The proposed research model is shown in Figure 1. The constructs and hypotheses 
included in the model, along with their appropriate support, are described below. 

3.1 Perceived Cyber-bullying Severity 

Perceived Cyber-bullying Severity (PCS) is a new construct introduced to measure a 
victim’s appraisal of a cyber-bullying episode (a stressful situation), as per TTSC. 
The assessment of a cyber-bullying episode varies by the context of the situation (i.e. 
message, bully, medium, and audience) and the victim characteristics [19] as  
explained below (see section 3.2). The degree of variability of the assessment of a 
specific episode by a victim is consistent with the primary appraisal involved in TTSC 
[21], whereby victims evaluate whether the cyber-bullying episode is relevant to their 
goals or well-being.   

Although some studies have explored victims’ perceptions of the harshness of  
cyber-bullying compared to traditional bullying [16], a measure for the victim’s per-
ception of the severity of a cyber-bullying episode has not been developed. Studying a 
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victim’s appraisal of cyber-bullying is important in pursuing a rigorous understanding 
of the cyber-bullying phenomenon and its impacts, as the victims’ perspective is criti-
cal to understand the impacts of the episode on their psychosocial functioning [25]. 
 

 

Fig. 1. Research model 

3.2 Factors That Influence PCS 

According to TTSC, it is the appraisal of a particular situation as harmful or threaten-
ing that triggers the need to manage or cope with the situation [21]. This highlights 
the importance of understanding how variables that are relevant to the cyber-bullying 
context may affect the appraisal process of the cyber-bullying episode (i.e. percep-
tions of cyber-bullying severity). Past research on cyber-bullying suggests an initial 
set of factors that are deemed to be relevant in the appraisal of the severity of a cyber-
bullying episode. These sets of factors are explored below, where the most relevant 
characteristics of each are discussed.  

Perceived 
cyber-bullying 

severity 

-Saliency
-Sensitivity
-Frequency
-Offensiveness

Medium

Awareness of 
provision of recourse

Victim

Neuroticism

Self-esteem

Audience

Size

Sensitivity 

Reaction 

H4 +

Bully

Power differential 

Relationship strength

Perceived importance

Message



 Understanding the Factors That Influence the Perceived Severity of Cyber-bullying 137 

 

Message Harshness. Four characteristics of the message(s) the cyber-bullying victim 
receives are explored. The first characteristic is saliency, which refers to “an attribute 
of a particular stimulus that makes it stand out and be noticed” (p. 1) [26]. The misuse 
of pictures and videos (i.e. a more salient message) is more stressful for victims than 
other forms of cyberbullying such as insults using written messages [27]. The second 
characteristic is the sensitivity of the message. Disclosing secrets (i.e. privacy viola-
tion) or embarrassing aspects of the victim’s life is more stressful for victims of cy-
ber-bullying than messages that do not involve aspects of the victim’s real world (e.g. 
name calling on a chat room) [27]. The third characteristic is frequency, where the 
occurrence of several acts in a cyber-bullying episode is posited to increase the vic-
tim’s PCS compared to a single act [28]. The last characteristic is offensiveness, 
where receiving vulgar, angry messages, or threats of real injuries is more stressful for 
victims compared to more benign messages [29]. The saliency, sensitivity, frequency, 
and offensiveness of the message speak of the harshness of the message content and 
are posited to collectively heighten victims’ perceptions of severity in a cyber-
bullying episode. Thus, we hypothesize that: 

H1: Message harshness is positively related to PCS 

Medium Characteristics. Two characteristics of the cyber-bullying medium are 
explored. The first one is the perceived importance of the cyber-bullying medium for 
the victim. Individuals prefer to use certain forms of electronic communication in 
order to maintain their social lives [30] and thus, it is expected that victims will per-
ceive a cyber-bullying episode as being more severe if the cyber-bullying medium is 
among their preferred communication media. The second characteristic is victims’ 
awareness of provision of recourse mechanisms available to them through the cyber-
bullying medium. Researchers have found that online buyers rely on institutional 
mechanisms such as credit card guarantees for reducing their perception of risk [31]. 
In the same vein, technology providers have mechanisms built into their platforms 
(i.e. the cyber-bullying medium) that can be used by victims to deal with cyber-
bullying episodes (e.g. reporting a bully on Facebook). It is expected that the victim’s 
awareness of such recourse provisions will reduce her/his perception of severity of a 
cyber-bullying episode. Thus, we hypothesize that: 

H2: Perceived importance of the cyber-bullying medium to the victim is positively 
related to PCS 

H3: Awareness of provision of recourse mechanisms is negatively related to PCS 

Victim Characteristics. Two individual characteristics deemed relevant in explaining 
victim’s perceptions of bullying [32] are explored. Neuroticism refers to a personality 
trait characterized by insecurity, anxiousness, and hostility [33]. Individuals high in 
neuroticism tend to appraise ambiguous situations in a negative manner and perceive 
threats in situations where others would not [34]. Self-esteem is the subjective percep-
tion of one’s worth [35]. Individuals with low self-esteem tend to have less confi-
dence to overcome any problems they are faced with, leading them to experience 
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higher stress in such situations [36]. In light of these arguments, it is expected that 
confronted with the same cyber-bullying episode, individuals with low self-esteem or 
high neuroticism will perceived it as more severe than others. Thus, we hypothesize 
that: 

H4: Neuroticism is positively related to PCS  

H5: Self-esteem is negatively related to PCS 

Bully Characteristics. Two characteristics of the bully are explored. In terms of 
power differential, the victim may be afraid of denouncing or taking revenge on a 
person that holds more power than she/he does (e.g. the bully may be more popular 
among victim’s peers) [3].  The bully may even hold a position of power over the 
victim and her/his peers (e.g. coach). The second characteristic is relationship 
strength, which refers to the degree of closeness between the bully and the victim. 
The perception of severity can be aggravated if the victim is close to the bully, be-
cause the bully may have better access to the victim’s information and the victim may 
feel betrayed by someone she/he is close to [27].  

H6: Power differential between the victim and bully is positively related to PCS 

H7: Relationship strength between the victim and bully is positively related to PCS 

Audience Characteristics. Three audience characteristics are explored: size, sensitiv-
ity, and reaction. A cyber-bullying episode may be targeted only at the victim (e.g. 
private e-mail, text message) or may involve posting material that others can see or 
copy and distribute (e.g. posting a comment on Facebook wall). Past research sug-
gests that the presence of larger audiences makes the victim perceive a cyber-bullying 
episode as being more serious [37]. A second characteristic to be considered is the 
type of audience witnessing the cyber-bullying episode (i.e. audience sensitivity). 
Research on embarrassment suggests that a person will feel a more severe embar-
rassment when the audience of the embarrassing situation is comprised of individuals 
whose opinions are important to that person (e.g. high-status individuals, friends) 
[38]. In light of these arguments, it is expected that the number of individuals witness-
ing a cyber-bullying episode and their importance to the victim (i.e. audience sensitiv-
ity) will affect a victim’s perception of cyber-bullying severity. Thus, we hypothesize 
that: 

H8: Audience size is positively related to PCS 

H9: Audience sensitivity is positively related to PCS 

The third characteristic of the audience is its reaction to the cyber-bullying episode. 
There are four roles among bystanders involved in a cyber-bullying episode: (1) assis-
tants, who distribute the material in order to bully the victim further; (2) reinforcers, 
who cheer the bully on; (3) outsiders (the most common role), who watch without 
distributing the material; and (4) defenders, who try to help the victims [39]. Past 
research suggests that a supportive audience may help victims reduce their perception 
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of severity of a cyber-bullying episode [3]. Considering audience reaction as varying 
from assisting the bully to defending the victim, it is proposed that a more supportive 
audience reaction to the victim will negatively impact a victim’s perceived cyber-
bullying severity. 

H10: A more supportive audience reaction is negatively related to PCS 

4 Methodology 

The proposed research model will be validated with a survey-based quantitative 
study. Participants will be university students that experienced a complete cyber-
bullying episode on Facebook (i.e. the episode is finished by the time of data  
collection) within the past twelve months. Facebook is chosen in this study as the 
cyberbullying medium, because it is one of the most utilized media for cyberbullying 
[40]. Data will be collected at one point in time using an online survey. This type of 
survey offers anonymity to participants, which may help them feel safe and increase 
their willingness to share their experiences given the sensitive nature of the data col-
lected [20]. During the survey, participants will be asked to recall the most recent 
cyber-bullying episode they experienced on Facebook (if more than one was expe-
rienced). Demographic information (i.e. age, gender, and years at school) will also be 
collected, as well as the period of time that participants have had an active Facebook 
account and other types of similar social media applications they use. Open ended 
questions will be used to gather details about the cyber-bullying episode in question: 
nature of cyber-bullying (e.g. someone posted embarrassing photos of the participant), 
relationship between the victim and the bully, duration of the episode, previous expo-
sure to cyber-bullying, and exposure to bullying at school at the same time the cyber-
bullying episode was occurring. Ethics approval will be sought from the authors’ 
university prior to the beginning of any data collection. 

4.1 Measurement Instrument 

In order to ensure content validity, and wherever possible, this study will adapt previ-
ously validated instruments to measure constructs in the proposed research model. 
Table 1 summarizes the constructs and items that will be used in this study.  

Table 1. Summary of constructs and sources for their scales 

Construct Source Items 
Perceived 
importance 

Ross et al. (2009) 
[41] 1. Facebook was part of my everyday activity 

2. I was proud to tell people ‘I’m on Facebook’ 
3. I dedicated a part of my daily schedule to Facebook 
4. I felt out of touch when I haven’t logged on to   Face-

book for a while 
5. I felt I was part of the Facebook community 
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Table 1. (Continued.) 

Construct Source Items 
Awareness of 
provision of 
recourse 

McKnight, 
Choudhury, and 
Kacmar (2002) 
[42] 

1. Facebook had enough safeguards to make me feel com-
fortable using it 

2. I felt assured that legal and technological structures 
adequately protected me from problems on Facebook 

3. I felt confident that privacy protection and other  tech-
nological advances on Facebook made it safe for me to 
use it   

4. In general, Facebook was a safe environment to com-
municate with others 

Neuroticism McCrae and Costa 
(2010) [43] 

Items not listed for copyright reasons 

Self-esteem Rosenberg (1979) 
[35] 1. On the whole, I am satisfied with myself 

2. At times I think I am no good at all 
3. I feel that I have a number of good qualities 
4. I am able to do things as well as most other people 
5. I feel I do not have much to be proud of 
6. I certainly feel useless at times 
7. I feel that I’m a person of worth, at least on an equal 

plane with others 
8. I wish I could have more respect for myself 
9. All in all, I am inclined to feel that I am a failure 

10. I take a positive attitude toward myself 

Power 
differential 

Felix et al. (2011) 
[25] 1. The bully was more popular compared to me 

2. The bully was smarter at school work compared to me  
3. The bully was emotionally stronger compared to me 

Relationship 
strength 

Pierce, Sarason, 
and Sarason 
(1991) [44] 

1. My relationship with the bully was significant in my 
life 

2. I depended on the bully 
3. I expected to have a close long-term relationship with 

the bully  
4. The bully played a positive role in my life 
5.  I felt responsible for the bully's well-being 
6. I would have missed the bully if we could not talk or 

see each other for a month 

Audience 
reaction 

Salmivalli, 
Voeten, and 
Poskiparta (2011) 
[45] 

1. The people that received/viewed the cyberbullying 
message comforted me or encouraged me to tell 
someone about the cyberbullying episode 

2. The people that received/viewed the cyberbullying 
message told the bully to stop cyberbullying me 

3. The people that received/viewed the cyberbullying 
message tried to make the bully stop cyberbullying me 
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Table 1. (Continued.) 

Construct Source Items 
Perceived cyber-
bullying severity

Johnston and 
Warkentin (2010) 
[46] 
Moss-Morris et al. 
(2002) [47] 

1. The cyberbullying episode was a serious situation 
2. The cyberbullying episode had major consequences on 

my life 
3. The cyberbullying episode did not have much effect on 

my life 
4. The cyberbullying episode strongly affected the way 

others see me 
5. The cyberbullying episode had serious consequences 

for me 
6. The cyberbullying episode caused difficulties for those 

who are close to me 
7. The cyberbullying episode was severe 
8. The cyberbullying episode was significant 

 
For the remaining constructs included in the model (i.e. message harshness - speci-

fied as a formative construct, audience size, and audience sensitivity) new scales will 
be developed and validated by following the methodology outlined by Lewis, Tem-
pleton, and Byrd [48]. Briefly, this methodology includes three sequential stages: (i) 
establishment of constructs’ domain, (ii) producing and refining construct scales, and 
(iii) evaluation of the measurement properties of the scales. A pilot study will be con-
ducted to refine the measurement scales for all the constructs used in the model. All 
the appropriate validity tests (e.g. convergent validity, divergent validity) will be con-
ducted. 

4.2 Model Validation, Sample Size and Post Hoc Analyses 

PLS Structural Equation Modeling (SEM) will be used to validate the proposed 
model, as it is suited for exploratory research like the proposed research under this 
study [49]. A minimum sample size of 120 participants is required to validate the 
model in PLS, following Gefen, Straub, and Boudreau’s [49] guideline of 10 times 
the greatest number between (i) the items of the most complex construct (i.e. neuroti-
cism, 12 items) and (ii) the largest number of paths directed at a particular dependent 
variable (i.e. 10 antecedents of PCS). However, and accounting for possible spoiled 
surveys, 150 participants will be recruited. Two post hoc analyses will be conducted: 
(i) ANOVA to explore differences in victim’s PCS based on demographics (e.g. gen-
der); and (ii) a qualitative analysis with the information obtained from the open ended 
questions to strengthen our quantitative findings through triangulation [50]. 

5 Potential Contributions and Limitations 

From an academic standpoint, this paper will contribute to the advancement of the 
cyber-bullying literature by validating a perceived cyber-bullying severity construct 
and by understanding the factors that influence victims’ perceptions of cyber-bullying 
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severity. This construct and its antecedents can provide a baseline for researchers to 
use when analyzing the varied responses to cyber-bullying episodes. From a practical 
perspective, results from this study can help individuals that interact with cyber-
bullying victims (e.g. parents, professors, and university staff) understand better the 
factors that affect victims’ assessments of cyber-bullying episodes. 

This study has some generalizability limitations. The factors that affect university 
students’ evaluation of a cyber-bullying episode may not be extended to (i) adoles-
cents, who face identity issues and physical changes [1] or (ii) adults, whose appraisal 
of a cyber-bullying episode may be determined by other variables (e.g. organizational 
culture, if the cyber-bullying episode occurs at work). Additional factors that may be 
relevant for these groups should be studied in future research.  
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Abstract. Online medical consultation allows patients and caregivers to query, 
communicate, and interact with medical and health professionals in an online 
synchronous or asynchronous setting. This study explores the questions and an-
swers (Q&As) posted on an asynchronous online medical consultation website, 
Taiwan eDoctor. In this paper, preliminary research findings of 720 questions 
were reported. Analysis of questions was structured around five research 
themes: (1) length; (2) when to seek consultation; (3) strategies of communicat-
ing chief complaints; (4) intent to seek consultation; and (5) types information 
provided. This study makes implications in designing an interactive online med-
ical consultation system. 

Keywords: Online medical consultation, content analysis, medical information 
retrieval. 

1 Introduction 

Information asymmetry lays influence on the disclosure of medical information, as it 
is usually controlled and manipulated by medical and health professionals. The rise of 
health awareness promotes patients, family and caregivers, and health-aware individ-
uals to actively seek information for their medical information needs. The conver-
gence of the Internet and health and medical practice creates a diversity of medical 
information communication, and the emergence of online medical consultation  
substantially changes the mode of physician-patient communication.  

Health information seeking takes place in many situations through various ap-
proaches. It takes place when people are feeling sick and suffering pain, or when  
being healthy and wanting to know to stay healthy. People seek health and medical 
information from friends and relatives; seek medical advice from primary care physi-
cians; and solicit patients’ experience from physicians’ rating websites or blogs. A 
special type of health information is online medical consultation. With such service, 
patients and caregivers interact with health and medical professionals in synchronous 
chat or asynchronous threaded discussion. Questions can be asked freely and answers 
are provided by certified health and medical professionals. The communication may 
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take form of private email, chatroom or instant message, threaded discussion board, or 
even video conferencing. The service provides patients and caregivers the ability 
acquire health and medical knowledge at their convenience, often free of charge. It 
has also been called teleadvice, telemedicine, teleconsultation, e-consultation, or 
email consultation if consultation is mediated by email (Umefjord, 2006).  

As the rise of IT adoption in healthcare is getting more and more popular, users of 
health information needs are beginning to see the benefits of online medical consulta-
tion. Past research has identified the benefits of online medical consultation as being 
able to reduce uncertainty and improve medical services (Caiata-Zufferey, Abraham, 
Sommerhalder, & Schulz, 2010). This study focuses on online medical information 
seeking in the context of medical consultation. It is designed as two-directional, with 
the goal to explore the intents demonstrated through the questions and answers 
(Q&As) in online medical consultation, to analyze the characteristics of physician-
patient communication, and to discover the role and function of online medical  
consultation in the perspective of physician-patient communication. 

2 Research Design and Methods 

As an exploratory study, it collected and analyzed online medical consultation entries 
from Taiwan eDoctor (http://sp1.hso.mohw.gov.tw/doctor/Index1.php), a medical 
consultation website funded and operated by Ministry of Health and Welfare in Tai-
wan. Taiwan eDoctor is one of the largest and most-used Taiwan-based consultation 
services. Its’ primary communication language is Traditional Chinese. The health and 
medical related questions are asked by everyday users, while are answered and  
endorsed by certified health and medical professionals, like physicians, nurses, and 
nutritionists.  

Data collection was conducted by randomly selected and collected 50 resolved 
consultation entries for each clinical department, resulting a total of 1200 entries as 
the primary data set. All health consultation entries were classified into 24 clinical 
departments, predefined by Taiwan eDoctor. These clinical departments are internal 
medicine, dentistry, surgery, pediatrics, orthopedics, ophthalmology, Chinese medi-
cine, dermatology, urology, family medicine, geriatrics and gerontology, obstetrics & 
gynecology, physical medicine and rehabilitation, oncology, psychiatry, otolaryngol-
ogy, neurology, surgical neurology, radiology, pulmonology, plastic surgery, gastro-
enterology, diving and hyperbaric medicine, cardiology, and breast and thyro-
id surgery.  

Analysis of questions asked by patients and caregivers was structured around five 
research themes: (1) length of question; (2) when to seek consultation; (3) strategies 
of communicating chief complaints; (4) intent to seek consultation; and (5) types of 
consultation. Analysis of health and medical professional’s answers were guided by 
four research themes: (1) length; (2) consultation strategies; (3) intent of seeking con-
sultation; and (4) forms of seeking consultation. Content of the questions were first 
analyzed qualitatively to construct codes of each of the research theme, and each code 
can be explained as the properties of the theme. Then the analysis was conducted 
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quantitatively with frequency count to determine the patterns and characteristics of 
how consultation was sought. Up to date, 600 entries were fully analyzed; questions 
from askers and answers from medical and health professionals were analyzed and 
reported separately. This paper will only report on the “Question” part with data of 12 
clinical specialties.  

3 Preliminary Findings 

3.1 Length of Question 

The preliminary results presented in Table 1 found that the average length of a ques-
tion was 153 words, but question length varied between clinical specialties. Questions 
of psychiatry, cardiology, and oncology with the average length of 303 words, 196 
words, and 187 words were among the three longest types. Questions of “diet and 
nutrition” and “plastic surgery” were among the shortest, with the average length of 
102 and 95 words. This finding may reflect differences in behavior among askers 
facing different medical problems. Medical problems of psychiatry, cardiology, and 
oncology are often long-term and dramatic, and so are the treatment and recovery. 
The question length of such problems demonstrates how complicated the nature of 
medical problems is. In contrast, questions for “diet and nutrition” and “plastic sur-
gery” are mostly fact-based statement. For example, “Does Vitamin C help clear 
acne?” or “How long does Botox last?” This type of questions are relatively shorter, 
and often with only one or two statements ending with question marks. Counting the 
frequency of the actual use of question mark in the question statement is a way to 
identify the number of explicit concerns addressed during the consultation. The analy-
sis of the average length of questions by clinical specialties allows for understanding 
of the complexity and ambiguity of different medical concerns.  

Table 1. Average length of questions 

Clinical Specialties Average Length (# of words) 
Physical medicine and rehabilitation 97 
Oncology  110 
Psychiatry 219 
Otolaryngology 110 
Radiology 273 
Neurology 114 
Surgical neurology 117 
Pulmonology 122 
Plastic surgery 73 
Gastroenterology 84 
Cardiovascular surgery 132 
Breast and thyroid surgery 117 

3.2 When to Seek Consultation 

Regarding when to seek consultation, Table 2 shows that over half (53%) of the ques-
tions were asked when the user is feeling ill or injured, and starting to thinks s/he 
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might be ill (23%). The “when” factor for about 10% of the questions can’t be identi-
fied, and these questions are primarily fact-based, for example “How safe is hyaluron-
ic acid?” A sum of the questions occurred at “when feeling ill or injured” and “when 
thinking might be ill” reaches 75%. It suggests a high utilization of online medical 
consultation service is for diagnostic purposes. This pattern also indicates an interest-
ing fact that consultation seekers are not only seeking for identification of illness or 
disorder, but also are concerned about their physicians’ medical decision. A closer 
look at the questions asked “when recovering” and “healthy, but not robust” reveals a 
“second-opinion” nature of the information that the askers desire.  

Table 2. When to seek consultation (#/%) 

 When 
healthy 

 

When feeling 
ill or injured 

When 
thinking 
might be 

ill 

Healthy, 
but not 
robust 

When reco-
vering 

Can not identi-
fied 

Dead (ask by 
caregivers) 

Physical medi-
cine and reha-

bilitation 

1(2%) 25(50%) 4(8%) 5(10%) 14(28%) 1(2%) 0(0%) 

Oncology 0(0%) 35(70%) 12(24%) 0(0%) 0(0%) 2(4%) 1(2%) 
Psychiatry 5(10%) 26(52%) 16(32%) 0(0%) 0(0%) 3(6%) 0(0%) 

Otolaryngology 0(0%) 23(46%) 22(44%) 2(4%) 0(0%) 3(6%) 0(0%) 
Radiology 16(32%) 14(28%) 5(10%) 0(0%) 0(0%) 15(30%) 0(0%) 
Neurology 0(0%) 44(88%) 2(4%) 0(0%) 0(0%) 4(8%) 0(0%) 

Surgical neurol-
ogy 

1(2%) 40(80%) 5(10%) 1(2%) 0(0%) 3(6%) 0(0%) 

Pulmonology 1(2%) 31(62%) 12(24%) 0(0%) 0(0%) 6(12%) 0(0%) 
Plastic surgery 7(14%) 12(24%) 2(4%) 25(50%) 0(0%) 4(8%) 0(0%) 
Gastroenterolo-

gy 
4(8%) 18(36%) 22(44%) 0(0%) 0(0%) 6(12%) 0(0%) 

Cardiovascular 
surgery 

1(2%) 30(60%) 14(28%) 1(2%) 0(0%) 4(8%) 0(0%) 

Breast and 
thyroid surgery

2(4%) 18(36%) 19(38%) 5(10%) 0(0%) 6(12%) 0(0%) 

Total 6% 53% 23% 7% 2% 10% 0% 

 
To look across clinical specialties, findings show that questions of “plastic sur-

gery” have nothing to do with illness, disease, or disorder, but are raised about en-
hancing looks to become robust and perfect. High percentage of both neurology and 
surgical neurology questions are concerned with aspects of signs, symptoms, and 
worries; consultation and diagnosis service are often requested in these questions. 

3.3 Strategies of Communicating Chief Complaints 

In disclosing chief complaints, seekers engaged in three types of communication 
style: contextual, focal, and emotional. Contextual strategy was used to describe 
background information as well as the information coverage of current illness. Focal 
strategy, on the contrary, was direct and effective when a question was fact-based. 
Emotional strategy was often articulated through negative emotional remarks in the 
question narratives to draw attention to the questions.  
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Overall, 80% of the questions utilize contextual strategy, followed by emotional 
strategy (36%) and focal strategy (30%). 92% of oncology questions are contextual in 
communicating chief complaints. This may explain the lengthy nature of oncology 
questions presented earlier in the findings, because the cause of cancer is complicated 
and the treatment and recovery is not a straight-line process. A great detail of infor-
mation must be provided in the chief complaints in order for medical professionals  
to make effective and constructive advice. Questions for pulmonology and plastic 
surgery are highly emotional, with 58% and 54% of the questions are found using 
emotional strategy. Emotional strategy is mostly employed when negative feelings 
and thoughts, such as anxiety and worry, arise. Positive feeling is also present in the 
use of emotional strategy, especially when consultation seekers show gratification to 
the answerers up front in hope to solicit their contact and help. 

Table 3. Strategies of communicating chief complaints (#/%) 

 Contextual (#/%) Emotional 
(#/%) 

Focal 
(#/%) 

Physical medicine and rehabilitation 41(82%) 11(22%) 20(40%) 
Oncology 46(92%) 19(38%) 9(18%) 
Psychiatry 27(54%) 25(50%) 10(20%) 

Otolaryngology 44(88%) 13(26%) 8(16%) 
Radiology 24(48%) 19(38%) 29(58%) 
Neurology 44(88%) 14(28%) 13(26%) 

Surgical neurology 45(90%) 14(28%) 8(16%) 
Pulmonology 42(84%) 29(58%) 13(26%) 

Plastic surgery 37(74%) 27(54%) 21(42%) 
Gastroenterology 44(88%) 13(26%) 15(30%) 

Cardiovascular surgery 45(90%) 23(46%) 15(30%) 
Breast and thyroid surgery 42(84%) 8(16%) 20(40%) 

Total 80% 36% 30% 

3.4 Intents of Seeking Consultation 

This study identified 23 distinct intents to seek online consultation (See Table 4). 
Findings indicate that nearly half (47%) of the consultation seekers use the online 
consultation service for fact-based information. The questions are explicit and ob-
vious, and they require specific answers, but not opinions. 26% of the questions are in 
need of confirmation regarding health condition and 20% are venting feelings. By 
cross tabulating clinical specialties and intents, some interesting findings are revealed. 
98% of the Radiology questions are seeking fact of knowledge, and questions that 
demonstrate feelings and emotions most, are Psychology questions. Questions that 
seek treatment and medication side effect most are Oncology questions.  
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3.5 Types of Information Provided   

This study identifies 13 types information included in the questions. In face-to-face 
medical consultation in the hospital or clinic, description of symptoms and briefing on 
medical history and are critical sources for physicians to make diagnosis decision and 
to determine treatment and prognosis. However, in online medical consultation, only 
about half (52%) of the questions describe symptoms and medical history (30%). It 
reflects the intent that not all questions are medical diagnosis related (See Table 5) 
and require instant medical attention. This pattern shows that medical consultation 
seekers are not necessarily people who are ill; healthy or health-aware people are 
more responsible in seeking to cultivate their health knowledge. Questions that intend 
to seek fact or medical knowledge can be clearly answered without detailing chief 
complaints. 

4 Implications of the Study 

The content analysis of the online medical consultation questions uncovers a series of 
undergoing activities during the search formulation stage. For example, soliciting 
second opinion on diagnosis and seeking alternative treatment at the same time, sug-
gests the multi-tasking nature of medical information seeking and retrieval. This study 
makes implications in designing an interactive online medical consultation system. 
For example, social tagging may be one aspect that allows consultation seekers to 
identify their intent and define the problems, considering the fact that online consulta-
tion seekers don’t necessarily come to the service for medical information needs. In 
addition, providing a drop-down menu for a selection of current health status and 
intent, and allowing users to choose from the list may improve the clarity of question, 
increase the answering rate, and improve the quality of the answers .An analysis  
coexistence of health conditions, intents, consultation types, and strategies of commu-
nicating chief complaints may provide insight into effective physician-patient  
communication.  
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Abstract. With the rise of social media marketing as an important domain of 
practice and research, a growing number of scholarly and practitioner articles 
have emerged highlighting best practices in social media marketing. Despite 
this proliferation of articles exploring the topic of social media marketing, no 
comprehensive frameworks exist that offer insight into the underlying compo-
nents of effective social media marketing messages and the relations between 
them. Amalgamating constructs from a variety of disciplinary backgrounds—
including marketing, advertising, communication, and information systems—
this paper offers a theoretical framework and empirical investigation of the rela-
tions between four message components, namely purchase involvement, mes-
saging strategy, message content, and media types. Using longitudinal data 
from ten Fortune 500 companies, we validate our comprehensive framework 
and find support for all hypotheses, thereby validating the importance of using 
an integrated approach to social media message design. Implications for re-
search and practice are outlined.  

Keywords: social media marketing, purchase involvement, media richness, 
content categories typology, Twitter. 

1 Introduction 

Recent studies have revealed that companies have grown their social media marketing 
spending and are expected to continue to increase social media budgets in the next 
five years (Moorman, 2013), making social media one of the fastest growing market-
ing platforms in the world. The popularity of social media for marketing purposes can 
be attributed to a number of advantages associated with social media when compared 
to traditional marketing channels. First, the scope of consumer markets that can be 
reached and served through social media platforms are nearly unlimited. Second, 
social media offer businesses significant cost advantages compared to traditional 
channels given its relatively free or low-cost nature. Third, social media enable perso-
nalized marketing strategies and allow the targeting of small niche markets (Carpenter 
and Shankar, 2012). Finally, due to the social nature of these platforms, companies 
can benefit from accruing earned media exposures and referral markets in unprece-
dented ways (Carpenter and Shankar, 2012). 
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Simply browsing the social media feeds of Fortune 500 companies reveals a ple-
thora of marketing strategies and executions with some companies posting huge 
amounts of content with little to no impact, while others have immense followings or 
fan bases allowing for greater consumer engagement and enhanced brand-
ing. Although the lack of strategy may come as an initial surprise given the huge in-
vestments companies are making into the social space, the lack of research offering a 
comprehensive assessment, classification, and analysis of social media marketing 
techniques and strategies poses a major challenge to the design of effective social 
media marketing practices.  

To fill this gap, this study draws upon and amalgamates three distinct and interdis-
ciplinary theoretical perspectives for analyzing three dimensions of a business’ social 
media marketing strategy, namely purchase involvement, message appeal, and mes-
sage richness, in the context of Twitter. Additionally, we analyze and classify mes-
sage content using the typology of social media messages as developed Coursaris, van 
Osch and Balogh (2013) in which the authors use a Multi-Grounded Theory approach 
to develop a coding scheme for message content within the context of Facebook.  
Given the extension of their approach to Twitter and the integration of an analysis of 
message content with purchase involvement, strategy, and media richness, we can 
offer a multi-dimensional framework for understanding and informing social media 
marketing as well as potential differences between the two social media platforms.  

Consequently, the research questions underpinning this study are as follows:  

1. What is the effect of purchase involvement of a brand’s product or service on the 
adopted messaging strategy? 

2. What is the interplay between message content and message richness? I.e., are cer-
tain content categories more likely to be combined with particular media types? 

3. What is the effect of message richness on consumer engagement? 

To answer these questions, this paper reports on the findings from a longitudinal 
multiple case study of the messaging practices from nine fortune 500 brands—Delta 
Airlines, JetBlue, KLM, Wal-Mart, Meijer, Target, McDonalds, Starbucks, and Pep-
si—of six weeks of Twitter messaging data (n=1169 posts). The focus of this study is 
on Twitter and the unit of analysis is the tweet. The nine brands were selected because 
they represent a range of consumer purchase involvement across three industry cate-
gories, namely airlines, big box retailers, and fast-moving consumer goods (FMCGs).  

The testing of our proposed multi-dimensional framework and the underlying  
hypotheses allows for the exploration of differences in the relative frequency and 
effectiveness of the messaging appeal and messaging content through ANOVA and 
regression analyses of the relationships between brand characteristics, messaging 
strategy (i.e., appeal, content, and richness), and consumer engagement. 

The findings from our analyses reveal that purchase involvement of the brand sig-
nificantly predicts the messaging strategy employed by a brand. Additionally, our 
findings show the importance of establishing a “fit” between the level of abstraction 
and complexity of the content category and the level of richness of the media type 
that is included in a tweet, and that this “fit” may be more important in increasing 
consumer engagement than increasing levels of media richness alone.  
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2 Theoretical Underpinnings 

In order to provide a holistic assessment of brand marketing messages on social  
media, we integrate a set of interdisciplinary theoretical constructs with their origins 
in marketing, advertising, communication science, and information systems, on pur-
chase involvement, messaging strategy, messaging type, and media type, as follows.  

2.1 Purchase Involvement 

Purchase involvement represents the extent of interest and concern that a consumer 
brings to bear upon a purchase-decision task (Mittal, 1989; Beatty et al., 1988). As 
such, it refers to the amount of time, effort, and costs invested when making a pur-
chase. In general, higher levels of purchase involvement are present when purchases 
involve high uncertainty as well as high levels of economic and time concerns (Hou-
ston and Rothschild, 1978). 

Thus, purchase involvement relates to risk reduction and price comparison. While 
involvement inherently refers to a consumer’s behavior during the purchase process, 
certain product categories have been identified as being either high or low in purchase 
involvement. For instance, high involvement products are generally expensive and are 
associated with high potential risk, such as buying a home, financial investments, 
and/or airline tickets (primarily business travel). In making purchase decision regard-
ing any of these high involvement goods, consumers seek extensive information in 
order to reduce risk and uncertainty. Consequently, messages from brands selling 
high purchase involvement goods tend to focus on informing the consumer—with the 
aim of assisting their problem-solving process and reducing associated risk—rather 
than entertaining (Lally, 2007).   

On the other hand, low involvement products are perceived neither as risky nor 
fascinating (Lally, 2007), and include such products as food, beverages, and office 
supplies. In these instances, consumers are unlikely to make a significant time in-
vestment to explore and evaluate product information extensively. As a result, low 
involvement brands center their messaging content on providing rapid hedonic ap-
peals (Hawkins et al., 1983). Thus, in the case of low involvement commodities, 
brands entertain rather than inform in order to get consumers to purchase their brand 
over any other.  

2.2 Messaging Strategies: Informational versus Transformational  

Within the traditional advertising literature, various schemes have been developed for 
the classification of messaging strategies. However, both practically and theoretically, 
the consistent application of these schemes—the majority of which are too complex 
or too simplistic—has proven challenging (see, e.g., Simon 1971, Frazer 1983, Aaker 
1982). One exception has been the dichotomous messaging strategy framework de-
veloped by Laskey, Day and Crask (1989), which has proven to be valuable for both 
practitioners and researchers alike.   
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Laskey et al.’s (1989) classification scheme of brand messaging strategies is 
grounded in the typology proposed by Puto and Wells (1984), who distinguish be-
tween informational and transformational messages. While informational advertising 
focuses on the transmission of factual, verifiable data about the brand, transforma-
tional advertising emphasizes the consumer’s affective experience with the brand. 
Described differently, informational advertising is often directed at problem-
solving—providing the consumer with insights into how the particular brand or ser-
vice can help solve a particular problem at hand—transformational messages rather 
aim to endow the use of the advertised brand with a particular experience that is dif-
ferent from that of using any similar brand.  

Given that the informational/transformational dichotomy has broad applicability 
and generalizability, we adopt Laskey et al.’s (1989) classification scheme to analyze 
social media marketing messages.  

When integrating the former theory on purchase decision involvement with the  
informational-transformational dichotomy, the following two hypotheses can be  
inferred:  
H1a: The higher the brand involvement, the more informational the messaging strat-
egy on Twitter 
H1b: The lower the brand involvement, the more transformational the messaging 
strategy on Twitter 

2.3 Messaging Typologies 

Coursaris et al. (2013) present a review of existing typologies for analyzing the con-
tent of social media marketing messages. Based on their review the authors conclude 
only a limited number of existing typologies exist, none of which adopt a strategic 
lens as evident from their lack of analysis of engagement metrics and the isolated 
analysis of a single message dimension (e.g., media type, content, or brand).  

Given the lack of existing typologies, Coursaris et al. (2013) use a grounded theory 
strategy to inductively develop a holistic typology of content categories based on the 
analysis of 256 Facebook posts. Their typology revealed seven overarching messag-
ing categories of Brand Awareness, Corporate Social Responsibility, Customer Ser-
vice, Engagement, Product Awareness, Promotional, and Seasonal, which in turn 
encompass a total of 23 subcategories. 

Although a single message could be categorized under more than one umbrella 
category—e.g., a post that fosters both Brand Awareness and Product Awareness 
simultaneously—the underlying subcategories are designed to be mutually exclusive. 
Although it is beyond the scope of this paper to provide detailed definitions and ex-
amples for all categories and subcategories, Table 1 below offers definitions for the 
seven umbrella categories. For a more extensive overview of conceptualizations and 
illustrations we refer to Coursaris et al. (2013). Furthermore, Appendix 1 offers an 
overview of the frequency of occurrence of each of the messaging categories and 
subcategories for the three purchase decision involvement categories analyzed.  
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Table 1. Social Media Marketing Typology 

Categories Definitions 
Brand Awareness Posts that build company presence and attentiveness in digi-

tal consumer market 
Corporate Social 
Responsibility (CSR) 

Posts that build brand image of supporting, strengthening 
community 

Customer Service Posts that aim to build consumer knowledge about product, 
industry, and brand changes. 

Engagement Posts that build consumer connections/communities through 
brand interaction  

Product Awareness All posts which build product knowledge/understanding, 
and existence.  

Promotional Posts that are designed to stimulate immediate or near future 
purchases through monetary incentives.  

Seasonal Posts that remind, inform consumers of seasonal, annual 
events and related products by the brand 

2.4 Media Richness Theory 

One of the earlier and most widely used theories in communication and information 
science is Media Richness Theory (MRT) as proposed by Daft and Lengel in 1986. 
MRT asserts that each communication medium can be described by its ability to re-
produce any associated contextual cues (e.g., visual ones such as gestures) during a 
message's transmission. This ability is referred to as the medium’s ”richness.” Thus, 
the richness of a video message would be considered higher than that of a text-based 
message.  

Twitter allows brands to employ different media types in a message (i.e., tweet). 
Hence, tweets can employ media types ranging from very lean media—i.e., text-only 
tweets—to media associated with an increasing level of richness, such as URL, photo, 
and video. Here, we treat URLs as rich media since their inclusion in a tweet is asso-
ciated with a thumbnail image and these URLs frequently link to external, rather than 
embedded, videos.   

One obvious observation about the content categories described in the previous pa-
ragraph is their varying levels of abstraction and complexity. Whereas some of the 
content categories are highly abstract—e.g., brand awareness, CSR, and customer 
service—other categories are concrete—e.g., promotional and seasonal messages. 
Using MRT, we anticipate that for tweets (i.e., messages) to be effective, abstract 
content categories need to be associated with richer media, in order to make the mes-
sage more informative and appealing to consumers. Hence, the following hypothesis 
emerges:  

 
H2a: More abstract content categories—i.e., brand awareness, CSR, and customer 
service—are associated with richer media (i.e., video, photo, or URL) on Twitter 
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Furthermore, for concrete content categories we anticipate no significant relationship 
to exist with media richness as they can be effectively associated with any media 
type. Finally, for product awareness, we anticipate increased use of photos—for en-
hanced product recognition—or direct links (i.e., URLs) to the product.  Thus: 
  
H2b: Product awareness messages on Twitter are associated with posts containing a 
photo or URL.  
Ultimately, however, richer, more personal communication is more effective than 
leaner, less rich media (Newberry, 2001). Therefore, we propose that: 
 
H3: The inclusion of richer media types—photo, video, or URL—on Twitter is asso-
ciated with higher consumer engagement 

3 Research Design 

We use a multiple case-study approach rather than a single case-study design in order 
to avoid apparent challenges to generalizability. The multiple case-study design al-
lows for the collection of data from two or more sources, which can then be compared 
(Yin, 1994). Cross-case comparisons augment within-case analysis (Eisenhardt, 1989) 
strengthening results though pattern-matching increasing confidence in the robustness 
of theoretical results (Yin, 1994).  

3.1 Multiple-Case Study Design and Case Selection 

All ten brands selected for this study are leaders in their respective domains for social 
media marketing. The brands rank among the top Fortune 500 companies by gross 
revenue, enjoy strong brand equity, and maintain a considerable social media pres-
ence. Three different levels of purchase-decision involvement can be represented 
from the brands: low-involvement among fast-moving consumer goods (FMCGs) 
including McDonalds, Coca Cola, Pepsi Cola, and Starbucks, mixed levels of  
involvement are found within Wal-Mart, Meijer, and Target representing Big Box 
Retailers (BBR), and high purchase-decision involvement for expensive and more 
risk-bearing goods and services represented by the airlines Delta, KLM, and JetBlue. 

3.2 Data Collection  

Data collection occurred over a six-week period during late Summer 2012.  This pro-
vided a longitudinal aspect to our data giving us the ability to mitigate generalizability 
concerns. One brand, Walmart, was collected in late Winter 2013 due to complica-
tions with rate limiting on Twitter. Data were collected using a web crawler program 
that automatically went to each brand’s Twitter account to collect the Tweets. Table 2 
summarizes the number of brand posts analyzed for each purchase-decision involve-
ment category—low, medium, and high. The unit of analysis is the brand tweet.  
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Table 2. Data Collection Details 

 High Involvement 
(Airlines) 

Mixed Involve-
ment (Big Box 

Retailers) 

Low Involvement 
(FMCGs) 

Observations (N) 192 tweets 592 tweets 430 tweets 

3.3 Coding Process 

A pair of independent coders analyzed all tweets from a single brand, i.e., a total of 
ten pairs of independent coders analyzed the tweets from all ten brands. The final 
coding scheme encompassed the typology of brand messaging content categories as 
well as codes for messaging strategy (transformational versus informational), media 
types (text only, includes URL, photo, and/or video), timing (date/time of post; 
date/time of first and last comment), and consumer engagement (favorites, retweets, 
replies-to, and hashtags).  

The overall interrater agreement across the 10 brands was .73 Cohen’s kappa 
(computed as the average from the Cohen’s kappa scores of each pair of independent 
coders), which is considered substantial agreement, noting that all 10 dyads’ interrater 
agreement was well above the 0.60 threshold for substantial agreement. Following the 
completion of the data coding process, face-to-face meetings were organized to dis-
cuss and reconcile any disagreements. After the entire dataset had been coded and 
reconciled, summary tables and graphs were constructed for each category of the 
coding scheme.   

3.4 Data Analysis 

In order to test our hypotheses, we used SPSS ANOVA—for pairwise comparisons 
between purchase involvement categories—and SPSS Regression—for analyzing the 
effects of media richness on consumer engagement.  

Due to the large differences in the number of tweets per category of purchase-
decision involvement and the high sensitivity of ANOVA to unequal sample sizes 
(Howell, 2009), we used SPSS Select Cases to randomly select an equal amount of 
tweets across all three categories of purchase-decision involvement as determined by 
the group of brands with the least posts, namely the high involvement brands (i.e., 
airlines; including Delta, KLM, and JetBlue) (N = 192). For SPSS regression, we 
used the full data set, i.e., without randomly selecting an equal subset of tweets per 
purchase-decision involvement category. Since the aim of the regression analysis was 
not to compare across brands but rather to assess the effect of media richness on con-
sumer engagement, unequal sample sizes do not pose a problem.  

For the regression of the different messaging components—strategy, content cate-
gory, and media type—we used the raw counts for likes, comments, and shares  
associated with each tweet, as well as computed an additional weighted dependent 
variable, social media engagement index on Twitter, which we define and calculate as 
follows:  
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Social Media Engagement Index on Twitter = .5*Σ(F) + 1*Σ(R) + 1.5*Σ(Rt)  
Where F refers to Favorites, R refers to Replies, and Rt refers to Retweets.  
The weighing of favorites, replies, and retweets, is based on the increasing level of 

cognitive involvement, exposure, and vulnerability (in terms of visibility in one’s own 
personal network) associated with each of these activities for the consumer.  

For the analysis of media richness, we additionally computed a compound media 
richness variable that encompasses the combined values for photos, videos, and/or 
URLs; i.e., a text-only post will have a media richness value of 0, a post that includes 
only one of these media types will have a value of 1, and a post that includes two or 
all three of these media types would have a value of 2 or 3 respectively.  

4 Findings 

In what follows, we will discuss the findings of our hypotheses testing as summarized 
in Table 3. 

With respect to messaging strategy—i.e., informational versus transformational 
messages—we analyzed the link between brand purchase-decision involvement and 
strategy and between strategy and engagement.  

First, a one-way ANOVA for brand purchase involvement on strategy reveals that 
there are significant differences between Airlines (M = .30, SD = .46), Big Box Re-
tailers (M = .27, SD = .45), and Fast-Moving Consumer Goods (M = .64, SD = .48) 
with Airlines and Big Box Retailers using significantly more informational messages 
(Welch test; p = .00). 

With respect to the content categories from our messaging typology, we analyzed 
the link between the level of abstraction of the messaging category and the richness 
vis-à-vis the set of media types used in a tweet. The results of the regression analysis 
showed that abstract messages are indeed significantly correlated with richer media  
(p = .00) supporting H3a. Interestingly, CSR (p = .03), Engagement (p = .006), and 
Product Awareness (p = .00) were significantly associated with richer media.  On the 
other hand, Seasonal messages (p = .008), which tend to be quite specific in terms of 
the ideas being communicated to the consumers, were associated with less rich media. 

In partial support of H2b, we found that product awareness tweets are indeed more 
likely to include photos (p = .00), but not URLs (p = .54), in order to support  
enhanced product recognition and recall.  

With respect to the effect of media richness on engagement—Hypothesis 3—we 
found a marginally significant effect of the former on weighted engagement (p = .089).  

Table 3. Hypotheses Testing 

Hyp. Specification P-Value Result 
H1a: Higher purchase involvement  Informational 

Strategy 
.00 Supported 

H1b: Lower purchase involvement  Transformation-
al Strategy 

.00 Supported 

H2a:  Abstract Content Categories  Richer Media  .00 Supported 
H2b: Product Awareness Messages  Photo/URL .00/.54  Partial 
H3:  Richer Media  Higher Engagement .089 Marginal 
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5 Discussion 

In this paper, we drew upon interdisciplinary theories from marketing, advertising, 
communication, and information systems to build a comprehensive framework. 
Amalgamating four constructs representing various components of a brand message, 
namely purchase involvement, messaging strategy, messaging content, and media 
richness, we aim to understand the effects of (i) purchase involvement on messaging 
strategy, (ii) messaging content on media richness, and (iii) media richness on con-
sumer engagement. Combining the various theoretical domains, we proposed and 
tested three sets of hypotheses, pertaining to each of these relations, using Twitter 
data from ten Fortune 500 companies across three industries, airlines, big box retail-
ers, and consumer packaged goods (CPGs). 

First, hypotheses testing—using both SPSS ANOVA and SPSS Regression—
revealed that brand purchase involvement significantly predicts the messaging strate-
gy employed by brands in their tweets, with high involvement brands using mostly 
informational messaging strategies and low involvement brands using mostly trans-
formational strategies. Second, our analysis of content categories showed that signifi-
cant relationships exist between the content of a brand tweet and the richness of the 
media type—text only, photo, video, or URL—included in the post. Specifically, 
abstract content categories are best combined with rich media in order to more effec-
tively communicate a brand’s message to the consumer. Also, product awareness 
messages are best combined with photos in order to reinforce product recall. Finally, 
we found marginal support for the hypothesis that the use of richer media result in 
higher engagement, thereby potentially underlining that creating a “fit” between con-
tent category and media type is more important than the media type per se.  

In sum, this study offers two main contributions. First by proposing and testing a 
multi-dimensional messaging framework, we aim to offer valuable and comprehen-
sive insights to both researchers and practitioners interested in social media market-
ing. We hope this framework will be useful for researchers in exploring additional 
social media platforms, also in exploring other relationships between the four compo-
nents—purchase involvement, strategy, content, and media type—of social media 
marketing, as well as in the importance of strategic fit among the components in order 
to establish high consumer engagement. Second, we hope that the proposed frame-
work can help managers better understand the diversity of messaging components and 
the potential for a very large number of variations available between these compo-
nents, as well as offer an analytical tool for assessing the nature of engagement asso-
ciated with each strategy and category. 
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Abstract. This paper is a review of literature relevant to the Internet, happiness, 
and social interaction. The definition of happiness is discussed, emphasizing its 
subjective quality, followed by a review of studies that have examined the cor-
relates of happiness. This is followed by a review of studies on internet use, 
happiness, and social interaction, which yields the conclusion that the internet 
can facilitate social communication and interpersonal connections, which is, in 
turn, associated with higher levels of happiness and well being. 
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1 Why Study Happiness and the Internet? 

Following the dawn of the new millennium, research on happiness increased dramati-
cally, largely spurred on by the fact that people increasingly rate happiness as a major 
life goal. For example, recent surveys have indicated that the strong majority of people 
across many countries rate happiness as more important than income [1]. Lyubomirsky 
[2] sums this research up, “…in almost every culture examined by researchers, people 
rank the pursuit of happiness as one of their most cherished goals in life” (p. 239).  

In addition, there is a large body of evidence that suggests situational factors, in 
particular wealth, play a surprisingly small role in determining happiness. Some sug-
gest that this may be the result of society moving into a post-materialistic phase, 
where basic needs have been largely met for many in industrialized countries, so pur-
suit of self fulfillment becomes more important [3]. 

Finally, there are number of studies that indicate that happy people, in general, 
have a positive effect on society. For example, there is evidence that happier people 
are more successful and socially engaged [4]. 

2 What Is Happiness? 

For the most part, researchers agree that happiness is inherently subjective, In fact, the 
term is often used interchangeably with “subjective well-being” (SWB) [5]. David 
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Myers [6], one of the leading researchers in the area, stated that happiness is 
“…whatever people mean when describing their lives as happy.” (p. 57). Despite the 
potential for ambiguity with such a definition, there is considerable agreement, at 
least across Western culture as to what happiness means [7]. Most people equate hap-
piness with experiences of joy, contentment, and positive well being; as well as a 
feeling that life is good, meaningful, and worthwhile [8]. 

As a consequence, self-report measures have served as the primary measure of 
happiness in most of the research we review. Examples include the Satisfaction with 
Life Scale (SLS), the Subjective Happiness Scale (SHS), and the Steen Happiness 
Index (SHI). Psychometric studies of these self-report measures indicate that they are, 
by and large, reliable over time, despite changing circumstances; they correlate 
strongly with friends and family ratings of happiness; and they are statistically relia-
ble. Sonja Lyubomirsky [8] sums this up, “A great deal of research has shown that the 
majority of these measures have adequate to excellent psychometric properties and 
that the association between happiness and other variables usually cannot be ac-
counted for by transient mood” (p. 239). These psychometric studies further illustrate 
the general agreement among people as to what constitutes happiness. 

One other interesting point regarding the definition of happiness and its measure-
ment is that mean happiness is consistently above a mid-line point in most popula-
tions sampled [5]. For example, three in ten Americans say they are “very happy”, 
only 1 in ten report that they are “not too happy”, and 6 in 10 say they are “pretty 
happy” [6]. Therefore, there appears to be a positive set-point, where most people 
appear to be moderately happy, and this is independent of age and gender [6]. 

3 What Predicts Happiness? 

Over the years, particularly during the last two decades, there have been a number of 
studies that set out to determine the correlates of happiness in an effort to determine 
what makes some people happier than others. We will review the variables that have 
been examined most frequently, and discuss their relationship to happiness. 

3.1 Individual Differences and Happiness 

Happiness is surprisingly stable over time [9] even with major changes in life  
circumstances [10], and there appears to be no time in life that is most satisfying [11]. 
These findings are consistent with research that indicates some individual difference 
traits are predictive of happiness. Further, happiness may also be strongly tied to ge-
netic predisposition. We now turn to a discussion of this research. 

Twin studies indicate that there is a strong genetic component in happiness  
[12, 13]. For example, Lykken and Tellegen [12] assessed the well being of twins at 
ages 20 and 30. They correlated the happiness scores between monozygotic twins at 
stage 1 with the score for their twin at stage 2 (cross time/cross twin) and found a 
correlation of .4, while the test-retest correlation where each twin’s score was corre-
lated with himself/herself was only .5. Further the cross twin/cross time correlation 
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for dizygotic twins was only .07. Therefore, heritability appears to account for a large 
part of the stability in happiness.  

As mentioned, some other individual difference measures have been found to con-
sistently correlate with happiness, in particular extroversion. For example, in a cross-
cultural study Lucas and colleagues found that extraversion correlated with positive 
affect in virtually all 40 nations they examined [14]. Extroversion, as a predictor of 
happiness, is strongly related to the literature to be discussed, which relates social 
interaction with happiness, in that there is a clear relationship between the number 
and quality of social relationships and happiness. One would expect that an extrovert 
would be more likely to seek out and form these types of relationships. 

Religiosity is another variable that has been found to consistently predict happiness 
[6]. In addition, those who report higher levels of religiosity tend to recover greater 
happiness after suffering from negative life events [15]. This finding has been found 
for peoples’ self reports of their degree of religiosity, and for behavioral measures 
such as Church attendance [6]. As with extroversion, the impact of religiosity may be, 
at least partly, explained by the importance of social interaction in determining happi-
ness, in that those who attend Church regularly, and interact with others in a positive 
social environment, are more likely to be happy [16]. Further, people often derive 
meaning and purpose from religious practices, which is another important correlate of 
happiness [6]. 

In addition to behavioral tendencies, with respect to individual differences, the re-
search of Lyubomirsky and colleagues provides substantial evidence that there are 
consistent differences between happy and unhappy people in the ways they process 
(“construe”) information. For example, studies from Lyubomirsky’s laboratory have 
found that happy people are less sensitive to social comparisons [17], tended to feel 
more positive about decisions after they were made [18], construed events more posi-
tively [19], and are less inclined to self-reflect and dwell on themselves [18]. This 
difference in information processing dispositions in happy vs. unhappy people is pre-
sumably one reason why the effects of circumstantial factors are relatively minimal. 

Another individual difference factor, which has been identified as important in 
predicting happiness, is the autoletic personality, which refers to people who tend to 
regularly experience “flow” [20]. Flow refers to a kind of experience that is engross-
ing and enjoyable to such a degree that it becomes “autoletic” – worth doing for its 
own sake [20]. The autoletic personality and the flow concept are consistent with the 
views of happiness researchers who have suggested that engagement is a fundamental 
component of a happy life [21]. 

3.2 Wealth and Happiness 

Common sense tells us that environmental variables, such as wealth, should have a 
strong influence on happiness. In fact, wealth has been examined in a number of stu-
dies as a potential correlate with happiness, both in comparisons of the wealthy with 
the non-wealthy, and in examination of the effect of changes in wealth on happiness.  
As we will see, wealth, in general, plays a surprisingly small role. 
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Many of these studies have found a small, but significant, relationship between 
wealth and happiness. However, the relationship appears to disappear once there is 
enough income to provide for basic needs. 

For example, Suh and colleagues found that those living in wealthier countries 
(where basic needs were met) were significantly happier than those in non-wealthy 
countries. However, within the wealthy and non-wealthy clusters there was virtually 
no relationship between the wealth of average individuals in a country and their re-
ported happiness [1]. In the United States, the wealthiest are barely above those with 
average income in reported happiness [22]. Further, changes in wealth appear to have 
virtually no impact on long-term happiness. One study, which compared Lottery win-
ners with those struck with traumatic events, found no differences in reported happi-
ness a short period of time after the event [23]. Finally, though the average income in 
the United States more than doubled between 1960 and 1990, the percentage of 
people describing themselves as “very happy” remained the same [24]. 

3.3 Social Interaction and Happiness 

The number and quality of social interactions and acquaintances has been found con-
sistently to have a strong and positive impact on happiness. For example, people  
report feeling happier when they are with others [25]. Further, a study conducted by 
the National Opinion Research Center found that 26% of those who reported having 
five or less friends reported being very happy, but the number jumped to 38% for 
those who reported having more than 5 friends [6]. Those who enjoy close relation-
ships also cope more effectively with various stressors [26]. 

Myers reports on a “mountain of data” (p. 62) that indicates that those who are 
married are, on average, happier and more satisfied with life. It appears this is particu-
larly true in comparison to those who are separated or divorced [6]. Studies on the 
relationship between marriage and happiness provide yet more support for the impor-
tance of social interactions on happiness.  

3.4 Volitional and Non-volitional Activities 

Before we consider the relationship between Internet activities and happiness we will 
consider one other interesting issue involving activities that are associated with  
happiness, by considering the role of volition. 

Lyubomirsky and colleagues propose a model of happiness, which poses that hap-
piness is the result of three primary sources: a) personal set point (genetic predisposi-
tion); b) circumstances; and c) intentional activities [4]. 

We have discussed the importance of genetic pre-disposition but have made no  
distinction between circumstances (e.g., life events) and intentional activities (e.g. 
exercising). According to Lyubomirsky and colleagues [4] “…circumstances happen 
to people, and activities are ways that people act on their circumstances.” p. 118. 

Although it is very difficult to operationalize given activities as volitional or not 
[4], we mention this distinction because it has important practical implications. Spe-
cifically, if volitional activities can impact long term happiness then presumably, 
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happiness can be changed. That is, people can have some control in affecting their 
own happiness. 

In fact, Lyubomirsky and colleagues have some initial support for their model, in 
that they have found that relatively short-term happiness “interventions” can have a 
positive effect on well being. In one case they asked students to carry out acts of 
kindness and, in the other case they asked students to consider what they were grate-
ful for [4].  

Interestingly, this leads to our discussion of the Internet and happiness, in that there 
was a similar study, which examined the effect of relatively simple happiness inter-
ventions. This study was conducted completely over the Internet. Participants were 
recruited, given the materials describing the activity, and asked to complete a survey 
that used ratings to measure happiness, completely online. Despite the relatively sim-
ple and short-term nature of the intervention, participants who were asked to identify 
their “signature strengths” and then carry out activities associated with these 
strengths, and those who were encouraged to daily recall things for which they were 
thankful, had increased levels of happiness and decreased levels of depression, com-
pared to a control group six months later [21].  

4 Happiness and the Internet 

Studies that have examined the relationship between the Internet and happiness have 
been conducted at least since the relatively early days of the World Wide Web. Most 
of these have focused on communication/collaborative activities and the internet. As 
we mentioned, these types of activities have been found in non-internet studies to be 
strongly related to happiness. Consequently, our discussion will focus on the internet 
as a tool for communication and collaboration as this relates to happiness. 

4.1 The Internet Paradox 

In 1998 Kraut and colleagues reported the results of a reasonably extensive study of 
early World Wide Web users where they followed the activity of mostly first time 
Internet users over a period of years. Researchers administered periodic question-
naires and server logs indicating participant activity on the web were analyzed. (Par-
ticipants were provided with free computers and internet connections) [27]. 

Over all, the results showed that the Internet had a largely negative impact on so-
cial activity in that those who used the Internet more communicated with family and 
friends less. They also reported higher levels of loneliness. Interestingly, they also 
found that email, a communication activity, constituted the participants main use of 
the Internet. The researchers coined the term “internet paradox” to describe this situa-
tion in which a social technology reduced social involvement.   

These researchers speculated that this negative social effect was due to a type of 
displacement, in which their time spent online displaced face-to-face social involve-
ment. Although they note that users spent a great deal of time using email, they sug-
gest that this constitutes a low quality social activity and this is why they did not see 
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positive effects on well being [27]. They find further support for this supposition in a 
study reported in 2002, where they found that business professionals who used email 
found it less effective than face-to-face communication or the telephone in sustaining 
close social relationships [28].  

Since the time that this Internet paradox was identified, a number of studies over 
the next twelve years have found, fairly consistently, results that contradict the Kraut 
et al. results. More recent studies have indicated the potential positive social effects of 
the Internet and their relationship to well being. Further, the effect appears to be get-
ting stronger as the internet and the users mature. 

In fact, one of the first challenges to this Internet paradox was provided by Kraut 
himself when he published follow up results for participants in the original Internet-
paradox study, including data for additional participants. In this paper, “Internet  
Paradox Revisited,” researchers report that the negative social impact on the original 
sample had dissipated over time and, for those in their new sample, the Internet had 
positive effects on communication, social involvement, and well being [29]. There-
fore, it appears that the results of the original Kraut et al. study were largely due to the 
participants’ inexperience with the Internet. Within just a few years, American socie-
ty’s experience with the Internet had increased exponentially. Further, the Kraut  
studies concentrated on email, whereas there are many other social communication 
tools available on the modern web. 

4.2 Displacement versus Stimulation Hypothesis 

More recently, researchers have examined the relationship between on-line communi-
cation and users’ over all social networks, explicitly addressing the question of 
whether or not on-line communication “displaces” higher quality communication, or 
“stimulates” it. Presumably, the former would negatively effect well being, while the 
latter would enhance it [30].  

In this large scale study, over 1000 Dutch teenagers were surveyed regarding the 
nature of their on line communication activities, the number and quality of friend-
ships, and their well being. 

They found strong support for the stimulation hypothesis. More specifically, these 
researchers developed a causal model, which indicated that instant messaging lead to 
more contact with friends, which lead to more meaningful social relationships, which, 
in turn, predicted well being. Interestingly, they did not find this same effect for chat 
in a public chat room. They attributed this finding to the fact that participants reported 
that they interacted more with strangers in the chat room as compared to their interac-
tion with friends in with instant messaging [30].  

4.3 The Internet and Social Connectedness 

Despite studies, such as the one just mentioned, which have found a relationship be-
tween internet use and positive outcomes, there is still a great deal of press suggesting 
that the internet can effect users negatively, causing social isolation, and shrinking of 
social networks. This is purported to be especially true for adolescents [31].  
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Researchers with the Pew Internet and Daily Life Project set out to examine this 
concern directly in one of the most comprehensive studies of the effect of the Internet 
on social interaction, reported in 2009 [31]. Contrary to fears, they found that: 

• A variety of internet activities were associated with larger and more diverse core 
discussion networks. 

• Those who participated most actively with social media were more likely to inte-
ract with those from diverse backgrounds, including race and political view. 

• Internet users are just as likely as others to visit a neighbor in person, and they are 
more likely to belong to a local voluntary organization. 

• Internet use is often associated with local activity in community spaces such as 
parks and restaurants, and Internet connections are more and more common in such 
venues. 

Although these outcomes did not explicitly include happiness, they do support the 
contention that Internet activities can enhance the amount and quality of social rela-
tionships, which has been implicated in a number of studies as a strong and consistent 
predictor of happiness. 

5 Conclusions 

Though happiness is an inherently subjective construct, our review indicates that there 
is agreement among people as to what constitutes happiness and relatively simple and 
straightforward self-report measures of happiness are psychometrically sound. Re-
search using these measures has identified important predictors of happiness; includ-
ing predisposition and temperament measures that appear to be relatively fixed; and 
behavioral and processing variables that appear to be more amenable to change. 
Among these are social interaction variables, which have been found to be strongly 
and consistently predictive of happiness. A review of literature on the Internet, social 
communication, and happiness; indicates that the Internet can be a powerful tool for 
promoting numerous and high quality social interactions, which can positively impact 
well being. This effect appears to be growing stronger as Internet users and Internet 
culture matures. 
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Abstract. The concept of Enterprise 2.0 relates to the use of Web 2.0 
technologies such as blogs, social networks or wikis, in enterprises and it has 
been at the centre of several debates among the business community. 
Controversy aside, many enterprises have already openly adopted and 
supported the implementation of Web 2.0 technologies. This growing interest in 
the Social Web as a business resource has captured the attention of Small and 
Medium Enterprises (SMEs). This paper focuses on the adoption of Enterprise 
2.0´s practices inside SMEs and uses the Portuguese case as an illustration of 
the current scenario.  It examines the implementation of Web 2.0 tools inside 
Portuguese elite SMEs and provides guiding principles for the general 
proficiency of SME 2.0. 

Keywords: SMEs, Web 2.0, Enterprise 2.0. 

1 Introduction 

The term Enterprise 2.0 (E2.0), coined by McAfee [1], refers to the “use of social 
software platforms within organizations or between organizations, their business part-
ners and customers".E2.0 stands, thus, for the utilization of Web 2.0 tools within en-
terprises. There is a plethora of Web 2.0 technologies that can be used for business 
purposes such as wikis, blogs, Really Simple Syndication (RSS), social bookmarking, 
podcasts, and social networks. The advantages of incorporating Web 2.0 applications 
in business are manifested in four core levels: innovation, growth, transformation of 
customer relationship and cost reduction [2].  

SMEs; account for 90% of all companies in the United States of America and 99% 
of enterprises in Europe [3]. Hence, the examining of the proliferation of E2.0 de-
mands the analysis of SMEs and their own practices of Web 2.0 adoption. There is a 
significant parcel of SMEs that are investing in a proactive attitude toward Web 2.0 
technologies' adoption as a manner of addressing their existing knowledge scarcity [4] 
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SMEs present a relatively low survival rate. Despite the large number of SMEs that 
emerge every year, only 40% of them survive 10 years [5]. These companies operate in 
an increasingly complex and competitive market which makes their survival challeng-
ing [6].  Thus, given the lack of resources and limited innovation capacities of SMEs, 
E2.0 may be a way  to overcome the current difficulties, as it promotes knowledge 
sharing, internal and external communication [7], collaboration, and productivity, as 
well as a greater proximity to the market [5]. Web 2.0 technologies are not only free or 
cheap, but also simple and comfortable to use, which enables their adoption [7]. 

This paper begins by briefly examining the concept of E2.0 and its extension to 
SMEs. In order to ignite the outline of a global depiction of the adoption of Enterprise 
2.0 inside SMEs peculiar settings, this study presents an empirical research concen-
trating on the particular case of Portuguese elite SMEs. To conclude, this paper  
imports the results of this research and outlines a set of guidelines aimed at the suc-
cessful development of SME 2.0.  

2 Enterprise 2.0 

According to Frappaolo and Keldsen [8] there are three essential elements in the defi-
nition of E2.0: collectivity, in the sense that the harnessing of Web- based technology 
warrants the existence of a system to succeed; Swiftness and agility, that account for 
E 2.0's flexible nature and user-friendliness; and the notion of extended enterprise, 
which encompasses enterprises themselves, and their relation with other companies, 
their costumers or partners. Hence the definition that they provide states that E2.0 is " 
a system of Web-based technologies that provide rapid and agile collaboration, in-
formation sharing, emergence, and integration capabilities in the extended enterprise." 
[8].. The development of a business strategy that includes Web 2.0, demands the en-
gagement of several stakeholders: the enterprise, its customers, partners and also 
competitor companies. The participation of all these parties enables the creation of 
network of information sharing and social knowledge [9].  

3 SMEs and Web 2.0 

As Levy and Powell [6]  argue , SMEs’ strategies tend to be emergent, informal, and 
based on reactive decisions. Their strategies are, above all, focused on surviving. On 
the other hand, these companies are characterized by a high level of flexibility and 
innovation that can mitigate the weaknesses that have been highlighted. The fact that 
Web 2.0 tools are mainly free of charge and easy to use, makes them an important 
ally for SMEs. The technical accessibility of Web 2.0 and employees' familiarity with 
tools in their private lives are some of the forces driving E2.0's deployment [7]. 

3.1 The Benefits of Using Web 2.0 in SMEs 

Gagliardi [9] conducted a study on SMEs from France, Italy, Poland and Spain from 
several activity sectors that amounted to 85 questionnaires in total. The author reports 
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that the adoption of Web 2.0 technologies inside SMEs remains timid and as a com-
plement to other innovative tools. "SMEs see this technology with particular interest 
concerning the potential offered but they are also concerned about making the firm's 
boundaries more porous." [9]. 

SMEs face challenges at several levels, namely in terms of knowledge manage-
ment, reduced degree of knowledge transfer, insufficient information on communica-
tion and cooperation practices. Additionally, SMEs still employ more traditional  
methods of information sharing and communication. Hence, it is important to invest 
in new methods of corporate learning to guarantee that SMEs are empowered to ad-
dress these issues. [10]. One of the resources derived from E-Learning 2.0, are com-
munities of practice. Communities of practice have the potential to support innovation 
and enable the development of new skills inside SMEs. These communities are ideal 
instruments for corporate learning because they overcome space and time obstacles, 
two of the biggest impediments for training professionals [10]. Web 2.0 is also sug-
gested as a valuable solution for the isolation of SMEs, which are mainly faced with 
the need to solve their issues alone, namely in terms of training. Social networks and 
communities of practice have been often indicated as a viable answer [11]. 

Collaborative technology enhances intra and inter-enterprises' communication 
practices [12]. Software can pose a challenge to SMEs budget and IT capacity of re-
sponse. The notion of software as service benefits smaller companies which lack the 
capital and human resources to employ expensive and intricate softwares that were 
mainly designed for enterprises of significant size [7]. Social networks have proved 
their preponderance over traditional marketing in terms of word-of-mouth generation. 
Also social network sites have been demonstrating their value in creating revenue and 
platforms for online shopping [13]. Social network sites play an important role in the 
direct connection between customers and businesses, they enable the creation of 
communities and they are a important asset in information distribution and feedback 
collection [13]. The use of online social networks for business purposes obeys to a set 
of rules of its own that adapts the social nature of these sites with the intention of 
promoting sales and attract clients. Overall, it is important to encourage participation, 
to listen to what is being said about specific products and brands, to address negative 
feedback, to ensure a presence in mainstream websites and to use a professional, but 
informal tone [14]. 

3.2 Web 2.0 Challenges for SMEs 

There is a general tendency for SMEs to be significantly less prone to deploy 
pioneering technology than larger enterprises [15]. 

The consideration of Web 2.0 technology as a valuable business asset requires 
SMEs to be aware of the challenges that this union poses. The absence of control over 
the content that is created, edited and shared in Web 2.0 platforms constitutes one of 
the most significant issues in the full adoption of E2.0. SMEs are often concerned 
with matters related to Intellectual Property Rights that emerge from the use of Web 
2.0 instruments. Alongside with these issues of control, the ubiquitous character of 
Social Web's technology is often indicated as a heavy hurdle [4]. SMEs' reduced 
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human capital is sometimes seen as an impediment for the proliferation of E2.0, in the 
sense that it restrains internal networking [4]. Moreover the allocation of personnel 
for the management of social technology is challenging. The fact that the ratio of 
digital natives in management teams remains low is a deterrent for E2.0’s growth [4].  

The absence of relevant methods of assessment of Web 2.0’s effectiveness consti-
tutes an important downside of its deployment in business settings. It is important to 
underline that in terms of marketing efficacy, for example, the conventional evalua-
tion methodologies of success are inadequate to measure E2.0’s outcomes [13]. 

The benefits of E2.0 are not felt uniformly through the different economical sec-
tors. Certain businesses, such as construction or house maintenance services, have a 
more limited use for Web 2.0 technology than SMEs that specialize in IT consultancy 
or Web design, for example [7]. 

4 Methods 

The empirical evidence of Web 2.0 implementation inside SMEs is paramount both 
for researchers and practitioners. Hence to add to the current body of research on this 
subject, this study isolated a specific group of Portuguese SMES and questioned their 
employees as to the dissemination of Web 2.0 practices inside their enterprises. This 
group was composed of a sample of 438 companies which were selected from a total 
population of 1481 “excellence” companies. The “SME excellence” is an annual 
award which prizes the best SMEs in Portugal. The sample was obtained via a simple 
stratified sampling method to guarantee the representativeness of the selected SMEs. 
The participants were asked to respond to an online questionnaire focused on 
collecting demographic data, information on each company’s specific features and 
records on the corporate and personal usage of Web 2.0.  

5 Results 

The data, from the online questionnaire that was administered to 438 SMEs in Por-
tugal, purported that technologies such as blogs, wikis, RSS and podcasts have rea-
sonable levels of initial adoption.  

The survey was completed by 99 participants aged 31 to 54 years old. Around 70% 
of the respondents were male. In terms of their role inside their companies, about one 
third of all participants were CEOs and around 20% were part of management. The 
participants reported that privately, their use of Web 2.0 remains overshadowed by 
their use of email. Additionally, wikis and podcasts are in their initial stages of adop-
tion, while blogs and instant messaging are assuming a growing part in the private 
sphere of the respondents lives. The preponderance of conventional communication 
methods was equally evident, when the respondents were questioned about corporate 
communication: e-mail (circa 67%), telephone/mobile phone (circa 47%) and per-
sonal contact (circa 50%). This result is supported by De Saulles [7] conclusion that 
SMEs remain greatly dependent on electronic mail as their basic communication  
instrument. 
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With regard to the concept of E2.0 there was a significant division among the par-
ticipants, which became apparent in the different levels of knowledge about and im-
plementation of E2.0 (Figure 1).  

 

 

Fig. 1. Different levels of E2.0 adoption inside SMEs 

A relevant number (32%) of SMEs’ employees remains confused as to the defini-
tion of E2.0, what it entails exactly and the extent of its business value. Moreover, 
around 19% of the participants stated that despite having an elementary notion of 
what E2.0 amounts to, that knowledge is still insufficient cause for deciding to use it. 
Among those who declared that they were familiar with the term, there was still a 
significant part of them (20%) that does not use it in practice. Those on an initial 
phase of adoption account for 20% of the total respondents. The pioneers of E2.0 
implementation constitute 9% of the sample and state that E2.0 is well rooted inside 
their SMEs and its potential is being maximised. 

Furthermore, around 29% of survey participants confirmed that E2.0 implementa-
tion in their companies is integrated in their business strategy and takes advantage of 
the efforts of employees and top management. E2.0 shows a high level of dissemina-
tion in organizations’ departments. Also, 29% of respondents said their company had 
spread E2.0 practices while 79% of survey participants confirmed that their organiza-
tions have recently been focusing on these technologies. More than 92% were sure 
that the impact was positive. Finally, the data showed that 83% of study participants 
were satisfied or very satisfied with E2.0. This percentage rises to 100% in companies 
that have established E2.0 practices.  

6 Guidelines for SME 2.0 Effectiveness 

As stated in the  AT&T and Consulting [16] study, there is no "Holy Grail" of E2.0 
implementation, but there are certain measures that can be put in place to potentiate 
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the successful implementation of E2.0 in SMEs. These technologies present advan-
tages in terms of costs as they are mainly free or demand a low cost [7]. There is an 
outsourcing of innovation among customers, which may increase revenues and de-
crease cost. Additionally, there is sufficient motivation and a correct combination of 
incentives and organizational values involving all employees’ voluntary use [17].  

Culturally, SMEs must engage with flexible organizational structures and an open 
and innovative corporate culture [16]. In order to harness competitive advantage, 
these technologies should be integrated in the company's business strategy [18]. 

Every instrument that is used for marketing purposes needs to provide a clear and 
unequivocal account of its results. It is paramount to have the capacity to measure the 
effectiveness of Web 2.0 tools, namely in a context of fierce competitiveness, need 
for accountability and budgetary constraints. Given Web 2.0's interactive nature, the 
conventional marketing measures do not apply. One of the core elements of develop-
ing a thriving concept of SME 2.0 is the creation of suitable measurements [13]. 
Management represents a decisive role in the implementation of Information Tech-
nology (IT). The managers' impact is dictated by their mindset and their competences. 
Since managers play such a vital part in the adoption of innovative technology [15] it 
becomes imperative to engage them with Web 2.0, so that they can lead their compa-
nies towards SME 2.0. 

Employees must also be considered in this Web 2.0 adoption equation. Their rou-
tine problem-solving skills can benefit significantly from the information flow and 
sharing that Web 2.0 allows, improving their ability to address day to day issues [3]. 
The "generational turnover of entrepreneurs" [4] is expected to favor Web 2.0 tech-
nologies which will impact the future of E2.0. The generation commonly known as 
digital natives is likely to invest in the development of interactive and collaborative 
technologies [4]. SMEs' reduced human capital is sometimes seen as an impediment 
for the proliferation of E2.0, in the sense that it restrains internal networking. Moreo-
ver the allocation of personnel for the management of social technology is challeng-
ing [4]. Web 2.0 is people-centered, its improvement is dependent on the activity and 
engagement of its users. Similarly, SME 2.0 requires the employees of SMEs to  
actively interact with the Web 2.0 applications that their companies have chosen to 
implement [19].  

User participation is a underlying driver of Web 2.0 presence, according to the 
Web 2.0 reference framework proposed by Isaias, Miranda and Pifano [20], which 
consists of the following critical success factors: Users' inputs; Users' critical mass 
figures; Ease of use of component; Component feedback; Availability of content to 
justify users' access; User content addition features; User content development tools; 
and Revenue models. Since participation is greatly dependent on trust, SMEs should 
make an effort to develop acceptable levels of trust among their partners. A strategy 
that can be followed to create such trust is the exchange of information, the sharing of 
mutually beneficial knowledge [19].  

Stocker and Tochtermann [21] concluded in their study on the use of blogs among 
SMEs, that the employees were less inclined to read their enterprise blog, if its con-
tent was perceived as being significantly less important than their day to day work 
responsibilities. This raises an important issue in terms of real value for individual 
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productivity. It is paramount to ensure that whatever Web 2.0 tools might be used, 
their benefits must be clear to the employees. 

Albeit the nearly ubiquitous use of the internet in SMEs, there are certain Web-
based resources that remain untapped by enterprises of reduced size due to budget 
limitations and lack of skills. The technological innovation of SMEs must be derived 
from an in-depth knowledge of their needs, so that collaborative platforms can be 
created to assist organizational success [12]. Moreover, in order to fruitfully deploy 
Web 2.0 technologies, SMEs must undergo a transformation process that relies great-
ly on a mental model shift. Web 2.0 requires openness to the exterior to potentiate 
innovation. Hence SMEs must learn to look outside their own wall and people to 
search for more relevant resources [19]. 

7 Conclusion 

Fierce competition, budgetary constrictions and demand for IT innovation are conduc-
ing SMEs toward a path of Web 2.0 adoption. Similarly to what has been happening 
to larger companies and renowned brands, SMEs seem to be progressing in the  
direction of E2.0 precepts. 

The affordances of E2.0 have reshaped internal and external working relationships 
and practices. The benefits of E2.0 are manifested mainly in a closer relationship with 
customers, a more personalized product delivery, viral marketing and the collabora-
tive working routines. "Enterprise 2.0 is much more about businesses’ adoption of 
“2.0 mindsets” than with the consumer-facing side of the coin." [8]. As Web 2.0 tech-
nologies become increasingly popular in the business sector it is paramount to ex-
amine how SMEs are dealing with the changes it warrants and the benefits it allows.  

The assessment of Portuguese SMEs’ fluency in E2.0 depicts an initial concern 
with innovation and intent to employ Web 2.0 tools and projects the need for a broad-
er diagnose of Web 2.0’s level of incursion into small and medium businesses.  
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Abstract. Suggesting further reading materials is an application of 
recommendation. Considering context, current systems usually rely on topic 
information and related materials to propose options for users, while users 
behavior is also commonly used if log information is involved. However, the 
users interests, which are aroused by the content of the current article they read 
instead of what they have had, are seldom detected from the context, and they 
are usually the motive that readers want to read more. This paper presents an 
approach to detect readers’ interest from the current article they read and the 
users feedback of it. TED talks are utilized as the experimental materials. 
InterestFinder proposes interest keywords/keyphrases for each talk, where 
different kind of words and phrases are provided to it to find suitable candidate 
terms. Experiments show that the best setting proposed achieves a NDCG@50 
0.6392, and the detail results are discussed. Results conclude that considering 
both words and phrases in a proper selection criteria benifits, and finding 
conceptual keyphrases as interest terms is necessary to further improve the 
system performance. 

Keywords: interest analysis, reading recommendation, TED talk, keyword and 
keyphrase extraction. 

1 Introduction 

The Internet is a modern source for getting information. Because of the information 
explosion, how to satisfy users’ information need efficiently is very important. Good 
search engines or information retrieval systems can find related articles by queries, 
but users might need a sequence of querying operations just to fulfill their information 
need brought up by the current article. To save time and effort and to automatically 
provide reading materials for readers, we propose a research topic named “readers’ 
interest analysis” which aims to find possible further interest of readers after reading 
the current article. When browsing an article within a site, it is common for the site to 
suggest related articles that the reader might be interested in. For example, a reader of 
a movie review article is interested in where and when he could see this movie, and 
unless the review is from a professional movie website, it is often that the reader 
needs to search for the theater site and look up the time table manually as it may not 
be provided by the review article. Knowing the readers’ interest, i.e., the time table 
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and the theater of the movie (and there may be more interests) in the previous exam-
ple, help to create a satisfying reading process dynamically. 

Researchers have developed some content recommendation techniques. For exam-
ple, when browsing a video on YouTube, suggestions for related videos are on the 
side [1]. Sometimes suggestions are generated by extracting topical keywords from 
the current article [2]. However, this research is different from the previous ones from 
four aspects:  

1. Detecting interest terms instead of topical keywords. 
2. Finding users’ interest from the content of articles instead of the user behavior.  
3. Detected interest does not need to be internal (in the current article).  
4. The proposed method is not domain specific. 

Previously we developed InterestFinder, a prototype system, based on PageRank, 
tfidf score of words, and social interaction content to extract keywords that reflect the 
reader's interest of the current article [3]. In this paper, we improve InterestFinder by 
also extracting keyphrases instead of only keywords to capture more complete con-
cepts. For example, in the article introducing apple computers the keyphrase “apple 
computer” is extracted instead of the keyword “apple” or "computer". The quality of 
the extracting terms is also improved by considering coverage and coherence [4]. We 
further try to search interests from social media by the keyphrases proposed by Inte-
restFinder from the current article and its user feedback (internal keyphrases). The 
resulting articles will be sent to InterestFinder to find more interest keyphrases (exter-
nal keyphrases). These keyphrases can be utilized as the input to an article recom-
mendation system. The system flow is shown in Figure 1. 

 
 

 
 

Fig. 1. System flow. R.S. is a recommendation system, which is not included in this research 

2 Related Work 

Keyword extraction has been a popular research area. Natural language processing 
tasks including document categorization and summarization [5], indexing [6], infor-
mation retrieval, and text mining on social networking or micro-blogging services 
[7][8][9] have utilized keyword extraction techniques as a tool widely and explored 
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them intensively. Like these researches but more specifically, this paper focuses on 
extracting those keywords that are reader interests, and further, not only keywords but 
also keyphrases. Extracting interest keyphrases is the first step toward article recom-
mendation, i.e., reader interest prediction after article reading.  

The core of keyword extraction systems mainly depends on automatically learning 
word statistics in a document collection. Traditional approaches such as term frequen-
cy and inverse document frequency (tfidf) poses a strong baseline. Other interesting 
approaches such as the word graph presented by Mihalcea and Tarau [10], which  
uses connectivity of words in local document to extract keywords, and word graph by 
Liu’s research group [11], which extracts keyphrases by graph-based ranking me-
thods, all remind us that relations between words are useful clues for keyword extrac-
tion. Therefore in our core algorithm (InterestFinder), a semantic aware PageRank is 
designed to gives partial scores to the candidate terms when selecting interest keyp-
hrases.  

Recently, collaborative tagging or social tagging has grown in popularity among 
Web services and received much attention [12][13]. In their research, user (tagging) 
activity or tag frequencies were analyzed. In our research, we viewed the social inte-
raction content as a kind of social tagging which points out terms in the main article 
that are more likely to be interests.  

HEADY proposed by Alfonseca and his team [14], which generated the headline 
of news articles, is another concept to find keywords/keyphrases. It is an abstraction 
process for the original article. It considered the people, events, time, location, ob-
jects. Though HEADY focused on the generation process, the concept that parts of 
speeches are utilized to select useful terms is also adopted in this paper. 

3 Approach, Materials and Settings 

We utilized the materials from TED talks (http://www.ted.com) for experiments. The 
title, English transcript and user responses of each talk were extracted. These mate-
rials were then parsed by the Stanford parser and stemmed by the Porter stemmer. 
Experiments were performed with two sets of talks: one set includes all talks from 
TED (ALL), and the other set includes 500 talks of TED topic “technology” (TECH).  

By experimenting by the above different sets of terms, we expected to filter out 
noises and find more proper terms for extracting representative interest key-
words/keyphrases. As mentioned, these candidate interest keyword/keyphrases and 
their ranks were given by InterestFinder [3].  

Interest Finder is a system which proposes terms to indicate readers’ interest by 
exploiting social interaction content (e.g., reader responses) and words’ semantic 
features (e.g., content sources and parts of speech). The approach adopted by Interest 
Finder involves estimating topical interest preferences and determining the informa-
tivity between articles and their social content. Interst Finder considers quality res-
ponses which represent readers’ opinions to balance authors’ statements. The topical 
interest preferences were estimated by TFIDF, a traditional yet powerful measure 
shown in formula (1). Then semantic aware PageRank in formula (2) is used on can-
didates to find reader interest with the help of their interestingness scores. We con-
struct a word graph for both the article and social content. The word graph is 
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represented by a v-by-v matrix EW where v is the vocabulary size. EW stores norma-
lized edge weights for word wi and wj (Step (4) and (5) in Fig. 2). Note that the graph 
is directional (pointing from wi to wj) and that edge weights are the words’ co-
occurrence counts satisfying window size limit WS. We set the one-by-v matrix IP of 
interest preference model using interest preferences for words in Step (6) and initial-
ize the matrix IN of PageRank scores or, in our case, word interestingness scores in 
Step (7). Previous experiments has showed that the social interaction content and its 
proposed selection process help to accurately cover more span of reader interest [3]. 
InterestFinder works on words. However, compared to words, phrases usually 
represent more complete concepts. Therefore, in our experiments, we aim to find a 
 

 

Fig. 2. Determining readers’ words of interest by semantic aware PageRank 

procedure PredictInterest(ART,FB,IntPrefs,λ,α,N) 
(1) qualityFB=selectInformativeFB(ART,FB,IntPrefs) 
(2) Concatenate ART with qualityFB into Content 
//Construct word graph for PageRank 
(3) EWv ×v=0v ×v 
for each sentence st in Content 
        for each word wi in st 
          for each word wj in st where i<j and j-i ≤ WS 
      if not IsContWord(wi) and IsContWord(wj) 
(4a)        EW[i,j]+=1× m× srcWeight 
            elif not IsContWord(wi) and not IsCont-
Word(wj) 
(4b)        EW[i,j]+=1× (1/m)× srcWeight 
            elif IsContWord(wi) and not IsContWord(wj) 
(4c)        EW[i,j]+=1× (1/m)× srcWeight 
            elif IsContWord(wi) and IsContWord(wj) 
(4d)        EW[i,j]+=1× m× srcWeight 
(5) normalize each row of EW to sum to 1 
//Iterate for PageRank 
(6) set IP

1 ×v
 to  

[IntPrefs(w1), IntPrefs(w2), …,IntPrefs(wv)] 
(7) initialize IN

1 ×v
 to [1/v,1/ v, …,1/v] 

      repeat 
(8a)   IN’=λ× IN× EW+(1-λ)× IP 
(8b)   normalize IN’ to sum to 1 
(8c)   update IN with IN’ after the check of IN and IN’ 
until maxIter or avgDifference(IN,IN’) ≤ smallDiff 
(9) rankedInterests=Sort words in decreasing order of 
IN 
return the N rankedInterests with highest scores 
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procedure selectInformativeFB(ART,FB,IntPrefs) 
(1) ngramsart=generateNgram(ART) 
(2) Focused=findFocused(IntPrefs) 
(3) selectedSt=NULL 
for each sentence st in FB 
(4a)   ngramsst=generateNgram(st) 
(4b)   informativityco=Coverage-
evaluate(ngramsst,ngramsart) 
(4c)   informativityfo=Focus-evaluate(ngramsst,Focused) 
(4d)   append st into selectedSt if conditions hold 
   return selectedSt 

Fig. 3. Identifying quality reader responses 

proper way to include phrases into the candidates for InterestFinder in order to  
propose better keywords/keyphrases which indicate readers’ interest. 

                         
(1) 

                 

(2) 

We tried not to limit the source of interest words to the current talk and its res-
ponses. (i.e., internal keyphrases in Fig.1) To find other keywords/keyphrases (i.e., 
external keyphrases shown in Fig.1) to indicate possible readers’ interest not men-
tioned in the talk and responses, we searched from blogs and social media. Posts from 
blogs and social media serve as an bridge to link other possible related interests to the 
current article. It is common when people are interested in something new but not 
familiar with it, they may consult their friends who has been long time paying atten-
tion to it and try to know what they should start with. The idea is like that. We find 
people of the same interest group in social media from their posts which contain in-
ternal interest terms. Then we try to extract other interests mentioned by them. This is 
a process to find what “people who are interested in the internal interest terms are also 
interested in.” In this paper Engaget serves as the external source. These extracted 
interests are then treated as external interest keyphrases and will be proposed as the 
interest keyphrases together with the internal ones. 

In transcripts of talks, seven different sets of terms were considered as candidates 
of interest keywords and the performance of using these seven sets were compared in 
our experiments. These seven sets were composite of terms which are: 

1. noun phrases and verb phrases: (NP+VP)tech 
2. noun phrases and verb phrases (NP+VP) which contain words of parts of speech 

NN, NN, NNP, NNS, NNPS: (PN) tech 
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3. noun phrases and verb phrases (NP+VP) which contain words of parts of speech 
NN, NN, NNP, NNS, NNPS and other words (which are not phrases) of parts of 
speech NN, NN, NNP, NNS, NNPS: (PN+WN) tech 

4. words: (W) tech 
5. interest terms from (3) which contains words from (4), ranked by (3) first then (4): 

(PN+WN+W) tech 
6. using top 10 terms from (3) as the queries to Engaget, and find relevant posts,  

including post titles, post bodies and readers’ feedback. For each post, calculate tf-
idf scores of terms in these posts. Merge all posts and calculate the pagerank scores 
of composite terms. Select interest terms according to their pagerank scores and 
then tf-idf scores. Terms from Engaget are external keyphrases in Fig. 1: (EXT) tech 

Scores of terms for the above (a) to (f) are calculated from the talk set TECH, and 
those for the following 

7. noun phrases and verb phrases (NP+VP) which contain words of parts of speech 
NN, NN, NNP, NNS, NNPS and other words (which are not phrases) of parts of 
speech NN, NN, NNP, NNS, NNPS: (PN+WN) all 

are from the talk set ALL. 
To evaluate, three annotators annotates the interest keywords/keyphrases from the 

list proposed by InterestFinder. We treat these annotations as gold standard and calcu-
late the number of interest terms and NDCG (normalized discounted cumulative gain) 
to know the characteristics of this research problem and the ability of the proposed 
approach to rank the interest keywords/keyphrases. 

4 Experiment Results and Discussions  

We randomly select 10 TED talks for evaluation, shown in Table 1. After extracting 
all interet keyphrases from these talks, we ask annotators to label their interest from 
top 50 keyphrases. Sample top 10 keyphrases of one of these talks, “Shyam Sankar: 
The rise of human-computer cooperation”, are shown in Table 2. (Talk 1, 
http://www.ted.com/talks/shyam_sankar_the_rise_of_human_computer_cooperation.
html)  

Table 1. Ten talks for evaluation 

Talk Title 

1 The Rise of Human-Computer Cooperation 
2 The Case for Anonymity Online 
3 One Laptop per Child, Two Years on 
4 Reach into the Computer and Grab a Pixel 
5 The Astounding Athletic Power of Quadcopters 
6 One Very Dry Demo 
7 My Radical Plan for Small Nuclear Fission 
8 10 Top Time-saving Tech Tips 
9 Why Google Glass? 
10 Hack a Banana, Make a Keyboard! 
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Table 2. Sample interest keyphrases of Talk 1 

Rank Keyphrase Rank Keyphrase 

1 man and machine 6 Tim Huang 
2 machine 7 human-computer symbiosis 
3 foreign fighter 8 A computer science titan 
4 computer 9 Licklid 
5 Human 10 Cooper 

 
The numbers of the interest keyphrases labeled by the annotators from the top 50 can-

didates proposed by the setting (PN+WN) all are listed in Table 3. We found that the 
number of interest keyphrases varies among annotators and also among talks. The former 
conforms to our expectation as people have different interessts, and the latter tells us 
words and phrases in some topics are especially not proper to represent related interests. 

Table 3. Number of labeled interest keyphrases@50 

Annotator/Talk 1 2 3 4 5 6 7 8 9 10 AVG 
A 5 6 5 10 10 5 10 7 6 5 6.9 
B 11 3 4 5 5 11 9 3 4 2 5.7 
C 12 12 13 14 13 4 8 3 6 3 8.8 

AVG 9.3 7.0 7.3 9.7 9.3 6.7 9.0 4.3 5.3 3.3  

 
Table 4, 5, and 6 show the NDCG@10, 20, 50 of 10 talks from 3 annotators, re-

spectively. The performances of 7 settings in three tables show the same tendency.  
From experiment results of (W)tech, we find that some words do serve as good inter-
est terms. However, we also find that sometimes words cannot express a complete 
interest concept. (NP+VP)tech and (PN)tech attempt to find interest terms from 
phrases. (PN)tech uses a subset of candidates from (NP+VP)tech by applying a more 
strict selection criteria to noun and verb phrases. Experiments show that (PN)tech 
performs better than (NP+VP)tech as (PN)tech filters out phrases including pronouns, 
which are less possible to be interests. 

As words and phrases may serve as good candidates of interest key-
words/keyphrases, selecting interest terms from both of them is our next move. 
(PN+WN)tech takes both words and phrases which satisfy some part of speech re-
quirements into consideration. However, compared to (PN)tech, the performance of 
(PN+WN)tech decreases a bit, which tells that WN is not a good candidate word set for 
selection, at least, not good enough. Therefore, we additionally add W into 
(PN+WN)tech, i.e., (PN+WN+W)tech, to keep the candidate phrase set but enlarge the 
candidate word set. Experiments show that (PN+WN+W)tech outperforms 
(PN+WN)tech but only comparable to (W)tech. From results of annotator A, B, and C, 
we further find that though performances of (PN+WN+W)tech and (W)tech are compa-
rable, obviously annotator A prefers terms proposed from (W)tech while annotator C 
prefers that from (PN+WN+W)tech, both of which tell us using pure phrases will not 
bring us the best results. 

(EXT)tech includes candidate terms from the external source: Engadget. We have 
expected that involving the collaborative filtering would find us better interest terms 
that are not include in the original talk or its users’ feedback. However, topics of  
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retrieved articles and their comments are too diverse by querying with top 10 internal 
interest terms. The annotators have problems to link interest terms extracted from 
these articles to the original talk so that they can only select some general interest 
terms. Moreover, the proposed terms from Engadget include some commonly seen 
irrelevant terms in technology related social media or blog posts, such as display, 
iphone, and screen.  Experiments show that the performance of (EXT)tech drops a lot. 
We will need to solve the mentioned issues to well utilize external resources. 

The tfidf scores are important for InterestFinder. They calculate the topical interest 
preference and involve in the semantic aware PageRank as described in section 3. The 
postulation that enlarging the corpus for the tfidf calculation may help to detect topics 
more accurately is confirmed by the performance of (PN+WN)all. Using the ALL set, 
(PN+WN)all performs betther than other settings using the TECH set, which shows 
discriminative terms are also more likely to be interest terms. 

Figure 4 shows the NDCG@50 of each talk at the setting (PN+WN)all. The per-
formances vary and the individual difference among talks exists. For some talks, even 
performances among annotators vary a lot. This is because finding interests is a sub-
jective task. We may only expect the system to find interests which fit most people’s 
need. However, there are some talks whose performances are comparably low for 
labels from all annotators, like talk 8 and talk 10. We further analyze the proposed 
terms of these two talks and find some interesting phenomena. For talk 8, whose topic 
is about “tips”, it is difficult to find words or phrases to represent related interests. 
Words and phrases are too short to properly express tips or procedures and even they 
do, tips or procedures are usually not interests. In addition, talks like this could arouse 
more conceptual interests, such as “useful” and “helpful” that we may not find in 
talks. Terms for Talk 10 are of similar problem. Talk 10 describes an interesting idea 
and an interesting stuff, while the name of this stuff is not well written in the article. 
Instead, its components, functions, and usages are described in paragraphs. Therefore, 
the concrete interest keywords/keyphrases should be the name of this stuff but we 
cannot find a proper name of it from the talk; the conceptual interest terms could be 
“interesting”, “creative” sort of words which cannot be found either like in talk 8. 
Table 3 also shows that the proposed interest terms of talk 8 and talk 10 are less anno-
tated as readers’ interest in average. In fact, possible conceptual interest terms like 
“inspiring”, “amazing” are also commonly searched by TED users and they are 
tagged to some talks. Therefore, we will have to provide an approach which proposes 
the adjectives describing the overall comment, maybe sentiment, of the talk to enlarge 
the candidate interest term set. 

Table 4. NDCG@10 of 10 talks from 3 annotators 

Setting A B C AVG
(NP+VP)tech 0.1324 0.1485 0.0927 0.1246
(PN)tech 0.3350 0.2930 0.2574 0.2951
(PN+WN)tech 0.3073 0.3336 0.2236 0.2882
(W)tech 0.4904 0.4591 0.2018 0.3838
(PN+WN+W)tech 0.3827 0.4269 0.3034 0.3710
(EXT)tech 0.1921 0.3746 0.2348 0.2672
(PN+WN)all 0.5260 0.3927 0.3411 0.4199
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Table 5. NDCG@20 of 10 talks from 3 annotators 

Setting A B C AVG
(NP+VP)tech 0.2532 0.2884 0.2103 0.2506
(PN)tech 0.4442 0.3992 0.3143 0.3859
(PN+WN)tech 0.3915 0.3810 0.3025 0.3583
(W)tech 0.5715 0.4853 0.2582 0.4383
(PN+WN+W)tech 0.5084 0.4954 0.3936 0.4658
(EXT)tech 0.2526 0.4199 0.3229 0.3318
(PN+WN)all 0.6239 0.4629 0.4037 0.4968

Table 6. NDCG@50 of 10 talks from 3 annotators 

Setting A B C AVG
(NP+VP)tech 0.4558 0.4496 0.4365 0.4473
(PN)tech 0.5860 0.5581 0.5562 0.5667
(PN+WN)tech 0.5652 0.5374 0.5329 0.5452
(W)tech 0.6401 0.5940 0.4966 0.5769
(PN+WN+W)tech 0.6257 0.6017 0.5591 0.5955
(EXT)tech 0.3828 0.5229 0.5294 0.4784
(PN+WN)all 0.7298 0.5856 0.6021 0.6392
 
 

 

Fig. 4. NDCG@50 of (PN+WN)all for 10 talks 

5 Conclusion and Future Work  

Through the work we aimed to detect readers’ interest aroused from the current article 
they were reading. Keywords/keyphrases were used to represent the interests for fur-
ther reading materials recommendation. TED talks which usually contained novel 
topics were selected for experiments. We prepared several different sets of candidates 
for InterestFinder to extract interest terms. Experiments conclude that words and 
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phrases could both be good terms to describe interests. However, specific words are 
necessary for representing a concept, while precision or relativeness is the require-
ment when selecting interest phrases. The proposed approach achieves an NDCG@50 
of 0.6392.  

We found that this research problem can actually be divided into three problems. 
The first is “where can we find candidate interest terms?” External sources should be 
considered in a suitable way. Then the second is “what kind of words/phrases can 
represent an interest?” After we found terms which may represent interests, we further 
need to solve the problem “which interest terms among them have some kind of rela-
tions with the current article?” Focusing on these three problems and solving them 
will be our next step to propose better interest keywords and keyphrases. 

From results we know that characteristics of the articles may determine their  
related interest terms. Considering article types when selecting interest terms could be 
useful. In addition, conceptual terms which tell the overall feelings after reading  
articles such as “inspiring” and “funny” could also be interest terms. Integrating sen-
timent analysis technique and searching from the tagxonomy of talks to provide this 
kind of interest terms is our next goal. 
 
Ackowledgements. Research of this paper was partially supported by National 
Science Council, Taiwan, under the contract NSC101-2628-E-224-001-MY3. 

References 

1. Davidson, J., Liebald, B., Liu, J., Nandy, P., Van Vleet, T., Gargi, U., Gupta, S., He, Y., 
Lambert, M., Livingston, B., Sampath, D.: The YouTube Video Recommendation System. 
In: Proceedings of the Fourth ACM Conference on Recommender Systems (RecSys 2010), 
pp. 293–296 (2010) 

2. Phelan, O., McCarthy, K., Smyth, S.: Using Twitter to Recommend Real-Time Topical 
News. In: Proceedings of the third ACM Conference on Recommender systems (RecSys 
2009), pp. 385–388 (2009) 

3. Huang, C., Ku, L.-W.: Interest Analysis using Semantic PageRank and Social Interaction 
Content. In: Proceedings of the IEEE International Conference on Data Mining, SENTIRE 
Workshop (2013) 

4. Ding, Z., Zhang, Q., Huang, X.: Keyphrase Extraction from Online News Using Binary  
Integer Programming. In: Proceedings of the 5th International Joint Conference on Natural 
Language Processing (IJCNLP 2011), pp. 165–173 (2011) 

5. Manning, C.D., Schutze, H.: Foundations of statistical natural language processing. MIT 
Press (2000) 

6. Li, Q., Wu, Y.-F., Bot, R., Chen, X.: Incorporating Document Keyphrases in Search Re-
sults. In: Proceedings of the Americas Conference on Information Systems (2004) 

7. Li, Z., Zhou, G., Juan, Y.-F., Han, J.: Keyword Extraction for Social Snippets. In: Proceed-
ings of the WWW (WWW 2010), pp. 1143–1144 (2010) 

8. Zhao, W.X., Jiang, J., He, J., Song, Y., Achananuparp, P., Lim, E.-P., Li, X.: Topical 
Keyword Extraction from Twitter. In: Proceedings of the ACL (ACL 2011), pp. 379–388 
(2011) 



 Finding Keyphrases of Readers’ Interest Utilizing Writers’ Interest in Social Media 193 

9. Wu, W., Zhang, B., Ostendorf, M.: Automatic Generation of Personalized Annotation 
Tags for Twitter Users. In: Proceedings of the NAACL, pp. 689–692 (2010) 

10. Mihalcea, R., Tarau, P.: TextRank: Bringing Orders into Texts. In: Proceedings of the 
EMNLP, pp. 404–411 (2004) 

11. Liu, Z., Huang, W., Zheng, Y., Sun, M.: Automatic Keyphrase Extraction via Topic  
Decomposition. In: Proceedings of the EMNLP, pp. 366–376 (2010) 

12. Golder, S.A., Huberman, B.A.: Usage Patterns of Collaborative Tagging Systems.  
Information Science 32(2), 198–208 (2006) 

13. Halpin, H., Robu, V., Shepherd, H.: The Complex Dynamics of Collaborative Tagging.  
In: Proceedings of the WWW, pp. 211–220 (2007) 

14. Alfonseca, E., Pighin, D., Garrido, G.: HEADY: News Headline Abstraction Through 
Event Pattern Clustering. In: Proceedings of the 51st Annual Meeting of the Association 
for Computational Linguistics (ACL 2013), pp. 1243–1253 (2013) 



F.F.-H. Nah (Ed.): HCIB/HCII 2014, LNCS 8527, pp. 194–205, 2014. 
© Springer International Publishing Switzerland 2014 

The Role of Interactivity in Information Search  
on ACG Portal Site 

Juihsiang Lee1,2 and Manlai You3 

1 Department of Digital Multimedia Design, China University of Technology, China 
2 Graduate School of Design, National Yunlin University of Science and Technology, China 

3 Department of Industrial Design,  
National Yunlin University of Science and Technology, China 

Juihsiang Lee, leockmail@gmail.com 

Abstract. The purpose of this study is to examine the relationships between 
three dimensions of interactivity (user control, responsiveness and connected-
ness) and consumers’ perceived value composed of utilitarian and hedonic  
values on ACG resources searching, finally determining the level of overall  
satisfaction on using interactivity features in ACG portable site service. A total 
of 430 respondents participated and the usable sample size was 136 of goal-
directed users and 180 of experiential users, after the screening process. The  
results indicate that both perceived utilitarian and hedonic values have a posi-
tive effect on satisfaction in the ACG portal site. But goal-directed users more 
concern about utilitarian than hedonic value, and experiential users more  
concern about hedonic value than utilitarian. 

Keywords: ACG, Perceived interactivity, Goal-directed, Experiential. 

1 Introductory 

Effective communication with customers is the key to successful business. One of the 
most important factors for effective communication is known as interactivity (Yoo, 
Lee, & Park, 2010). In the real world shopping, consumers no longer interact with 
salespeople or have a direct physical experience of a store and its products. Instead, 
their experience is mediated through the web, using a graphical display without any 
face-to-face interaction with the e-vendor. Interactivity is therefore the central to these 
emerging computer mediated environments. 

Novel applications of website interactivity are important to attract and retain online 
users. High accessibility to Internet technology and popularization of focus media has 
given rise to various emerging subcultures among the younger generation who  
constantly seek novelty. 

Japanese manga, anime, games, and related consumer electronic devices which target 
the younger generation not only attract much more Japanese young male enthusiasts 
(Sangani, 2008) but are also popular in the overseas markets (Niu, Chiang, & Tsai, 
2012), especially the ACG (animation, comic, game) users from Asia, whom would 
searching information to Japanese platform to get first hand resources aggressively. 
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As Niu et al. (2012) portrayed, in Taiwan, in addition to Japanese culture and life-
style have being partly preserved from the time of Japanese colonization, the young 
peoples' behavior is greatly influenced by Japanese culture due to the powerful mar-
keting strategies and the communication of the Internet and mass media. 

In the current investigation we aim to test user perceived interactivity using a Japa-
nese ACG products sharing platform design. ACG products sharing platform is meant 
to solicit quick input/opinions and trial/demo reels from a web user, which is typically 
displayed for viewing by other visitors to the site. 

Acquire from Wolfinbarger and Gilly’s report (2000), a majority of Internet buyers 
are goal-oriented rather than the being experiential. And in the contrast, they also 
pointed out, ongoing hobby-type that’s why buyers online search engage in experien-
tial browsing. 

When pre-purchasing ACG products, dose the information search more hedonic 
than information search for manufactured goods of utilitarian? Dose choices of ACG 
products involve considerable emotional significance or instrumental benefits? 

The purpose of this study is to examine the relationships between three dimensions 
of consumers perceived interactivity and perceived value composed of utilitarian and 
hedonic, finally determining the level of overall satisfaction with ACG portal site 
service. And find out if there have differences between goal-directed and experiential 
users in the information search experience. 

Based on the prior literature, a model was proposed and structural equation model-
ing was conducted using Amos to evaluate the fit of the research model. Structural 
equation modeling is appropriate for this study, because the proposed relationships 
can be analyzed simultaneously for their associations. 

2 Literature Review  

2.1 Internet Users’ Searching Behavior  

Product information seeking often is portrayed as a critical early stage in the consum-
er buying process (Shim et al. 2001; Hodkinson et al. 2000; Haubl and Trifts 2000). 
For marketing departments, it is crucial to understand the determinants of information 
search behavior for designing effective marketing communication. 

Obtain from Rowley’s research (2000) in online shopping environments, consum-
ers looking for pre-purchase information can be engaged in two modes of seeking 
activity: browsing and directed search.  

After reviewed 5 offline and 4 online focus groups, Wolfinbarger & Gilly (2000) 
pointed out consumers shop with utilitarian, goal driven motives as well as for expe-
riential motives, such as fun and entertainment; in sum, they shop to acquire products 
or they shop to shop (Babin, Darden and Griffen 1994; Bloch and Richens 1983;  
Hirschman 1984; Hoffman and Novak 1996; Schlosser and Kanfer 1999).  

Sánchez-Franco & Roldán (2005) suggested that a user is influenced not only by 
utilitarian motives, but also by a feeling occurring while active on a medium in itself 
(i.e. flow). Although the influences of flow on attitudes and intentions are higher 
among experiential users than among goal-directed users, our results suggest that flow 
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might play an influential role in determining the attitude and intention towards usage 
within the web-based context. 

Drawing these distinctions between goal-directed and experiential behavior is  
particularly important in online environments, because the experiential process is,  
for many individuals, as or even more important than the final instrumental result 
(Hoffman & Novak, 2003). 

Table 1. Distinctions Between Goal-Directed and Experiential Behavior 

Goal-Directed Experiential 
Extrinsic motivation Intrinsic motivation 
Instrumental orientation Ritualized orientation 
Situational involvement Enduring involvement 
Utilitarian benefits/value Hedonic benefits/value 
Directed (pre-purchase) search Non-directed (ongoing) search; browsing  
Goal-directed choice Navigational choice 
Cognitive Affective 
Work Fun 
Planned purchases; repurchasing Compulsive shopping; impulse buys 

Source: (Hoffman & Novak, 2003) 

Hypothesis 1. Goal-directed and experiential users have different online searching 
experience on the same ACG portal site. 

2.2 Interactivity 

The Internet is by definition an interactive medium (Rust & Varki, 1996). An essen-
tial part of this interactive ability is the hyperlinks technique (namely, the ability to 
move from one place to another with a click on the mouse and so reach a new layer of 
information by a simple movement). 

Effective communication with customers is the key to successful business. One of 
the most important factors for effective communication is known as interactivity 
(Yoo, Lee, & Park, 2010).  

Although there have been many studies on interactivity under various contexts and 
disciplines, researchers still have mixed views on the concept of interactivity (Yadav 
and Varadarajan, 2005).  

Srinivasan et al. (2002, p. 42) operationalize interactivity as the availability and ef-
fectiveness of customer support tools on a website, and the degree to which two-way 
communication with customers is facilitated. 

Interactivity is central to Internet marketing communication. On the Internet, con-
sumers no longer interact with salespeople or have a direct physical experience of a 
store and its products. Instead, their experience is mediated through the web, using a 
graphical display without any face-to-face interaction with the e-vendor. Therefore, 
understanding users’ communication behavior in these emerging Computer Mediated 
Environments is important. 

Online interactivity can supplement online decision-making with added product in-
formation. Huang's research (2003) showed that interactivity increases control, curios-
ity, and interest. 
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Among the diverse online communication mechanisms, interactivity has played a 
noticeable role in constructing online users’ perceptions of Web interfaces (Jiang, 
Chan, Tan, & Chua, 2010). Perceived interactivity is measured by user evaluations of 
the interactivity of the evaluated website using the Measures of Perceived Interactivi-
ty (MPI) based on previous researches. 

McMillan (2005) define interactivity more broadly as the perceived direction of 
communication, control, and time. Yadav and Varadarajan (2005) define interactivity 
in the electronic marketplace as “the degree to which computer-mediated communica-
tion is perceived by each of the communicating entities to be (a) bi-directional, (b) 
timely, (c) mutually controllable, and (d) responsive.” 

Previous research by Lee (2005) has particular relevance to the current work. Lee 
identified (1) user control, (2) responsiveness, (3) personalization, and (4) connected-
ness as important components to interactivity in a mobile commerce setting. User 
control refers to the user’s ability to control the information display and content. Res-
ponsiveness refers to the site as being able to respond to user queries. Personalization 
concerns the mobile Internet site that enables the purchase of products and services 
that are tailored to the user and unique desires. Finally, perceived connectedness  
refers to whether customers share experiences regarding products or services offered 
with other visitors to the mobile site. We adopt these three components: user control, 
responsiveness, connectedness, to fit on the website environment. 

Although they call them in different ways, the three key elements are common 
across the researchers. Therefore, we propose that the three key elements of website 
interactivity will have a positive effect on user perceived interactivity of online ACG 
portal site. 

Hypothesis 2. Higher levels of user control in the ACG websites will have a posi-
tive effect on perceived interactivity. 

Hypothesis 3. Higher levels of responsiveness in the ACG websites will have a 
positive effect on perceived interactivity. 

Hypothesis 4. Higher levels of connectedness in the ACG websites will have a pos-
itive effect on perceived interactivity. 

2.3 Consequence of Perceived Interactivity 

The different ways of searching information arguably lead a consumer to browse 
different kinds of online contents in different kinds of ways, which is expected to 
have a number of behavioral outcomes, including purchasing (Hoffman & Novak, 
2009). 

Users visit websites not only for information, but also for entertainment. We identi-
fy utilitarian and hedonic two aspects of Web performance from the definition by 
Huang (2003, p. 429-430): “The utilitarian aspect of Web performance is the evalua-
tion of a website based on the assessment by users regarding the instrumental benefits 
they derive from its non-sensory attributes. It is related to the performance perception 
of usefulness, value, and wisdom (Batra & Ahtola, 1990). Utilitarian performance 
results from user visiting a site out of necessity rather than for recreation; therefore, 
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this aspect of performance is judged according to whether the particular purpose is 
accomplished (Davis, Bagozzi, & Warshaw, 1992; Venkatesh, 2000). 

The hedonic aspect of Web performance is the evaluation of a website based on the 
assessment by users regarding the amount of fun, playfulness, and pleasure they expe-
rience or anticipate from the site. It reflects a website’s entertainment value derived 
from its sensory attributes, from which users obtain consummatory affective gratifica-
tion (Batra & Ahtola, 1990, Crowley, Spangenberg, & Hughes, 1992). A website 
performs well in the hedonic aspect when users perceive the site to be enjoyable in its 
own right, apart from any performance consequences that maybe anticipated (Davis et 
al., 1992; Igbaria, Schian, & Wieckowski, 1994; Venkatesh, 2000)”. 

Hypothesis 5. Perceived interactivity of ACG websites will have a positive effect 
on utilitarian value. 

Hypothesis 6. Perceived interactivity of ACG websites will have a positive effect 
on hedonic value. 

2.4 Website Satisfaction 

Satisfaction is a post-consumption evaluation based on the comparison between the 
expected value in the pre-consumption stage and the perceived post-consumption 
value after the purchase or after the use of services or products (Oliver, 1981; Ravald 
and Gröroos, 1996). This is especially true for companies selling goods and services 
on their websites. Customers must be satisfied with their experience with the website 
or they will not return. A qualitative study of online pharmacy patrons found that 
website quality attributes of customer service, product cost/availability, and online 
information systems were associated with customer satisfaction (Yang et al., 2001). 

In this study, specific online experiences were significant predictors of e-
satisfaction in the following order of strength: interactivity, utilitarian, hedonic, and 
product information. 

Hypothesis 7. Perceived higher levels of utilitarian value in the ACG websites will 
have a positive satisfaction. 

Hypothesis 8. Perceived higher levels of hedonic value in the ACG websites will 
have a positive satisfaction. 

Therefore we propose the research model as fig 1, to examine the relationships  
between the constructs. 

 

 

Fig. 1. Proposed model 
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3 Methodology 

3.1 Sample and Data Collection 

As the literature points out that online ACG users tend to be younger and to have a 
higher level of education than conventional consumers (McKnight et al., 2002),  
the data were collected from a sample of digital multimedia design department  
students who are currently enrolled at a vocational universities of two sites in north 
Taiwan. 

NICONICO (www.niconico.jp) is a Japanese ACG portal site populated in Asia, 
This ACG portal website offer users the latest news of Japanese ACG related publish-
ing, sharing their artificial works with VAT (Video Annotation Tool) functions. A fair 
and open ranking system was trustworthy for users. 

A total of 430 volunteered respondents to take part in the study (303 female and 
127 male) two groups of goal-directed (score ≤ 21) and experiential (score ≥ 27) were 
differentiated with their reports score of six questions, the sample size of goal-
directed one is 136 the other one is 180. They were all familiar with the Internet and 
all have ACG portal site visited experience before.  

3.2 Measures 

The questionnaire consisted of the following five sections: (1) online ACG informa-
tion searching experience, (2) perceived interactivity, (3) perceived consumption val-
ue, (4) satisfaction. Since the population was limited to users who had at least one 
online ACG searching experience, the first part of the questionnaire was designed to 
screen out the participants into two different groups. 

The evaluation of the information searching experience was measured using a  
6-item (Q1_1~Q6_1) two-factor 7-point semantic differential self-report scale to  
distinct goal-directed or experiential approach the user is (see table 2).  

To analyze the relationship among these variables and examine the fitness of  
the conceptualized framework, this study conducts online ACG portal websites,  
niconico, as the sharing platform. The operational definition of each variable is  
tailored to fit the characteristics of online ACG portal sites and shown in the  
table 2.  

The questionnaire is designed in Likert 7 point scale and adjusted according to re-
searches on e-commerce. Participants are asked to fill in the questionnaire and indi-
cate their current situation for each variable item (1 = strong disagreement and 7= 
strong agreement). The higher score the respondents indicated, the more they agree 
with these questions. 1 means that the subject disagrees highly with the questions 
while 7 signifies high agreement. 
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Table 2. Questionnaire for survey 

(1) Online searching experience Items Based on (Novak, Hoffman, & Duhachek, 2003) 
Q1_1. I visit an ACG portal site, most of the reason by my extrinsic motivation or intrinsic motivation 

Extrinsic or Intrinsic 
Q2_1. I visit an ACG portal site, cause of the reason by its instrumental orientation or my ritualized 
orientation                                                                                                
Instrumental or Ritualized 
Q3_1. I visit an ACG portal site, cause of the reason by its situational involvement design or my endur-
ing involvement                                                                                           
Situational or Enduring 
Q4_1. I visit an ACG portal site, cause of the reason by its utilitarian benefits/value or hedonic bene-
fits/value?                                                                                                 
Utilitarian or Hedonic 
Q5_1. I visit an ACG portal site, cause of the reason by my directed search or non-directed browsing?  

Directed (pre-purchase) or Non-directed (ongoing) search 
Q6_1. I visit an ACG portal site, cause of the reason by its cognitive reason or emotional affect?  

Goal-directed choice or Navigational choice 

Construct Question 

(2) User Con-
trol (Based 
on Lee, 
2005) 

UCL1. I was in control over the content of this website that I wanted to see  
UCL2. I was in control over the information display format, condition when using 
this website 
UCL3. I was in control over the order of this web pages that I wanted to browse 
UCL4. I was in control over the personal homepage of this web site for my revisit 
next time 
UCL5. I was in control over the clips sharing what I want 

(2) Responsive-
ness (Based 
on Lee, 
2005; John-
son et al., 
2006) 

RES1. The information shown when I interacted with the site was relevant  
RES2. The information shown when I interacted with the site was appropriate  
RES3. The information shown when I interacted with the site met my expecta-
tions  
RES4. The information shown when I interacted with the site was useful  
RES5. The information feedback instantly when I interacted with the site 

(2) Connected-
ness (Based 
on Lee, 
2005) 

CON1. Customers share experiences about the product or service with other 
customers of this website  
CON2. Customers of this website benefit from the community visiting the web-
site  
CON3. Customers share a common bond with other members of the customer 
community visiting the website  
CON4. Customers share opinions from the video annotation tool of this website 
CON5. Customers affect wider searching from the online discuss of this website  

(3) Utilitarian 
(Based on 
Yoo et al., 
2010) 

UTI1. I accomplished just what I wanted to do on this searching trip 
UTI2. While searching, I found just the item(s) I was looking for 
UTI3. While searching, I found the information update instantly 
UTI4. The rankings I found has significant influence 

(3) Hedonic 
(Based on 
Yoo et al., 
2010) 

HED1. I continued to search online, not because I had to, but because I wanted to 
HED2. During online searching, I felt the excitement of the hunt 
HED3. During online searching, I was able to forget my problems 
HED4. The community discussions I found were interesting 

(4) Satisfaction 
(Based on 
Yoo et al., 
2010) 

SAT1. Overall of this website searching  was good decision 
SAT2. Overall of this website searching  was satisfying 
SAT3. Overall of this website searching  was enjoyable 
SAT4. Overall of this website searching was easy to find informations 
SAT5. Overall of this website service  was satisfying 
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3.3 Model Evaluation and Modification  

Structural equation modeling was conducted using Amos 21.0 to evaluate the fit  
of the research model (Fig. 1). Structural equation modeling is appropriate for this 
study, because the proposed relationships can be analyzed simultaneously for their 
associations. 

When conducting SEM, researchers often first evaluate the measurement model 
(whether the measured variables accurately reflect the desired constructs or factors) 
before assessing the structural model. As noted by Thompson (2004), it makes little 
sense to relate constructs within an SEM model if the factors specified as part of the 
model are not worthy of further attention? (p.110). In many cases, problems with 
SEM models are due to measurement model issues. 

Confirmatory factor analysis provided satisfactory support for the six-construct model. 
The factor loadings associated with each of the six constructs all exceeded 0.50 and were 
significant at the 0.01 level. And all the value of C.R. in the range of 0.8~1. All the AVE 
value in the range 0.538~0.902. Only one item of the ‘connectedness’ construct with 
large standardized residuals were removed, resulting in the retention of 4 items, with four 
to five items per construct (see Table 3). Discriminant validity among the six constructs 
was assessed by comparing the fit with Hair, et al (2009), Fornell and Larcker (1981) 
suggested value (factor loadings > 0.5, C.R > 0.6, AVE > 0.5, SMC > 0.5) all are passed. 

Table 3. The valid analysis of constructs 

Construct Item 
Unstandardized 
Factor Loadings 

S.E. 
C.R. 

(t-value)
P 

Standardized 
Factor Load-
ings 

SMC C.R. AVE 

User con-
trol 

UCL1 1.000  0.812  0.659 

0.851 0.538 

UCL2 0.873  0.050 17.501 *** 0.813  0.661 
UCL3 0.784  0.054 14.640 *** 0.693  0.480 
UCL4 0.672  0.059 11.411 *** 0.557  0.310 
UCL5 0.856  0.052 16.314 *** 0.761  0.579 

Respon-
siveness 

RES1 1.103  0.047 23.244 *** 0.872  0.760 

0.924 0.709 

RES2 1.000  0.853  0.728 
RES3 1.066  0.050 21.474 *** 0.831  0.691 
RES4 1.012  0.047 21.325 *** 0.828  0.686 
RES5 1.023  0.048 21.255 *** 0.826  0.682 

Connec-
tedness 

CON1 1.000  0.853  0.728 

0.902 0.697 
CON2 0.945  0.045 21.161 *** 0.845  0.714 
CON3 0.891  0.047 19.077 *** 0.787  0.619 
CON5 0.994  0.046 21.400 *** 0.852  0.726 

Utilitarian 

UTI1 1.000  0.820  0.672 

0.875 0.638 
UTI2 1.002  0.052 19.178 *** 0.848  0.719 
UTI3 1.038  0.056 18.627 *** 0.824  0.679 
UTI4 0.822  0.054 15.110 *** 0.695  0.483 

Hedonic 

HED1 1.000  0.837  0.701 

0.842 0.575 
HED2 1.007  0.056 17.932 *** 0.847  0.717 
HED3 0.900  0.069 12.994 *** 0.620  0.384 
HED4 0.820  0.054 15.089 *** 0.704  0.496 



202 J. Lee and M. You 

Table 3. (Continued.) 
 

Satisfaction 

SAT1 1.000  0.819  0.671 

0.893 0.625 

SAT2 0.986  0.055 17.802 *** 0.781  0.610 
SAT3 0.960  0.052 18.357 *** 0.800  0.640 
SAT4 0.910  0.056 16.239 *** 0.727  0.529 
SAT5 1.014  0.053 19.033 *** 0.823  0.677 

Interactivity 

User 
control 

1.000  
   

0.986  0.972 

0.965  0.902  
Respon-
siveness 

0.873  0.050 17.377 *** 0.930  0.865 

Connec-
tedness 

0.895  0.050 17.810 *** 0.933  0.870 

The construct of perceived interactivity examined in the second order factor con-
firmatory analysis is good to fit than examined in first order CFA, see Table 4. 

Table 4. The Indicators of Model Fit 

Second order CFA Model X2 DF X2/DF GFI AGFI CFI RMSEA 

1. Null Model 4630.909 91 50.889 0.177 0.050 0.000 0.341 

2. First Order Single Factor 
Analysis  

351.656 77 4.567 0.871 0.824 0.8853 0.091 

3. First Order Three Factor 
Analysis uncorrelated 

1158.472 77 15.045 0.758 0.670 0.762 0.181 

4. First Order Three Factor 
correlated 

147.803 74 1.997 0.952 0.932 0.980 0.063 

5. Second order Factor 
Confirmatory Analysis 

147.803 74 1.997 0.952 0.932 0.984 0.048 

suggest value 
The smaller 
the better 

The bigger 
the better 

< 5 > 0.8 > 0.8 > 0.9 < 0.08 

As researchers try to estimate the value of path coefficients in SEM, Hancock &  
Nevitt (1999) suggested bootstrapping more than 250 times at least. In this study,  
we implement bootstrapping 1000 times. In AMOS bootstrap, it offers two methods  
for estimate, one is Bias-corrected Percentile Method, and other is Percentile Method. 
Table 5 shows the value that no one exceed 1 from lower to upper level. Thus, discrimi-
nant validity was assessed to ensure that a construct differed from others (see table 5). 

Table 5. Discriminant Validity of reflective constructs 

Parameter Estimate
Bias-corrected Percentile method 

Lower Upper Lower Upper 
Satisfaction <--> Interactivity 0.857 0.786 0.919 0.784 0.919 
Utilitarian <--> Interactivity 0.935 0.888 0.974 0.884 0.973 
Utilitarian <--> Hedonic 0.914 0.849 0.980 0.838 0.974 
Utilitarian <--> Satisfaction 0.900 0.821 0.958 0.824 0.961 
Hedonic <--> Satisfaction 0.922 0.866 0.980 0.857 0.971 
Hedonic <--> Interactivity 0.916 0.857 0.970 0.848 0.961 
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Finally the model fit provided satisfactory support for the fixed proposed model 
(χ2 = 714.577; df = 317***, Normed Chi-sqr (χ2/DF) = 2.254, GFI = 0.087, AGFI 
= 0.886, RMSEA = 0.054, SRMR = 0.032) . 

4 Results 

The results of the structural equation modeling reveal the following three findings. 
First, user control, responsiveness, connectedness, the three dimensions of interactivi-
ty are positive affect users perceived in online ACG interactive environments, and 
almost no difference between goal-directed and experiential users (factor loadings of 
G group 0.984:0.971:0.964, see table 6; E group 0.988:0.789:0.808, see table 7). 

Second, this study confirms that perceived interactivity has a significantly positive 
effect on utilitarian and hedonic value creation in online ACG information searching 
environments. Almost no difference between goal-directed and experiential users 
(factor loadings of G group 0.957:0.986, see table 7; E group 0.87:0.71, see table 7).  

Finally, both perceived utilitarian and hedonic values have a positive effect on  
satisfaction in the ACG portal site. But goal-directed users more concern about utilita-
rian than hedonic value (factor loadings 0.74:0.25, see table 6), and experiential  
users more concern about hedonic value than utilitarian (factor loadings 0.55:0.38, see 
table 7). 

Table 6. Results of hypotheses tests within goal-directed group 

Construct 
Standardized 
Estimate 

Unstandardized
Estimate 

S.E. C.R. P 

Utilitarian <-- Interactivity 0.957 0.946 0.088 10.714 *** 

Hedonic <-- Interactivity 0.986 1.013 0.093 10.948 *** 

User control <-- Interactivity 0.984 1 

Responsiveness <-- Interactivity 0.971 1.084 0.092 11.772 *** 

Connectedness <-- Interactivity 0.964 1.004 0.09 11.106 *** 

Satisfaction <-- Utilitarian 0.741 0.772 0.194 3.981 *** 

Satisfaction -- Hedonic 0.246 0.246 0.18 1.37 0.171 

Table 7. Results of hypotheses tests within experiential group 

Construct   

Standardized
Estimate 

Unstandardized
Estimate 

S.E. C.R. P 

Utilitarian <-- Interactivity 0.87 0.914 0.127 7.208 *** 

Hedonic <-- Interactivity 0.71 0.673 0.101 6.691 *** 

User control <-- Interactivity 0.988 1 

Responsiveness <-- Interactivity 0.789 0.749 0.106 7.053 *** 

Connectedness <-- Interactivity 0.808 0.717 0.105 6.859 *** 

Satisfaction <-- Utilitarian 0.378 0.444 0.12 3.685 *** 

Satisfaction <-- Hedonic 0.548 0.713 0.142 5.027 *** 
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5 Discussion 

As Wolfinbarger and Gilly (2000) pointed out, website design and strategy issues 
should be based on motivations and satisfiers for online buyers. Companies anxious to 
build experiential features and encourage customers to spend longer times at their site 
(or increasing "stickiness" as widely encouraged in industry publications) may be 
overlooking the fact that transaction-oriented customers can build ties to an online 
business even when they do not spend much time at a site.  

Because the Web mixes goal-directed and experiential behavior, our results can be 
used to develop and evaluate websites in terms of the extent to which they satisfy 
these two needs. 

This research has some limitations that need to be considered. First, the sample has 
not been proved representative of the general population. Thus, the results must be 
interpreted with considerable caution. Second, although the goodness-of-indices sug-
gest a good of the model to the data, future research is encouraged to test our instru-
ment across different settings. To do so, researchers are suggested to add more new 
items to the scale or to delete some of the existing ones, and to use alternate factors 
applicable to the research setting. 
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Abstract. This research paper focuses on factors which affect the continued use 
of social media technology. Using the Technology Acceptance Model, the 
Theory of Reasoned Action and the Theory of Planned Behavior, a research 
model was constructed which focused on a set of core constructs, including 
Perceived Usefulness, Social Norms, Self-Efficacy, and Attitudes and their 
overall impact on users Continuous Intent to Use social media technologies. 
Results will be shared with conference participants.  
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1 Introduction 

Much research in the last three decades has investigated the acceptance and use of 
information technology (IT). However, only a limited number of studies have focused 
on the acceptance of social media technology.  

With the advent of the Internet and the proliferation of social media, users now 
have a choice of technologies that not only can increase productivity at work but  
can also impact their social lives. SMTs, like Facebook, Twitter, Instagram, LinkedIn 
and others, have transformed the way users communicate with each other on both a 
personal and professional level.  

2 Literature Review 

Since research on the acceptance of technology is central to the field of IS, it is unfor-
tunate that most of the work in the area has focused on productivity-based IS. Most 
research has neglected the entertaining (van der Heijden 2004) and social technolo-
gies that have grown dramatically since the Internet was first privately operated.  

Because this research focuses on a unique set of factors and their impact on contin-
ued use of SMTs, we determined that the Theory of Reasoned Action and the Theory 
of Planned Behavior were more appropriate theoretical frameworks from which to 
base our work. 
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2.1 Theory of Reasoned Action 

The original Theory of Reasoned Action (TRA) is a social psychology model con-
cerned with the determinants of consciously intended behaviors (Fishbein et al. 
1975a).  

According to the TRA (Figure 1), a person’s actual behavior is influenced by his or 
her behavioral intentions (BI), and BI is jointly determined by the person’s attitude 
and subjective norm (SN). Attitude is, in turn, determined by the person’s beliefs  
and evaluations, while SN is determined by normative beliefs and motivations to 
comply.  

 
 

 

Fig. 1. Theory of Reasoned Action 

Attitude is concerned with a person’s feelings about performing a behavior. Ac-
cording to Fishbein and Ajzen (1975a), “an attitude represents a person’s general 
feeling of favorableness or unfavorableness toward some stimulus object” (p. 216). 
Further, “as a person forms beliefs about an object, he automatically and simulta-
neously acquires an attitude toward that object” (Fishbein et al. 1975a, p. 216). Posi-
tive attitudes lead to intentions to perform the behavior, while negative attitudes lead 
to intentions not to perform the behavior.  

Subjective norm refers to a “person’s perception that most people who are impor-
tant to him think he should or should not perform the behavior in question” (Fishbein 
et al. 1975a, p. 302). One can think of SN as peer pressure. 

2.2 Theory of Planned Behavior 

The Theory of Planned Behavior (Ajzen 1991; Ajzen 2002; Ajzen et al. 1980) is an 
extension of the Theory of Reasoned Action (Fishbein et al. 1975a) with the central 
factor in both models being the individual's intention to perform a behavior. TPB  
adds a third antecedent, which refers to the "degree of perceived behavioral control" 
(Ajzen et al. 1986, p. 132). This antecedent refers to the perceived ease or difficulty of  
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Fig. 2. Theory of Planned Behavior 

performing the behavior. As can be seen in Figure 2, these three antecedents affect 
intentions, which in turn lead to actual behavior. 

The TPB assumes that PBC has “motivational implications for intentions” (Ajzen 
et al. 1986, p. 134). There is then an “association between perceived behavioral con-
trol and intention that is not mediated by attitude and subjective norm” (Ajzen et al. 
1986, p. 134). The arrow linking perceived behavioral control to intention represents 
this expectation. 

3 Model Development and Hypotheses.  

Based on the literature review above, we now turn to building our research model. 
Figure 3 details this model. 

3.1 Continued Intentions 

An important indicator of behavior is intention. However, intentions is more appro-
priate to focus on if the technology is already in use. If the technology use is a plea-
sant experience then continued use is expected, but if it is unpleasant, continued use is 
not expected.  
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Fig. 3. Research Model 

3.2 Beliefs (Perceived Usefulness) 

According to the TRA and TPB, key influencers of attitudes are beliefs. Their signi-
ficance is quite applicable to the IS literature as well (Davis 1989). Perceived useful-
ness (PU), in particular, is one belief that has been shown to have a significant impact 
on intention (Davis 1989). It has been defined as “the prospective user’s subjective 
probability that using a specific application system will increase his or her job per-
formance within an organizational context” (Davis et al. 1989, p. 985). As detailed in 
the model, the beliefs about the usefulness of the SMT are thought to affect attitudes. 
More formally stated, 

─ H1a. The more useful a user finds a SMT the more positive their attitudes towards 
the SMT will be. 

─ H1b. The more useful a user finds a SMT the more positive their intention to con-
tinue using the SMT will be. 

3.3 Subjective Norm 

Similarly, SNs are thought to impact attitudes and intention. In the context of SMT, 
SN reference groups would be both on- and off-line friends who use or plan to use the 
technology. As the reference group pressures the user to use the SMTs, the user’s 
attitudes toward the technology become more positive and he or she is more likely to 
continue to use the technology. More formally stated: 
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─ H2a: There is a direct and positive link between subjective norm and attitudes.  
─ H2b: There is a direct and positive link between subjective norm and continued use 

of the SMTs. 

3.4 Perceived Behavioral Control (Self-Efficacy) 

In the context of our research, PBC manifests itself as Self-Efficacy (SE) (Compeau 
et al. 1995). If a person feels he or she has the ability to use SMTs, then his or her 
attitudes toward the technology and overall intentions to use it will be affected. . More 
formally stated: 

─ H3a: As a user’s feelings about his or her ability to use SMTs increases so does his 
or her attitude towards using it.  

─ H3b: As a user’s feelings about his or her ability to use SMTs increases so does his 
or her intentions to continue to use it. 

3.5 Attitude 

In terms of attitudes towards a behavior, they have a direct impact on one’s intentions 
to behave in a certain way. A positive attitude towards a behavior is likely to result in 
a person performing that behavior. Thus, 

─ H4. The higher a user’s attitude towards an SMT, the more likely he or she will be 
to intend to continue to use it. 

4 Research Methodology 

In order to understand the impact of the model factors, a research model and corres-
ponding survey were developed based on a comprehensive literature review (Moore et 
al. 1991; Straub 1989) and data collected from actual SMT users. 

4.1 Data Collection and Current Status 

Survey items, adopted from existing measures, were collected and pre-tested with a 
small set of subjects. The survey was adjusted and is currently being administered to a 
larger set of SMT users.  

5 Planned Analysis and Expected Results 

The data will be analyzed in two stages. First, the data will be used to evaluate the 
measurement model. Next, the structural model will be evaluated. Using PLS we will 
be able to test the significance of each hypothesis. We expect to find a significant 
result in each of our predicted relationships, and those results will be shared with 
conference participants.  
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Appendix 1: Table of Hypotheses 

H1: Usefulness Hypotheses 
• H1a. The more useful a user finds a SMT the more positive their attitudes 

towards the SMT will be. 
• H1b. The more useful a user finds a SMT the more positive their intention to 

continue using the SMT will be. 
 
H2: Subjective Norm Hypotheses 

• H2a: There is a direct and positive link between subjective norm and atti-
tudes.  

• H2b: There is a direct and positive link between subjective norm and contin-
ued use of the SMTs. 

 
H3: Self-Efficacy Hypotheses 

• H3a: As a user’s feelings about his or her ability to use SMTs increases so 
does his or her attitude towards using it.  

• H3b: As a user’s feelings about his or her ability to use SMTs increases so 
does his or her intentions to continue to use it. 

 
H4: Attitude Hypothesis 

• H4. The higher a user’s attitude towards an SMT, the more likely he or she 
will be to intend to continue to use it. 
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Appendix 2: Survey Items 

Self-Efficacy: 
I could use this social network: 

• If there was no one around to tell me what to do as I go. 
• If I could call someone for help if I got stuck. 
• If I had a lot of time to complete my task for which I am using 

this social network. 
• If I had just this social network’s built-in help features for assis-

tance. 
Social Norms: 

• People who influence my behavior think that I should use this social 
network. 

• People who are important to me think that I should use this social 
network. 

Intention to Continue Usage: 
• My intentions are to continue using this social networking site rather 

than using an alternative social networking site. 
• If I could, I would like to discontinue my use of this social network-

ing site. 
• I intend to continue using this social networking site. 

Attitude towards Using: 
• Using this social networking site is a good idea. 
• This social networking site makes my life more interesting. 
• Using this social networking site is fun. 
• I like using this social networking site. 

Perceived Usefulness: 
• Using this online social network improves my ability to manage my 

social connections. 
• Using this online social network increases my productivity in manag-

ing my social connections. 
• Using this online social network enhances my effectiveness in manag-

ing my social connections. 
• Overall, this online social network is useful in managing my social 

connections. 
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Abstract. Bloggers are now turning to more creative ways to share their know-
ledge, thoughts, ideas, and opinions (information) while making it an easier  
experience for them and their viewers. image-blogging has become a tool for 
those looking to share information through multimedia with their viewers. This 
paper is part of a larger project looking into a broader investigation of image-
blog usage. Understanding what encourages adoption and use of a image blog 
by its audience is of interest to companies looking to utilize such technologies 
to their benefit. 
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1 Introduction 

Many have taken to blogging as a means of sharing with others. In a broad perspec-
tive, blogs refer to “a website that contains an online personal journal with reflections, 
comments, and often hyperlinks provided by the writer” (Merriam-Webster.com  
November 1, 2013). Almost seven million (6.7) people blog on websites, while ap-
proximately 12 million do so over other social media, such as Twitter. A large portion 
(77%) of Internet users read blogs during their time online (McGrail 2013).  

The idea of “blogs” started slowly in the late 1990’s, but grew fast (Blood 2000). 
Blogs are now a regular occurrence on the Web. In today’s hectic and data-rich world, 
however, people can easily get overwhelmed with an abundance of textual-based 
blogs. Bloggers are now turning to more creative ways to share their knowledge, 
thoughts, ideas, and opinions (information) while making it an easier experience for 
them and their audiences. Image-blogs are blogs that focus on images (e.g., pictures, 
photographs, drawings, paintings) to convey thoughts and meaning. They have be-
come a tool for those looking to share information through multimedia with their 
viewers (see Figure 1). It allows them to get their ideas and opinions across to others 
with greater efficiency. There is less to write, thus less to read, but more visual data to 
help convey information to the observer. 

This research will serve as the initial study into a broader investigation of image-
blog usage. Understanding what encourages adoption and use of an image blog is of 
interest to companies looking to utilize such technologies to their benefit. Specifical-
ly, this study looks at what makes people willing to adopt and continue to use an  
image blog. The technology acceptance model (TAM) will serve as the theoretical 
foundations of this research.  
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Fig. 1. Samples of Image-blogs 

2 Literature Review 

The technology acceptance model (TAM) (Figure 2) consists of two factors: Per-
ceived usefulness and perceived ease of use. Perceived usefulness refers to the "the  
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degree to which a person believes that using a particular system would enhance his or 
her job performance". Perceived ease of use is the "the degree to which a person be-
lieves that using a particular system would be free from effort" (Davis, Bagozzi et al. 
1989). Both factors impact a person’s intention to adopt a particular website. 
 

 

Fig. 2. Technology Acceptance Model 

Because image-blogs are online and thus possess similar characteristics to web-
sites, two relevant website quality factors (Loiacono, Watson et al. 2007) are also 
relevant to this research. They are perceived response time and perceived trust. 

TAM and WebQual are well-established frameworks which have been utilized to 
study the adoption and usage of various information technologies (Venkatesh 2000, 
Caber, Albayrak et al. 2013). In this research we use a modified TAM, including rele-
vant WebQual factors, to predict adoption and continued usage of an image-blog by 
users (Figure 3).  

At the core of TAM is a person’s intention to use a system. If a person does not in-
tend to use a system, then it is of little value. Thus, the factors that impact intention to  

 

 

Fig. 3. Research Model 
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use are critical to ensure its usage, since there is a high correlation between intention 
to use and actual usage (Davis, 1989). According to TAM, the two factors that have 
the greatest impact in a person’s intention to use a system are perceived usefulness 
and and perceived ease of use. Perceived usefulness is defined as "the degree to which 
a person believes that using a particular system would enhance his or her job perfor-
mance" (Davis, 1989). Perceived ease of use is "the degree to which a person believes 
that using a particular system would be free from effort" (Davis, 1989). Additionally, 
perceived ease of use is has been shown to impact perceived usefulness.  

Thus, in terms of image-blog intention to use, it is hypothesized that: 

─ H1: The perceived ease of use of an image-blog will positively influence perceived 
usefulness. 

─ H2: The perceived usefulness of an image-blog will positively influence a person’s 
intention to use it. 

─ H3: The perceived ease of use of an image-blog will positively influence a per-
son’s intention to use it. 

Image-blogs are online and viewed using the open Internet. For these reasons the 
speed and trust in the image-blog are thought to impact the relationship between the 
two TAM factors and intention to use (Loiacono, Watson et al. 2007). Specifically, 
the greater the trust in a website, the more likely a person is to use it. Similarly, the 
faster the response time of the website to a user’s request, the more likely a user is to 
continue use.  

Additionally, the trust an individual feels in a website may impact the relationship 
between perceived usefulness and intention to use. Concurrently, the level of response 
time may also mediate the relationship between perceived ease of use and intention to 
use.  

Applying this to image-blogs, it is hypothesized that: 

─ H4a: Trust in the image-blog will positively influence a person’s intention to use it. 
─ H4b: Trust in the image-blog will moderate the relationship between perceived 

usefulness and intention to use. 
─ H4a: Response time of the image-blog will negatively influence a person’s inten-

tion to use it. 
─ H4b: Response time of the image-blog will moderate the relationship between 

perceived ease of use and intention to use. 

3 Methodology 

In order to understand the factors that impact image-blog adoption and usage, a sur-
vey methodology will be employed. A total of 100 subjects will be solicited to partic-
ipate. They will be recruited from a northeastern university. They will all be adult 
online Web users, over the age of 18. Additional demographic information, such as 
gender, level of education, experience using the Internet, and Web usage will be col-
lected. Prior to beginning the study, subjects will be asked to review and, if they 
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agree, sign a consent form, approved by the university’s Internal Review Board. The 
incentive to participate will be a $3 gift card to a local coffee shop.  

3.1 Measures 

TAM. The technology acceptance model (Figure 3) consists of two independent fac-
tors, perceived usefulness and perceived ease of use, and the dependent factor, beha-
vioral intention to use. The measures will be adapted from previous research (Davis, 
Bagozzi et al. 1989) where they have shown high internal reliability as well as discri-
minant and convergent validity.  

WebQual. In addition to gathering TAM factors, three questions for both of  
the adapted WebQual factors, perceived trust and perceived response time, will be 
collected as well. The measures will be adopted from Loiacono et al. (2007) (See 
Appendix 1). Each factor has shown high internal reliability and convergent and dis-
criminant validity in past research. Appendix 2 contains the survey items. 

Task. Upon accessing the survey site, subjects will be briefed about the study and 
asked to read and agree to the terms in the consent form before proceeding. Those 
who are unwilling to participate will be thanked and directed away from the survey 
site. Those who agree to participate will begin the study by providing some demo-
graphic information, such as gender, age, education level, and Web usage. They will 
then move on to the actual viewing of the image-blog. Next, the subjects will be asked 
to respond using a 7-point Likert scale as to their agreement with the TAM and Web-
Qual items. Once they finish responding to the survey items, they will be directed to a 
page thanking them for their participation. The total survey time is not expected to 
last more than 20 minutes. 

4 Expected Results 

Previous research has shown stronger intention to adoption a system based on its per-
ceived usefulness and ease of use. We would expect that the level of perceived trust 
would positively enhance the impact perceived usefulness has on adoption. Similarly, 
increased levels of perceived response time would have a negative effect on perceived 
ease of use.  

5 Discussion and Future Research 

The results from this research will be interesting to both researchers and practitioners. 
Researchers would benefit from understanding the potential mediating effects  
perceived trust has on perceived usefulness and perceived response time has on per-
ceived ease of use. These findings would provide practitioners a greater understand-
ing of how perceived trust and response time could enhance or reduce image-blog 
adoption.  
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Appendix 1: WebQual Items 

Usefulness 
1. Information Fit-to-Task 

2. Tailored Communications 

3. Online Completeness 
4. Relative Advantage 
 
 
Ease of Use 
5. Ease of Understanding 
6. Intuitive Operation 
 
7. Trust 
 
8. Response Time 
 
Entertainment 
9. Visual Appeal 

10. Innovativeness 

11. Emotional Appeal 
12. Consistent Image 
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Appendix 2: Survey Items 

Trust: 
• This social networking site is trustworthy. 
• This social networking site vendor gives the impression that it keeps 

promises and commitments. 
• I believe that this social networking site vendor has my best interests in 

mind. 

Response Time: 
• When I use the image-blog there is very little waiting time between my 

actions and the image-blog’s response. 
• The image-blog loads quickly. 
• The image-blog takes long to load. 

 
Intention to Use: 

• I am likely to disclose personal information on this social networking site. 
• I am likely to recommend this social networking site to my friends. 
• I am likely to disclose personal information on this social networking site 

in the future. 
 

Perceived Usefulness:  
• Using the T/P/V enabled me to carry out product information search more 

quickly. 
• Using the T/P/V improved my performance in product information 

search. 
• Using the T/P/V increased my productivity in product information search. 
• Using the T/P/V enhanced my effectiveness in product information 

search. 
• Using the T/P/V made it easier to search for product information. 
• I found the T/P/V useful in product information search. 

Perceived Ease of Use: 
• It was easy for me to make use of the T/P/V. 
• I found it easy to get the T/P/V to do what I want it to do. 
• My interaction with the T/P/V was clear and understandable. 
• I found the T/P/V flexible to interact with. 
• I was easy for me to become skilful at using the T/P/V. 
• I found the T/P/V easy to use. 
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Abstract. The popularity of Social Networking Sites (SNS) such as Facebook 
or Twitter, along with their potential as marketing tools, is drawing the attention 
of entrepreneurs and developers to create their own SNS. Research about SNS  
users’ behaviour is focused on users’ participation, leaving a gap in relation to 
users’ reasons for joining a new SNS. Thus, our work aims to contribute to the 
literature by investigating the main motivations that a SNS user has for joining 
a new SNS. Following the framework of the decomposed theory of planned  
behaviour (DTPB), a two-step structural equation model was implemented in 
order to answer the research question. Findings made it possible to explain 55% 
of the intention to join a new SNS. In order to explain the intention, the attitude 
towards the new network plays a key role, which in turn is directly influenced 
by perceived usefulness. Our findings invite SNS practitioners working on  
creating new social media websites or services to pay special attention to how 
to portray the new SNS in order to be appealing for the users. On the theoretical 
implications, the proposed model confirmed the need to include additional  
variables to the TPB in order to gain a better understanding of the phenomena 
studied.  

Keywords: SNS, decomposed theory of planned behaviour, DTPB, joining, 
SEM. 

1 Introduction 

SNS popularity has motivated the creation of new SNSs aspiring to be the ‘next Face-
book’ or ‘the Facebook of a specific niche target’. However, whatever innovative, 
creative or solid structure features these networks may offer, many of them have 
struggled for the same reason: an active critical mass of users. A popular example is 
the case of Google+, which, despite having the technological and financial support of 
Google, has not managed to overtake Facebook’s first place in the SNS market. In 
order to understand SNS user behavior, an initial review of the existing literature on 
this topic showed a strong focus on user participation and SNS applications, both of 
them assuming that users are already registered with the SNS. Our work aims to con-
tribute to the literature by investigating the main motivations that a SNS user has for 
joining a new SNS. Thus, being interested in finding out what the main factors in 
joining a new SNS are, a two-step structural equation model was implemented follow-
ing the framework of the DTPB in order to answer this question 
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2 Theoretical Framework 

Previous research has approached the reasons for joining an SNS tangentially as part 
of their studies. Some authors have studied the differences between users and non-
users [1-3], and others have studied continuance of use [4-7]. From this research au-
thors like Coursaris et al. [1] and Hsu et al.[5]  have obtained good results using 
models related to the theory of planned behaviour (TPB), which has been widely used 
in information systems (IS) research [8]. Despite the broad and successful use of TPB, 
this theory has been criticised for the unidimensionality of the factors involved in the 
model in order to explain the attitude antecedents [9, 10]. This issue is reflected in the 
limited predictive ability, as presented in the meta-analysis performed by Armitage 
and Conner [11], who found that TPB explained 27% and 39% of the variation in 
behaviour and intention constructs respectively [11], encouraging researchers to com-
plement TPB in order to improve this issue. For this reason, our research chose the 
decomposed theory of planned behaviour (DTPB) as a framework to find the main 
motivations to join a new SNS 

2.1 Decomposed Theory of Planned Behaviour 

The decomposed theory of planned behaviour (DTPB) was proposed by Taylor and 
Todd [10], looking to improve the results obtained with TPB by extending the model 
to the constructs’ antecedents [10]. As a result, a second order model was proposed 
deconstructing attitude, subjective norms and perceived behavioural control. Based on 
previous research comparing DTPB with related models such as TRA and TPB, the 
DTPB provides a better explanation of intentions (55.36%) and behaviour (39.80%), 
improving the results obtained by Armitage and Conner [11] by 16% and 12% respec-
tively [10, 12-14] . Based on the improvement in the explanatory power of the DTPB, 
this theory was adopted as the main framework of this research in order to gain a 
better understanding of the main factors influencing the registration with a new social 
networking site (SNS).  

Based on previous research done using DTPB, the variables listed in Table 1 are 
included in the model used for this research.  

Table 1. DTPB variables considered for the research 

Construct Definition Reference 
Intention  “How hard people are willing to try, or how much

of an effort they are planning to exert, in order to
perform the behaviour”  

[15] 

Attitude  “The degree to which a person has a favourable or
unfavourable evaluation or appraisal of the behav-
iour in question” 

[15] 

Perceived useful-
ness  

“The degree to which a person believes that using
a particular system would enhance his or her job
performance“ 

[16], [17] 
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Table 1. (Continued.) 

Perceived ease of
use  

“The degree to which a person believes that using
a particular system would be free of effort“ 

[18], [17] 

Compatibility  “The degree to which an innovation is perceived
as being consistent with existing values, needs” 

[10] 

Subjective Norms  “The perceived social pressure to perform or not
to perform the behaviour”  

[15] 

Peer influence Perceived expectation from peers for an individual
to perform the behaviour of interest  

[10, 19] 

Superior influence Perceived expectation from peers for an individual
to perform the behaviour of interest 

[17] 

External Influence “Influence exerted by external sources” (e.g. mass
media)  

[20] 

Perceived Behav-
ioural Control
(PBC) 

“The perceived ease or difficulty of performing 
the behaviour” 

[15] 

 
Based on these variables, the following hypotheses are proposed: 

1. Attitude towards joining a new SNS has a significant influence on the intention to 
join a new SNSs 

2. The perceived usefulness of new SNSs has a significant influence on the attitude 
towards joining them. 

3. The perceived ease of use of new SNSs has a significant influence on the attitude 
towards joining them. 

4. The perceived compatibility of new social networks with the existing SNSs has a 
significant influence on the attitude towards joining them. 

5. Social norms have a significant influence on the intention to join a new SNS 
6. Peer influence about joining new SNSs has a significant influence on the social 

norms connected with joining these sites 
7. Superior influence about joining new SNSs has a significant influence on the so-

cial norms connected with joining these sites 
8. External influence about joining new SNSs has a significant influence on the so-

cial norms connected with joining these sites 
9. Perceived behavioural control has a significant influence on the intentions of join-

ing new SNSs 
10. Self-efficacy has a significant influence on the perceived behavioural control to-

wards joining new SNSs. 
11. Facilitating condition has a significant influence on the perceived behavioural 

control when it comes to joining new SNSs. 

2.2 Extending the DTPB Model 

A common practice among DTPB researchers is to include additional variables to the 
original model in order to improve its explanatory power. One of the most commonly 
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used constructs is trust, considered by Nor and Pearson [21] as well as by Merikivi and 
Mantymaki [22] as an external factor. As Bart [23] suggested, there are differences 
between offline and online trust, with the trust subject in the online case being the 
website. For this reason, our study adopted the trust definition proposed by Dinev and 
Hart. They conceive online trust as “the confidence that personal information submit-
ted to internet websites will be handled competently, reliably, and safely.” [24, P. 64].  

In order test the influence of trust in the model, the following hypotheses are  
proposed: 

12. Trust towards new SNSs has a significant influence on the attitude toward joining 
these sites. 

13. Trust towards new SNSs has a significant influence on the social norms  
connected with joining these sites. 

14. Trust towards new SNSs has a significant influence on the perceived behavioural 
control when it comes to joining these sites. 

The model proposed is presented in Fig. 1 
 

 

Fig. 1. Research model 

3 Methodology 

Following the guidelines proposed for TPB and DTPB [10, 15], a quantitative metho-
dology was adopted using online questionnaires for data collection. As the research 
question is aimed at finding the main reason for joining a new SNS, the sample 
framework considered current SNS users who have been living in the UK for at least 
six months. This framework was selected in order to take advantage of users’ existing 
experience and knowledge of SNS, which can provide better insight than first time 
users, in addition to easier access to this population. 

The data analysis strategy followed a common practice among DTPB researchers, 
using structural equation modelling based on the two step analysis proposed initially 
by Anderson and Gerbing [25] for the TPB. Our analysis included conducting a  
confirmatory factor analysis to test the measurement model, followed by a path analy-
sis to test the structural model in order to test the model proposed in Fig. 1. 
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3.1 Measurements  

The items included in the survey were adapted and operationalized from previous 
research. The questions are based on a 5 points Likert scale (1:strongly disagree to 
5:strongly agree.) with exception of external influence, self-efficacy and facilitating 
which follows a 7 point scale, keeping the scale range as the original authors proposed 
them. Intention questions were adapted from Ajzen, (26), Attitude from Peslack et al. 
[28], perceived usefulness and ease of use from Davis [16], ease of use from Lorenzo-
Romero and Chiappa [29], compatibility, social norm, peer influence, superior  
influence and PBC from Taylor and Todd [10], trust from Dinev et al. [24], external 
influence from Hsu [5] and self-efficacy and facilitating from Lin [27] 

4 Data Analysis 

The questionnaire was available online from July to August 2013. 464 people started 
the questionnaire and 282 managed to complete it. Of the sample, 44% are male with 
an average age of 29.01 years (S.D =7.6 years) and 56% female with an age of 31.81 
years on average (S.D=9 years). A majority of the respondents are students (52.1%), 
followed by full time workers (31.9%), leaving 16% for other options (part-time jobs, 
self-employment, voluntary work and unemployed). As far as their nationality is con-
cerned, 53% of the respondents are European (of which 35% of the total are from the 
UK), 32.27% Asian and 8.87% from Latin-American countries.  

When it comes to use, Facebook is the most used SNS with 92%, followed by 
Twitter and LinkedIn with 39.3% and 38.3% respectively. Regarding the number of 
networks with which the respondents are registered, 30.8% of the respondents have a 
profile in only one SNS, leaving 70.2% for a range between two and six SNSs. From 
this range, users with presence in two networks represent 32.2% of the total, with 
Facebook and LinkedIn being equally popular to Facebook and Twitter with 11% 
each (other combinations account for the rest). Likewise, 24.4% of the total have a 
profile in three SNSs, with Facebook-Twitter-LinkedIn the most popular combination 
(12.4% of the total).  

4.1 Descriptive Statistics 

Table 3 presents the constructs applied in the questionnaire with their respective 
mean, standard deviation and reliability measures. Most of the items present means 
around the midpoint values of the scale and a standard deviation of one point showing 
a moderate opinion on the part of the respondents. The intention to join new social 
networks has the lowest mean (mean=2.33, S.D=0.92), which can be explained by the 
fact that users are already in the most popular SNSs such as Facebook and Twitter, 
making them feel that they do not need to join additional networks. In contrasting, the  
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variables related to the PBC, self-efficacy and facilitating present the higher values of 
the mean, evidencing how users feel in control of their interaction with SNSs. The 
reliability of the variables will be discussed in the following section. 

Table 2. Proposed influential factors in joining an SNS 

Factor 
Mean 

Std. 
Devia-

tion 

Reliability 
(Cronbach’s 

Alpha) 
CR AVE MSV ASV 

Intention 2.33 0.92 0.956 0.950 0.864 0.331 0.118 

Attitude 2.94 0.84 0.959 0.952 0.833 0.686 0.183 

Usefulness 3.20 0.85 0.911 0.911 0.719 0.686 0.204 

Ease of use 3.57 0.77 0.928 0.929 0.685 0.284 0.112 

Compatibility 3.20 0.89 0.832 0.847 0.653 0.403 0.164 

Trust 2.82 0.89 0.87 0.871 0.693 0.230 0.100 

Social norm 3.21 0.97 0.857 0.860 0.755 0.506 0.108 

Peer influence 3.09 0.93 0.904 0.904 0.825 0.506 0.132 
Superior influ-
ence 2.95 1.00 0.79 

0.816 0.694 0.383 0.116 

External influence 3.97 1.29 0.899 0.901 0.696 0.339 0.179 
Perceived behav-
ioural control 3.94 0.81 0.896 

0.896 0.742 0.413 0.105 

Self-efficacy 4.97 1.10 0.9 0.900 0.644 0.413 0.115 

Facilitating 6.07 1.19 0.969 0.969 0.939 0.297 0.053 

4.2 Measurement Model  

Table 3 shows the measurements related to reliability obtained by using this model. 
The indices presented in the table are: Cronbach’s alpha, Composite Reliability (CR), 
Average Variance Extracted (AVE), Maximum Shared Variance (MSV), and Average 
Shared Variance (ASV). All the alpha coefficients and CR are greater than 0.7, as 
recommended in the literature [30, 31], showing good reliability. Likewise, all the 
AVE are greater than 0.5 and the CR is greater than the AVE, which is a good sign 
regarding the convergent validity. Regarding discriminant validity, all the MSV and 
ASV are less than AVE, following the standards recommended by Hair and Anderson 
[31]. The Cronbach’s alpha was obtained using SPSS v.19 and the AVE and CR, 
MSV and ASV were calculated using the Excel macros developed by Gaskin [32].  

As the reliability and validity test were successful, a confirmatory factor analysis 
(CFA) was implemented in Amos V19. The fitness indices (χ2/df=1.524, 
RMSEA=0.043; GFI=0.833; AGFI=0.798; CFI=0.959 and NFI=0.891) meet the stan-
dards based on Hair and Anderson [31] or are close enough to the threshold, showing 
a good model overall. 



 Main Factors for Joining New Social Networking Sites 227 

4.3 Structural Model  

In order to find the main motivations to join a new SNS, the structural model proposed 
in Fig. 1 was implemented in AMOS v 19, covariating the exogenous variables of 
attitude, social norms and perceived behavioral control. Likewise, trust was linked to 
attitude, social norms and PBC in order to test the direction and strength of the rela-
tionships, with these factors following the model proposed by Wu, Chen and Chung 
[33]. Due to the large number of combinations from covariating variables, a specific 
search was performed in order to find better results based on the initial model [34]. 
However, as the results obtained were very similar (χ2/df=1.686, RMSEA=0.049; 
GFI=0.818; AGFI=0.788; CFI=0.945 and NFI=0.875 for the DTPB + Trust model and 
χ2/df=1.686, RMSEA=0.049; GFI=0.818; AGFI=0.789; CFI=0.945 and NFI=0.875 
for the specific search), the initial model will be used for the data analysis. Table 7 
presents a summary of the estimators for the standardized weight and the p-value. The 
test is based on the Critical ratio and the p-value [34].  

5 Discussion 

Considering that the SNS market is already competitive in terms of people already 
registered with at least one SNS. Finding the most influential variables that can help 
to improve the likelihood to join a new SNS becomes a critical task. Based on the 
results obtained from the structural model proposed, most of the hypotheses stated are 
significant. The results related to attention, social norms and PBC are supported, 
showing the suitability of TPB as a framework for working with IS topics. Further-
more, hypotheses extending TPB to DTPB evidenced the utility of using a second 
order model to improve the explanation of the intention to join a new SNS. As far as 
trust is concerned, the model showed a significant relationship with attitude and PBC. 

Research into SNS has been approached from different fields, with a common cha-
racteristic being the assumption of the presence of registered users in the network. 
This research went one step back, studying the reasons that would make a person join 
a new SNS. Findings show that our proposed model makes it possible to explain 55% 
of the intention, 71.2% of the attitude, 59% of the social norms and 60% of the per-
ceived behavioral control. These values are consistent with previous research imple-
menting DTPB [10, 35-37], and confirming the need to extend the TPB framework in 
order to gain a better understanding of the phenomena studied.  

Examining the variables directly related with intention (see Table 7), the dominant 
role of attitude (β=1) was found, followed by PBC (β=-0.15) and social norms 
(β=0.13). The order in which variables are sorted regarding their weight is concordant 
with the original DTPB model and other researchers using this theory [35-37]. This 
finding indicates how important the perception that potential users have about what 
the new SNS could do for them is. Going one step deeper in the attitude, it was found 
that perceived usefulness has a bigger impact, revealing the following chain:  
Perceived usefulness --> attitude --> intention. This finding is especially interesting 
considering that the sample is composed of current SNS users, because in a highly 
competitive market such as SNS with an established leader such as Facebook or  
twitter, if people have the impression that new SNSs could be useful for their interest, 
then they are more likely to become a member of that new network.  
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Table 3. Summary of the Model’s Hypotheses and Results 

Hypotheses 
Direct 
effect 

Standardised 
weight esti-

mate 
p-value Results 

h1 1 0.71 0 Supported 
h2 1 0.768 0 Supported 
h3 -0.029 -0.028 0.535 Not supported 
h4 0.048 0.055 0.346 Not supported 
h5 0.138 0.126 0.005 Supported 
h6 1 0.802 0 Supported 
h7 -0.08 -0.074 0.22 Not supported 
h8 0.028 0.034 0.603 Not supported 
h9 -0.155 -0.117 0.008 Supported 

h10 1 0.758 0 Supported 
h11 0.085 0.114 0.028 Supported 
h12 0.119 0.118 0.008 Supported 
h13 -0.029 -0.022 0.702 Not supported 
h14 -0.188 -0.176 0 Supported 

 
Regarding PBC, the sign of the coefficient is rather unexpected when compared 

with previous research. However, the inverse relationship with intention means that 
the more in control the user of the network feels, the lower the intention of joining. 
Analyzing the PBC from users’ familiarity with other SNS, the negative sign starts to 
make sense. Thus, if the user feels too familiar with the network it would feel like 
something he is already using or has used. Therefore, if the SNS has nothing new to 
offer, the user will not join the new SNS. The results associated with social norms are 
as expected, confirming the relevance of peers influencing the intention to join new 
SNSs [10, 38-41]. Consequently, the word of mouth coming from the acquaintances 
of the potential network’s new member is more influential than the influence that 
people might receive from external media such as TV, newspapers or any other way 
of advertising.   

The role of trust in the model shows its influence on attitude (β=0.118) and PBC 
(β=-0.186). The direct relationship between trust and attitude suggests that a trusted 
perception of the network benefits the perceived attitude towards the new SNS and 
consequently the intention to join it. In contrast, trust is negatively related with PBC, 
which in turn has an inverse relationship with intention, as a result producing a  
positive influence of trust on intention. These findings identify trust as an important 
variable in order to improve the chance of making people join a new SNS. From the 
attitude side, users have to perceive that the network will help them to meet their  
expectations regarding the purpose of the network. At the same time, the new SNS 
has to give a sense of trust in the users regarding how the network will perform in 
terms of the tasks or functions it is supposed to do. From the PBC side, the trust is 
linked to that sense that the new network is offering something that current or  
previous networks are not using, a feeling about the way in which the new SNS is 
doing things differently to what users have tried before.  
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6 Conclusion 

The present study was aimed at finding the main factors that influence the decision to 
join a new SNS. Previous research on SNS user behaviour showed the utility of 
DTPB as a framework to develop the research, finding that behaviour and intention 
compromises a combination of different variables. This theory turns out to work ade-
quately for understanding users’ motivations to join new a SNS, explaining 55% of 
the intentions. Likewise, the model identified attitude as the most influential factor, 
followed by PBC and social norms. Interestingly, PBC presents a negative influence 
on the intention, suggesting that if the potential user feels that he knows all he needs 
to know about the networks, it means that there is nothing new to offer, reducing the 
odds of joining the new SNS. A third important factor is the trust perception, which is 
related to attitude and PBC. Therefore, a combination of highly useful SNS carrying 
on the tasks in a way that has not been done before and complemented with the feel-
ing of trust in the network will increase the odds of joining a new SNS. 

PBC, although important, has to be handled carefully, due to the inverse relation-
ship with the intention. This can be interpreted as people needing a challenge in oper-
ating the network, otherwise it would feel like more of the same, and in that case they 
will stay with the networks they are already registered with.  

6.1 Theoretical Implications  

SNS user behaviour is growing along with the interest in SNS research. However, as 
most of the research focuses on user participation, there is a need to understand the 
reasons why a potential user will join. This research has shed some light on this ques-
tion based on the DTPB. The model proposed included trust as an additional variable, 
showing satisfactory results to explain user motivations. The results obtained with the 
model are consistent with previous research implementing this theory regarding the 
order of importance of the variables. Although the negative relationship between PBC 
and intention was unexpected, it makes sense in view of how familiar the new SNS 
seems to the users when compared with their current or past SNS experiences. Thus 
the more familiar the new SNS is perceived to be, the lower the intention to join it.  

6.2 Implications for Practitioners  

Results show the SNS market to be a highly competitive field in which people tend to 
be registered with several networks, making the entrance of new SNS initiatives a 
hard job. Therefore, having a good SNS service/idea, combined with good advertising 
and word of mouth is not enough to move a person to join a new SNS. Based on our 
research, SNS developers /entrepreneurs have to pay extra attention to offering a new 
SNS, emphasising how useful it is related to the purpose of the network, performing 
its task/functions as has not been done before, giving that sense of novelty that will 
make users generate word of mouth and curiosity to join the new SNS.  
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6.3 Limitations and Further Research 

The DTPB model was developed to study the factors influencing the user behaviour 
based on the intention. As this research is framed in the hypothetical scenario of  
receiving an invitation to join a new SNS, it is not possible to measure the behaviour. 
Having intention as the main dependent variable is common practice in DTPB re-
search ([8], [27], [42], [21], [38]). However, for future research it is recommended to 
include behaviour in order to complete the model. This research considered all SNSs 
without differentiating between categories. For future research the study could be 
narrowed towards specific types of network, either general purpose or niche SNS, in 
order to test whether there are differences in the factors. Likewise, future research 
could consider a broader research framework in order to study whether there is cul-
tural impact on the variables influencing the decision to join a new SNS. 
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Abstract. In this paper we present a method for the automatic detection of user-
stated intentions in terms of desires, purposes and commitments as specific  
insights deriving from the semantics of the intention expressions. The method is 
based on a linguistic data-driven and domain-independent framework for  
textual intention analysis and achieves substantial levels of accuracy in detect-
ing future intention expressions and their structural components. Furthermore, 
we demonstrate several usage scenarios in the business intelligence context 
showing that the introduced insights can be interpreted from various perspec-
tives and serve as variables in predictive or decision making models in any  
domain of interest.  

Keywords: Social Media, Text Analytics, Intention Analysis, Future Intention, 
Desire, Purpose, Commitment. 

1 Introduction 

In this paper we focus on linguistically instantiated intentions about future actions 
expressed by an author of a text (e.g. Twitterer, blogger, Facebook user) and present a 
method for the automatic detection of desires, purposes and commitments as intention 
insights. Intention as “the cognitive representation of a person's readiness to perform 
a given behavior” is considered the immediate antecedent of human behavior [1]. 
Since intentions are intimately linked to behaviors, the ability to recognize and under-
stand them is of critical importance for their correlation with KPIs, prediction and 
decision making in domains like business intelligence and national or cyber security, 
among others. Understanding users’ intentions can provide business advantages  
like indicating potential customers, personalizing contents or displaying targeted 
commercials [9].  

Intention Recognition (IR) -as the task of inferring an agent's intention by analyz-
ing his/hers actions and their effects on the environment [13]- focuses on actions and 
given behaviors of an observed agent using logic-based formalisms and reasoning 
mechanisms [20]. Major application areas include assisted living, ambient intelli-
gence, terrorism and computer system intrusion detection. Within the last decade 
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considerable work has been done also in the domain of understanding users’ inten-
tions based on their web browsing and/or searching activity, i.e. a user’s intention to 
purchase or participate in commercial services [9]. Another way to obtain such in-
sights is to directly ask individuals to state their intentions; intentions data, that are in 
this case available through questionnaires or interviews, are being used as a prediction 
and decision making tool in several domains (e.g. prediction of election outcomes). In 
the business intelligence context purchase intentions are widely used as a measure for 
sales forecasting or evaluating promotions’ effectiveness [24], among others. With the 
advent of Social Media (SM) and online fora people publicly voice their needs and 
plans without being asked to do so; stated intentions data are freely available in mas-
sive amounts providing new paths for intention research. However, the user-generated 
content has been scarcely explored from the IR standpoint. The palpable advantages 
of exploiting the availability of massive amounts of SM data for mining user-stated 
intentions are derived through a) the ability for low-cost and almost real-time  
monitoring of different kinds of intentions stated by multiple users (agents/survey 
participants) in any domain of interest, and b) the nature of the stated intentions: the 
Intention Holders (IH) are acting as users of a particular medium by freely expressing 
their thoughts and plans and not reacting as subjects of a particular survey. Thus user-
stated intentions are not affected by the “systematic intention bias” [24] that underlies 
survey-stated intentions because the respondents may try to guess the correct answer 
or misunderstand the question. Furthermore, textual IR can be efficient in multiple 
ways, if combined with other types of information contained in the user-generated 
content (e.g., information about when or how the IHs are planning to achieve their 
goals) and/or extra-linguistic information available through SM analytics i.e. spotting 
users/agents of interest based on users’ profile information (age, gender, location, 
education) and/or their influence (network statistics, communities). 

The contribution of this paper is twofold: the first is a linguistically driven frame-
work for textual intention analysis (section 3). The second is a precision-oriented 
method for the automatic detection of user-stated intentions and their structural com-
ponents according to the proposed framework (section 4). The experimental evalua-
tion of the proposed method has shown significant levels of accuracy in all types of 
the extracted information (section 5). This paper concludes with a demonstration of 
some usage scenarios of the intention insights in the business intelligence domain 
(section 6) and a discussion about future directions (section 7).  

2 Relation to Prior Work 

2.1 Theoretical Background 

The mental content of intentions has been a subject of philosophical debate due to the 
different renditions it involves: intention as practical attitude marked by its pivotal 
role in planning for the future [5]; intention-with-which an action is done in terms of a 
primary reason in doing something [10]; intentional action in terms of acting for a 
reason [2]. In our work the notion of intention coincides with the first interpretation. 
Within the scope of language philosophy the notion of intention has been deployed in 
a multitude of ways in explaining speaker meaning [12] and speech acts [21, 22], 
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among others. A speech act is the basic functional unit of language used to express 
meaning. The Speech Act Theory [3, 21, 22] attempts to explain how speakers use 
language to accomplish intended actions and how hearers infer the intended meaning 
based on the assumption that each speech act expresses the speaker’s intention to 
communicate certain content (e.g. ask questions, give directions, make statements) to 
some audience/addressee. Based on their content, speech acts are classified in a varie-
ty of types [6, 8, 17, 22]. In the present work, we focus on speech acts communicating 
future intentions, namely acts through which a writer of a text/message intends to 
communicate what he/she intends (thinks, plans or wants) to do in the future. In this 
regard, intention expressions as speech acts are only partially linked to the commis-
sive speech acts of Searle’s taxonomy [22], since they do not necessarily entail the 
commitment of the writer to some future action.  

2.2 Computational Approaches 

Future intentions have been studied within the scope of commissives in the broader 
context of speech acts classification of different kinds of text genres such as emails  
[8, 17], message boards [18] and chat rooms [25]. For example, authors in [18] treat 
plan expressions found in message boards as implicit commitments and create a fea-
ture for recognizing plan expressions such as “I am going/planning/plan to”, exclud-
ing however decisions. In the work of [8], email messages are classified based on an 
ontology of verbs and nouns, which jointly describe the “email speech act” intended 
by the email sender; the “commit” class refers to messages committing the sender to 
some future course of action or confirming the sender’s intent to comply with some 
previously described course of action, whilst the commitment aspect is included in 
“propose” messages e.g. emails suggesting a joint meeting. Desires about something 
to happen have been studied in terms of “wishes” in the work of [11], in the context 
of building wish detectors applied on datasets of product reviews and political com-
ments, whilst finer-grained approaches like [19, 27] focus on purchase and suggest 
wishes in the product reviews domain. In the recent work of [6], SM users’ intentions 
as speech acts are classified according to a novel ten-way classification schema (e.g. 
intention to criticize, wish or purchase) linking the intention analysis output with spe-
cific benefits in business functions (sales, marketing and customer service). The very 
idea of Intent Analysis in natural language text was introduced in [16], a work pre-
senting a prototypical implementation of generating intent profiles of natural language 
text documents based on the social-psychological theoretical framework of [7] that 
organizes high-level intentions of people into 135 categories (e.g. Charities, Helping 
Others). Our task differs from approaches like [8, 17, 18, 25] in that our interest in 
limited to speech acts communicating future intentions yet not restricted to the con-
tent of commissives; focusing on user-generated content in SM and online fora, we 
present a novel fine-grained intention classification schema based on the semantics of 
the stated intentions rather than the type of the intended activity like in [6, 16]. From a 
methodological perspective, our work is closer to the rule-based method of [19]. 
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3 Identifying User-Stated Future Intentions  

Intention is examined in terms of linguistic expressions transmitting a writer’s future 
intention (FI) as regards a plan, an aim or a desire about the future. Hopes and wishes 
are out of the scope of the present study. In this section we describe a linguistic data-
driven framework for Textual Intention Analysis as the task of the automatic extrac-
tion of stated intentions from user-generated content using NLP (Natural Language 
Processing) techniques. 

3.1 Datasets 

To build the intention analysis framework presented in this section and the computa-
tional method described in section 4 we used the following datasets: 

• SemEval 2014 ABSA1 Task datasets consisting of 6092 sentences from the restau-
rant (3044 sentences) and the laptops (3048 sentences) reviews domains; 

• WISH corpus [11] consisting of 7614 sentences from political discussions (6379 
sentences with Web postings at politics.com) and product reviews (1235 sentences 
from Amazon.com and cnet.com); 

• A corpus of 3000 tweets compiled using as keywords words used to express FIs 
(e.g. plan, want, purpose, aim). 
 
We observed that FIs are highly domain dependent, i.e. purchase intentions (e.g. 

“We’ll return many times for this oasis in mid-town”) are common in the product and 
restaurant reviews domain, but unlikely to occur in the politics domain, and vice ver-
sa; vote intentions (e.g. If she’s the nominee however I will probably vote for her”) are 
frequent in the politics domain but not found in reviews. This coincides with the find-
ings of [11] for wishes. As concerns the frequency of FI expressions, they are rare in 
the politics and reviews corpora. In the case of the product and restaurant reviews, 
negated FIs (e.g. “I will never visit this restaurant again”, “It was a total Dell expe-
rience that I will never repeat”) are more frequent than positive ones (e.g. “My next 
computer will be a MAC”) serving as means to express negative sentiment. On the 
other hand, the domain-independent Twitter corpus contains plenty of FIs ranging 
from plans, thoughts and desires having to do with daily routine (e.g. “I wanna buy a 
shovel #snowproblems, “Going to watch hangover 3 tonight”), to life decisions  
(e.g. “I'm seriously about to quit my job”, “I’m thinking of going back to London”) or 
(repressed) emotions  (e.g. “I wanna buy Real Madrid”, “One day I'm going to bang 
Ian”), among others. 

3.2 Further Observations and Analysis 

FIs as Intended Meaning. Assuming that a user’s x intended meaning is a purchase-
FI z about a specific product P, here are some frequent types of examples expressing 
                                                           
1 http://alt.qcri.org/semeval2014/task4/index.php?id= 
data-and-tools 
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z: a) “I’ m thinking of buying P”, b)”Tomorrow I’m going to P-stores”, c) “Do you 
know how much a P costs”?, d)”I want to buy P”, e)”I want P”. In (a) x states z for P 
in an explicit manner, whilst in (b-c) z may be inferred making the abduction: x wants 
P/ x intends to visit P-store/ x is interested for the price of P, hence x probably has a z 
for P. In (b) the explicitly communicated message is x’s intention to visit P-store, 
whilst in (c) is an inquiry about the price of P. Apparently x intends to visit P-store 
and asks for the price of P for a reason, which may be the actual intended message 
communicated indirectly through the specific utterances. Recovering z as the im-
plied/indirect message involves, among others, knowing the (conversational) context 
i.e. (b-c) replying to questions/tweets like “Have u bought/seen the new P yet”. How-
ever, depending on the context, (b) may as well entail other indirect messages i.e. 
going to P-stores in order to return/fix an already purchased P, whilst x may be utter-
ing (c) with the implicit intend of discouraging someone else from buying P by  
implying that it is very expensive. In these cases z as the communicated meaning can 
be considered to be what is known as conventional implicatures [12], namely (acts of) 
meaning implying one thing by saying something else. In the present study we focus 
on utterances like (a), whereby a FI meaning is a product of deduction based on the 
logical consequence of what is being explicitly stated: “x states that x is thinking of 
buying P x intends to purchase P”. In this respect explicitly stated future intentions 
can be defined in terms of “intended explicatures”, namely assumptions developed 
from the “logical form” encoded by an utterance [23], where “logical form” is a se-
mantically complete structured set of constituents. In the case of desires like (d-e), 
also included in the present work, depending on the utterance type, the FI meaning 
may be inferred deductively e.g. (d) or abductively e.g. (e). 
 
FIs Expressions Structure. Explicit FIs utterances as “semantically complete struc-
tured sets of constituents” appear to follow a typical recurrent pattern irrespectively of 
the domain and the type of the FI (e.g. purchase or vote): 

<Subject> + <Intention Lexical Unit(s) (ILU)> + <Object of FI> 
Where  
     <Subject> belongs to {I, we, my, our} 
 

< ILU> may be a verb, participle, adjective or noun instantiating the FI (e.g. 
thinking of, plan, promise, unavailable, willing, ...) 
 
<FI Object> may be a verb instantiating the intended activity (e.g. buy, sell, 
change, vote, watch, ...} and/or a noun or nominal phrase instantiating the 
object of the activity (e.g. phone, car, house, Hangover 3, her,…) 

 
An important aspect of FIs is their polarity: the subject may express his/her intention 
to perform (positive polarity) or not (negative polarity) a given activity; in other 
words, the object of the FI may be intended or not. A second important aspect of FIs 
is their probability to be realized as it can be derived from the semantics of their lin-
guistic instantiations. 
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Probability as an Aspect of FIs and Intention Insights. Focusing on the semantics 
of the FI utterances we classify them into three semantic categories –i.e. intention 
insights– with regards to the confidence in which they are stated. Confidence is  
examined in terms of user’s commitment to the communicated FI. Based again on 
user-generated content observations, we adopt a binary classification: a writer may 
simply state a purpose, aim or plan about a future activity e.g. (“I’m thinking of buy-
ing a mp3 player”) or commit himself/herself to this future activity, e.g. (“There is no 
way I would ever buy any mp3 player with a measly 4gb of storage”). Finally, a third 
category stands for utterances expressing desires e.g. (“I would like to have an mp3 
player”). Respectively, we use the terms PURPOSE, COMMITMENT and DESIRE to name 
the designated insights.  

DESIRE does not involve a commitment to act [5] and is considered as a separate 
semantic class in that the FI meaning may be a product of abduction as opposed to 
explicitly stated plans and purposes. An important aspect of desires is that they may 
motivate a future plan or purpose [26]. Desires may range from simple needs and 
volitions to intense appetites. The PURPOSE category stands for expressions of plans, 
purposes or thoughts for future actions not providing any information about how like-
ly it is that the user will actually perform the intended activity. Finally, COMMITMENT 

refers to expressions emitting the user’s determination (promise or decision e.g. “Of 
course I'll sell my iPhone”) or obligations (e.g. I have to go to the doctor tomorrow) 
for a specific activity. The commitment aspect is usually instantiated through the  
semantics of the ILU (e.g. promise, swear) or through additional elements, such as 
high probability-strong confidence adverbs (e.g. definitely, of course), negation (e.g. 
there is no way, never) or temporal expressions referencing a specific time (e.g. to-
morrow, by the end of the week). 

The three-degree probability incorporated in the insights is qualitative rather than 
quantitative and results from the semantics of the intention predicates; it can be  
analyzed from various perspectives in correlation with different types of factors (be-
havioral, social, economic etc.) and thus have different interpretations depending on 
the domain and the intended activity. In section 6 we demonstrate several usage sce-
narios in the business intelligence context focusing on purchase intentions. 

3.3 Intention Analysis Framework  

The outcome of the above described types of analysis is the representation of FIs 
expressions as instantiations of a framework for textual intention analysis. The pro-
posed framework can be formulated as follows:  

“An agent x expresses her/his intention i at a specific time t with some degree or 
confidence y to perform or not a future action z”.  
Where  

x is the user/writer of the text; 
i is a desire, purpose or commitment; 
y is the confidence of i; 
t is the time of the statement expressing i; 
z is the object of i.  
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4.1 Intention Lexicon 

Intention Lexicon (IL) is a data-driven lexicon designed as the core component of IG 
in order to enable it to detect explicitly stated intention expressions in text. The lex-
icon was built upon a primary set of ILUs, namely terms conveying intentionality 
(e.g. want, will, plan, purpose, intend, goal, eager) and was then expanded manually 
using semantically related terms (e.g. synonyms, antonyms, troponyms) from Word-
net3 and Wordnik4. Each entry is classified according to its syntactic category as VB 
(verb), MD5 (modal verb), JJ (adjective or participle) or NN (noun) and assigned with 
a prior “desire”, “purpose” or “commitment” semantic label. For the semantic classi-
fication of each entry we used information about its potential meaning from dictiona-
ries and Framenet 6  [4] focusing, however, on the semantic content of the three  
insights. For example, in Framenet the lexical units “promise” and “will” are tied to 
the meanings of “commitment” and “desiring” semantic frames respectively. In our 
case “promise” is also classified in the “commitment” class but “will” is considered a 
“purpose” predicate. Entries conveying a negated polarity in their semantics (e.g. 
unavailable for, refuse) have been assigned a relevant label. Finally, intention verbs 
(VBi) and adjectives/participles (JJi) are further grouped into particular categories 
based on their syntactic behavior. Each category corresponds to a specific type of a 
syntactic complement:  

1. Noun (VBi1, JJi1) e.g. I want a phone. I’ m unavailable for the meeting on Friday. 
2. Infinitive form of another verb (VBi2, JJi2) e.g.  I am about/ willing to get a  

divorce. 
3. Gerund (VBi3, JJi3) e.g. I am thinking of/ intent upon going back to London. 
4. Verb (VBi4) e.g. I will visit this restaurant again. 

The rationale behind this further classification is that a VBi or a JJi are likely to 
express a FI when followed by one or more of the above types of complements. A 
sample of the structure of IL is provided below in Table 1:  

Table 1. Example of Intention Lexicon 

Entry POS  Insight  Syntactic group Polarity 
thinking of VB purpose VBi3 - 
plan NN purpose - - 

want MD desire VBi1, VBi2 - 
unwilling JJ desire JJi2 Negated 
intent upon JJ commitment JJi1, JJi3 - 

                                                           
3 http://wordnetweb.princeton.edu/perl/webwn 
4 https://www.wordnik.com/ 
5 We classify as Modal verbs (MD) also expressions like “have (got) to”, which are closely 

related to modals in meaning and are often interchanged with them-, as well as informal 
types like “wanna” (want to), “gonna” (going to), “gotta” (have got to). 

6 https://framenet.icsi.berkeley.edu/fndrupal/framenet_search 
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4.2 Intention Grammar  

Intention Grammar (IG) is a precision-oriented FST grammar aiming to detect FIs in 
text. It relies on IL and a manually built Negators lexicon. Given an input text, IG de-
termines which spotted IL’s entries express FIs -in terms of desires, purposes and 
commitments- based on sets of linguistic rules of shallow syntactic relations patterns 
that exploit the lexico-syntactic information incorporated in the metadata of IL and 
impose specific restrictions in the context around a candidate FI expression. In particu-
lar, IG contains three sets of rules: rules based on intention verbs, adjectives/participles 
and nouns respectively. Here are two examples of rules based on VBi:  
 
Rule 1: << PP1>> << Negator?>> << VBi4>> << Negator?>> <<VB>>  <RB?> 
<to?> <DT?> <JJ?> <<NN>> 
 
Rule 2: << PP1>> <be?> <MD?> <<Negator?>> << VBi3>> << Negator?>> 
<<VBG>> <RB?> <to?> <<NN?>> 

Where  
PP1  belongs to {I, we}; 
Negator belongs to Negators Lexicon; 

  VBi4 belongs to Intention Lexicon; 
DT is a determiner {the, a, this,…}; 
JJ is any adjective; 
NN is any noun; 
VBG is any gerund; 
RB is any adverb. 
 

These rules match sentences containing the described patterns (The “?” is used for 
non-core elements, double “< >” stand for the core elements). For example, Rule 1 
matches sentences like (a) and (b), whilst Rule 2 sentences like (c) and (d). 

a) I (don’t) have to buy a new phone. 
b) I will go back to this (amazing) restaurant one day. 
c) I am (not) thinking of switching to Mac. 
d) I (may) consider moving back to London.  

Rules 1 & 2 return as output the following information types for the specific  
examples:  

• Insight type: “purpose” in all cases (a-d) as derived from the semantic labels of 
“have to”, “will”, “thinking of” and “consider” in IL. 

• Polarity: if “not” or “don’t” are activated in sentences (a) and (c), then they are 
assigned a negative polarity. 

• Object of intention: “buy” and “phone” in (a), “go back”, “restaurant” in (b), 
“switching” and “Mac” in (c), “moving” and “London” in (d).  
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5 Experimental Evaluation 

To evaluate our method we ran a specific case study in the Customer Product  
Reviews domain using the dataset of [14, 15]; the dataset consists of approx. 4250 
sentences - customer reviews of five products. We annotated it with intention-related 
labels according to the intention analysis framework using the GATE7 platform. The 
evaluation results for each information type are illustrated in Table 2:  

Table 2. Evaluation Results on Customer Reviews Dataset 

 Recall Precision F-Measure 
Intention 62% 80% 70% 
Insight type 57% 74% 61% 

Object_of_Intention 48% 82% 61% 
Negated Polarity 55% 100% 71% 

 
The results confirmed our expectations favoring a precision-orientated method, 

since IG achieves substantial precision in all types of the extracted information. The 
false positives that affect the precision of our results are mainly due to factors that  
the method is not yet designed to address, as for example the semantic content of the 
object of the intention i.e. in sentences like “I will just say this: I will never go back to 
my archos again” the rules correctly identify “will just say this” and “will never go 
back…” as intention expressions; however, in the first case the semantics of the object 
“say” cancel the FI meaning since in this context the particular expression is a prefa-
tory statement. The low recall results are mainly due to the limitations of the shallow 
syntactic relations modelling, since long distance dependencies cannot be captured 
through a window of a limited number of Tokens i.e.  for the sentence “I have but 
plan on selling my rebel ti and all of the equipment with it” IG returns as objects of 
the intention “selling” and “rebel ti”, but cannot detect the object “all of the equip-
ment”. In the negated polarity class, the low recall is also due to negation expressions 
that are not included in our Negators lexicon yet i.e. saved me from (e.g. “saved me 
from having to buy an expensive optical cable”).  

6 Usage Scenarios  

Assuming placing “purchase” as a value for the object of the intention, a company 
having access to the information contained in the above described framework auto-
matically extracted from Twitter could benefit by a) getting a first-hand view of a new 
product launch or sale campaign i.e. measure impact in terms of how many people 
tweeted that they are thinking or have already decided to buy it, and b) reputation 
monitoring, i.e. negated intentions like “I will never buy an x product again”, where x 
is the name of a particular brand, (re)tweeted by highly influential users (e.g. celebri-
ties) can spread within a few only minutes and cause significant damage. Focusing on 
                                                           
7 https://gate.ac.uk/ 
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the three insights per se, here are some possible interpretations: a) Stating a purchase 
desire about something (‘want it’) instead of a purpose (‘planning to buy it’) may 
indicate that perhaps the potential customer cannot afford it. Subsequently, a large 
amount of purchase desires about a specific product correlated with low sales rates 
may indicate that a company may have to do something about the price. b) Purchase 
purpose instead of commitment may indicate that the potential customer is just shop-
ping around i.e. a frequent type of purchase purposes is “I’m thinking of buying x, any 
ideas/ opinions/ suggestions /alternatives/…?. Depending on the value of “x” (own or 
competitive product) a company can customize accordingly its SM strategy. c) Pur-
chase commitments can be correlated with sales rates.  

7 Conclusions and Future Work 

We presented a novel study of intentions from an NLP perspective involving a lin-
guistic data-driven framework and method for textual intention analysis. Our notion 
of intention refers only to future actions and to the best of our knowledge our work is 
the first to introduce desires, plans and commitments as insights deriving from the 
semantics of intention expressions. The introduced insights can be interpreted from 
various perspectives and serve as variables in predictive or decision making models in 
any domain of interest, since the proposed framework is domain-independent. Future 
work includes evaluating our method on SM datasets, enhancing it with deep linguis-
tic processing like dependency parsing and analyzing specific types of intended  
activities (i.e. purchase intentions). 
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Abstract. This study aims to examine how the relationship with an information 
source affects the perceived credibility of online information. We develop a 
general framework that explains how people perceive information credibility 
when they are familiar with the information source and/or when the information 
source seems credible. We then compare the associations of the model in two 
contexts, namely, online review and social media sites, to examine the differ-
ence. The result confirms that credibility of information is strongly mediated by 
credibility of information source than familiarity with information source in on-
line review sites and vice versa in social media sites. 

Keywords: Information Credibility, Information Source, Goal Similarity,  
Personal Similarity, Social Media Site, Review Site. 

1 Introduction 

In 2012, Facebook announced that it has reached one billion subscribers, which is 
equivalent to one out of seven persons in the world [40]. Moreover, the Social Media 
Report by Nielsen [29] stated that the total amount of time spent on social media in 
the United States has increased to 121 billion minutes in July 2012 compared with 88 
billion minutes in the previous year. The rapid emergence of social media has resulted 
in the natural extension of its use as a marketing vehicle for businesses. The social 
media not only allows businesses to interact with their customers but also provides a 
platform in which customers gather. Customers form a community and behave as a 
tribe with shared interests [19]. With the founding of such strong, specified online 
communities, businesses can build a stronger brand power, collect additional ideas 
from their customers, and even support knowledge creation for organizations [6].  

One of the advantages of social media as a marketing tool is that it delivers infor-
mation with enhanced personal closeness [24]. It can be viewed as another form of 
electronic word of mouth (eWOM) but is more advanced because it lessens the level 
of anonymity incorporated in online world. eWOM has benefitted customers with its 
extensive product information with less bias; however, its credibility is sometimes 
questioned because of its anonymity. Nevertheless, users of social media can now 
enjoy the power of eWOM with less anonymity. Considering the level of anonymity 
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depending on websites (review versus social media websites), which information 
source (i.e., a renowned source vs. a person with whom the user has personal interac-
tion, such as a social media friend) is more credible to the use of posted information is 
not clear. People usually perceive that information from the people they know is cred-
ible. However, numerous renowned bloggers and reviewers produce more influential 
information compared to the majority of a user’s friends. Thus, it is doubtable that 
information from a social media friend is more influential than that from renowned 
bloggers because of a user’s personal interaction with his or her friend.  

Therefore, this study aims to examine how the relationship with an information 
source affects the perceived credibility of online information. We develop a general 
framework that explains how people perceive information credibility when they are 
familiar with the information source and/or when the information source seems credi-
ble. We then compare the associations of the model in two contexts, namely, online 
review and social media sites, to examine the difference. The result confirms that 
credibility of information is strongly mediated by credibility of information source 
than familiarity with information source in online review sites and vice versa in social 
media sites.  

2 Theoretical Development 

2.1 How People Believe the Words of Others 

One of the challenges in Internet shopping is that all transactions are conducted with-
out face-to-face interaction. Customers experience a level of ambiguity due to the 
impersonal online transaction, that customers are unable to see or touch the products, 
but should make a decision mostly based on the information on the web [23]. Al-
though rich product information is now widely available in online, such as video si-
mulation and consumer reviews, the credibility of the information on the web is not 
always easily assured [10]. 

To assist such customers with ambiguity and anxiety, leading online malls have 
devised various methods, especially to assure the credibility of the information 
source. For example, Amazon.com grants special labels to reviewers with high reputa-
tions, such as Top 1000 Reviewer, to verify the credibility of the information source. 
For another example, customers can browse all the reviews written by the same re-
viewer, to confirm the consistency in his information credibility.  

These efforts to verify the credibility of information source have effectively bene-
fitted online consumers mainly based on the belief that people with experience and 
reputation would provide accurate and factual information [22]. Credibility refers to 
the accuracy, depth, and factuality of the information as well as the intention and 
knowledge of the information providers [34]. Information that is provided by a know-
ledgeable person is often perceived as factual. Therefore, the following hypothesis is 
proposed: 

H1: The credibility of the information provider has a positive influence on the per-
ceived credibility of the online information.  
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The credibility of the information is also influenced by the familiarity of the infor-
mation seeker with the information provider. Familiarity refers to the acquaintance of 
an individual with a particular entity that is formed via previous and direct transac-
tions between both parties [21]. Familiarity improves the understanding of a person 
toward particular information as well as the reasoning behind such knowledge, which 
reduces inaccuracies or misinterpretations. Additional knowledge or information is 
transferred between people who are familiar with each other than between people who 
are unfamiliar with each other [13]. The familiarity of the information seeker with the 
information provider reduces their uncertainty toward the provided knowledge and the 
perceived risks in the transaction [14]. Therefore, the following hypothesis is pro-
posed: 

H2: The familiarity of the information seeker with the information provider has a 
positive influence on the perceived credibility of the online information.  

2.2 Similarities between the Readers and the Reviewers 

Numerous studies have identified credibility and familiarity as important building 
blocks of interpersonal relationships [15]. Credibility implies the present belief about 
the other party, whereas familiarity implies previous behaviors and experiences [13]. 
Given the existence of trust between familiar parties, these parties tend to choose each 
other when they are presented with a wide selection of potential partners [15]. Al-
though certain studies have simultaneously discussed familiarity and credibility, these 
two concepts are distinguished from each other.  

The similarity–attraction theory is proposed for drawing out the antecedents of 
these two factors. This theory suggests that people tend to engage in highly positive 
social interactions with people who are similar to them in various aspects [4]. Such 
similarities, from demographics to self-esteem, have been extensively studied to  
investigate their effects on teamwork [11, 39]. The similarity–attraction theory em-
phasizes the vital role of the perceived similarity in the transfer of knowledge and 
affect from one stimulus to another [9]. An increase in the similarity between two 
people increases the tendency for knowledge, affect, and intention to be transferred 
between both parties [25]. Similar people tend to communicate often and understand 
each other easily, which produces better outcomes [35].  

The present study focuses on the similarity between two people in terms of their 
goals and personalities. On the one hand, goal similarity highlights the differences 
between the review and social media sites in terms of the information perceiving and 
processing objectives of the information seekers. Customers who visit review sites 
aim to search for information on a specific product, whereas customers who visit so-
cial media sites aim to search for information on other aspects. On the other hand, 
personality similarity highlights the differences between the review and social media 
sites in terms of the relationship types between the information provider and the in-
formation seeker. No relationships are observed between information providers and 
information seekers on review sites, whereas these two parties regularly connect and 
communicate with each other on social media sites. Based on these concepts the  
following hypotheses are developed further.  
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Goal Similarity. Goal refers to the abstract benefit that is sought by people [17], 
which determines the salient pieces of information that are readily accessible to the 
information seeker in a particular situation [9]. People without definitive goals tend to 
utilize any information that they find without considering their importance [25]. Goal 
similarity refers to the degree to which two people are perceived to share a common 
goal. People who are highly similar in terms of their goals tend to seek for the same 
pieces of information.  

The roles of the information provider (i.e., the reviewer) and the information seeker 
(i.e., the reader) in the online shopping context are clarified when they share a com-
mon goal [5], which improves their understanding of each other. For example, the 
reader perceives the comments of the reviewer as very useful and agreeable when 
they share the same goals, hence developing an affinity between the two parties. Goal 
similarity develops a mutual understanding between the reviewer and reader by facili-
tating an information exchange [18]. The following hypothesis is proposed: 

H3: The goal similarity between the information provider and the information 
seeker enhances the perceived familiarity of the latter with the former. 

Similar goals facilitate the transfer of information among people and strengthens 
the foundation of relationships [36]. Goal similarity results in an affinity and mutual 
understanding that can improve the quality of the relationship [18]. The customer 
obtains the information that they seek by reading the comments of a reviewer who 
shares the same goal. Therefore, the information that is shared by the reviewer be-
comes highly credible. The following hypothesis is proposed:  

H4: The goal similarity between the information provider and the information 
seeker enhances the perceived credibility of the former. 

Personality Similarity. Personality similarity is an important factor in online transac-
tions given its association with various business factors, such as leader–member ex-
change, organizational commitment, and job satisfaction [3, 27]. People with similar 
personalities easily and effectively communicate with each other [28]. Such similarity 
also increases the number of members in an organization [31] and reduces conflict 
and ambiguity in the roles of individuals [37]. Therefore, personality similarity im-
proves the relationships among people.  

In the online shopping context, the personalities of the reviewer and the reader are 
mostly reflected by their perspectives on a product that they have bought or are think-
ing of buying. Reviewers and readers with similar personalities can comfortably inte-
ract with each other by facilitating an open information exchange. Many studies have 
found that people from the same generation and with the same interests can easily 
communicate with one another. Thus, the following hypothesis is proposed: 

H5: The personality similarity between the information provider and the informa-
tion seeker enhances the perceived familiarity of the latter with the former. 

This similarity allows both parties to evaluate each other positively [1] by enabling 
an individual to predict the behavior of other people, hence interpreting various beha-
viors and environmental events in a highly predictive manner [7]. Such predictability 
reduces conflict and ambiguity between the involved parties [37], which eventually 
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promotes trust. In the online shopping context, the reviewer and the reader share the 
same perception toward a product when their personalities are also similar, which 
greatly improves the perceived credibility of the reviewer. The following hypothesis 
is proposed: 

H6: The personality similarity between the information provider and the informa-
tion seeker enhances the perceived credibility of the former. 

 

Fig. 1. Research Model 

2.3 Comparison between Review and Social Media Sites 

Review and social media sites mainly differ in terms of the objectives of their users. 
On the one hand, people visit review sites to shop, and they search for relevant infor-
mation on a specific product before making the purchase. On the other hand, people 
visit social media sites to share information, such as their educational background, 
family, work, and origins, with their close friends [20]. 

Such differences in the objectives of review and social media site users also gener-
ate differences in the attitudes of reviewers and readers. In review sites, the reviewers 
are responsible for publishing quality reviews of a particular product [12]. These re-
viewers are often treated as professionals by their readers who find their reviews use-
ful. These reviewers rely on the quality and credibility of their reviews to protect their 
reputation. Readers in review sites place more emphasis on the credibility of review-
ers. To verify if the credibility of the reviewer is more pronounced in review sites 
rather than in social media sites, the following hypothesis is proposed: 

H7: The credibility of the information provider produces a much stronger mediat-
ing effect in review sites rather than in social media sites. 

The reviews in social media sites are often written in conversational or casual 
tones. However, readers continue to take these reviews seriously, and their purchasing 
decisions are influenced by their familiarity with the reviewer rather than by the quali-
ty of the reviews that they are reading. People tend to believe information that comes 
from someone whom they are closely affiliated with [14]. Given that social media 
sites connect people that are personally affiliated, the reviews that are published in 
these sites, whether positive or negative, are perceived as friendly conversations. The 
following hypothesis is proposed: 

H8: The familiarity of the information seeker with the information provider pro-
duces a stronger mediating effect in social media sites rather than in review sites. 
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3 Data Collection 

3.1 Item Development 

Studies on information accuracy and objectivity are reviewed to collect data on in-
formation credibility. These studies explain the key concepts that are used in this 
study [34, 38]. Studies on business trust are reviewed to collect data on information 
provider credibility given that such credibility reflects the sincerity of the information 
provider in helping the information seeker [10, 26]. Studies that measure the depth 
and frequency of the information seeker–provider interactions are reviewed to collect 
data on the familiarity of information seekers with the information providers [13, 21]. 
Major business studies are reviewed to collect data on goal and personality similari-
ties. Most of these studies describe the similarities between supervisors and their  
subordinates or the similarities among the peers within a firm. Such information is 
modified to fit in the electronic commerce context [8, 25, 35, 36].  

3.2 Data Collection Process 

The data was electronically collected. The online questionnaire was built and 400 
potential subjects were invited through emails, social networking sites, and review 
sites. The questionnaire described what review sites and social media sites were with 
examples (Tweakers.net and Facebook.com, respectively) to provide a clear idea of 
two different types of websites. The questionnaire clearly asks subjects to consider the 
reviews of reviewers on the review sites and the comments of their friends on social 
media websites they often visit.  

A mobile phone was selected as an experimental product for a subject to collect 
and evaluate information to purchase one. A mobile phone is considered a personal 
product that most people need and use, at least, in developing and developed coun-
tries. Although there are different kinds of mobile phones, people tend to personalize 
and use them for a couple of years, especially for smart phones. For these reasons, 
people are likely to seek information about potential mobile phones they will pur-
chase. 

To measure credibility of information, questions, for example, “The consumer  
reviews information on review sites (or social media site) do not contain any false 
information about mobile phone.” were asked. To measure credibility of information 
source, questions, for example, “I trust reviewers at review sites (or my friends at 
social media sites) when they post something on the review sites (or the social media 
sites),” were asked. To measure familiarity with information source, questions, for 
instance, “I do often exchange information with reviewers at review sites (or my 
friends at social media websites),” were asked. To measure goal similarity with in-
formation source, questions, for instance, “to me, the information about a mobile 
phone provided by reviewers at review sites (or my friends at social media websites) 
is important,” were asked. To measure personality similarity with information source, 
questions, for instance, “I feel similarity with people on review sites (or my friends on 
social media sites),” were asked.  
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4 Data Analysis 

The sample comprised 70 subjects, in which 50% were male and 50% were female, 
92.9% were aged between 12 and 25 years, 95.8% were from Netherlands, and 100% 
managed social media accounts, such as Facebook, Myspace, and Twitter (Table 1). 

Table 1. Respondents Demographics 

Gender Freq. (%) Age Freq. (%) Nationality Freq. (%) 
Male 35 (50) 12-19 31 Netherlands 67 

Female 35 (50) 20-25 34 Belgium 1 
Total 70 (100) 26-35 2 Germany 1 

  36 and older 3 USA 1 
  Total 70 (100) Total 70 (100) 

4.1 Measurement Model 

Exploratory factor analysis was conducted on the four data sets, and the SPSS 17.0 
software was used to test the convergent and discriminant validities of the items. The 
items within a set are divided into five major components (Table 2) with factor load-
ing values ranging from 0.6 to 0.9. The convergent and discriminant validities of the 
items are justified given that they satisfy the baseline factor loading value [16]. A 
Cronbach’s alpha test was conducted to verify the internal consistency of the items. 
The Cronbach’s alpha values of all items range from 0.72 to 0.86 (Table 2), which 
satisfies the minimum prescribed value for social science studies (alpha = 0.7) [30]. 
The correlations among most constructs in Table 3 are below 0.7, which indicates that 
multicollinearity is not a potentially serious problem in the model [2]. 

Table 2. Exploratory Factor Analysis 

Items 
Review Site Social Media Site 

C1 C2 C3 C4 C5 C1 C2 C3 C4 C5 
GoS1 .139 .032 .873 -.001 -.131 .146 -.071 .884 .073 .022 
GoS2 -.071 -.001 .905 .053 -.050 .185 .087 .847 .178 -.135 
GoS3 .132 .098 .839 .047 .159 .136 .179 .827 .107 .109 
CtS1 .035 .081 .123 .785 .250 -.204 .780 -.018 .074 .143 
CtS2 .015 .077 .046 .865 .233 .007 .827 .102 .109 .188 
CtS3 .050 .101 -.059 .897 -.119 -.064 .789 .089 .056 .137 
Fam1 .010 .704 .005 .127 .071 .071 -.270 .193 .552 .327 
Fam2 .023 .893 .053 -.047 .031 .173 .116 .167 .729 .180 
Fam3 .021 .871 -.070 .015 .108 .094 .273 .181 .796 .004 
Fam4 .172 .615 .170 .176 .076 .133 .051 -.051 .806 -.194 
Cre1 .387 .036 -.077 .176 .602 -.041 .367 .013 .091 .757 
Cre2 .218 .020 .015 .129 .776 .180 .212 .066 .011 .705 
Cre3 .028 .239 -.020 .076 .798 .002 .026 -.074 .008 .801 
CrI1 .899 .116 .088 -.014 .063 .842 -.159 .158 .162 .003 
CrI2 .893 .094 -.004 .040 .033 .762 -.214 .151 .111 -.026 
CrI3 .628 .056 .177 -.032 .409 .824 -.072 .169 .053 .200 
CrI4 .846 -.037 .042 .096 .248 .844 .130 .049 .137 .009 

Cronbach’s 
Alpha 0.851 0.730 0.833 0.715 0.872 0.851 0.725 0.801 0.714 0.860 
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Table 3. Exploratory Factor Analysis 

 Review Site Social Media Site 
 GoS CtS Fam Cre CrI GoS CtS Fam Cre CrI 

GoS 1     1     
CtS 0.09 1    0.13 1    
Fam 0.12 0.22 1   0.32** 0.17 1   
Cre 0.02 0.29* 0.25* 1  0.06 0.38** 0.17 1  
CrI 0.16 0.12 0.17 0.43** 1 0.33** -0.15 0.31** 0.08 1 

Mean 
(SD) 

4.04 
(0.97) 

3.23 
(1.21) 

1.92 
(1.32) 

4.06 
(1.42) 

4.48 
(1.61) 

4.04 
(0.97) 

4.8 
(1.45) 

4.05 
(1.51) 

4.30 
(1.19) 

2.45 
(1.47) 

*. Correlation is significant at the 0.05 level (2-tailed). 
**. Correlation is significant at the 0.01 level (2-tailed). 

4.2 Structural Model 

LISREL 8.71 was used to test the structural model fit. Most statistics in the model 
indicated a marginally adequate fit (Table 4). The AGFIs and RMRs were lower and 
higher than the recommended level, respectively. Such gap was deemed acceptable 
for the analysis given the small sample size of the study. The other indexes, such as 
GFI and RMSEA, all showed an acceptable fit. The results of the hypotheses testing 
are presented in Fig. 2 and Fig. 3 as well as in Table 5. The credibility of the informa-
tion provider has a significant effect on the credibility of information in review sites 
(b = 0.51, t = 3.30, p < 0.01) but shows an insignificant effect on the credibility of 
information in social media sites (b = –0.10, t = –0.69, p > 0.10), which partially sup-
ports H1.  The familiarity of the information seeker with the information provider 
has a significant effect on the credibility of information in social media sites  
(b = 0.36, t = 2.07, p < 0.10) but shows an insignificant effect on the credibility of 
information in review sites (b = 0.05, t = 0.42, p > 0.10), which partially supports H2.  

Table 4. Exploratory Factor Analysis 

Fit Index Recommended Level Structural Model 
Review Site Social Media 

Absolute Fit Measures    
Chi-square test statistic (χ2); df  155.65: 112 123.64: 112 

p-value > 0.10 0.00403 0.21292 
Goodness-of fit index (GFI) > 0.80 0.79 0.83 

Root mean square error of app. (RMSEA) < 0.08 0.075 0.039 
Root mean squared residual (RMR) < 0.05 0.093 0.10 

Incremental Fit Measures    
Adjusted goodness-of-fit index (AGFI) > 0.80 0.71 0.76 

Normed fit index (NFI) > 0.80 0.78 0.80 
Parsimonious Fit Measure    

Normed chi-square 1.00 ~ 3.00 1.39 1.10 

 
Goal similarity shows a significant effect on the familiarity of the information seek-

er with the information provider in social media sites (b = 0.37, t = 2.14, p < 0.10) but 
shows an insignificant effect on such familiarity in review sites (b = 0.06, t = 0.40, p > 
0.10), which partially supports H3. Goal similarity shows an insignificant effect on the 
credibility of the information provider in both review (b = –0.13, t = –0.62, p > 0.10) 
and social media sites (b = –0.05, t = –0.36, p < 0.01), which does not support H4.  
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Personality similarity shows a significant effect on the familiarity of the information 
seeker with the information provider in social media sites (b = 0.25, t = 1.60, p < 0.10) 
but shows an insignificant effect on such familiarity in review sites (b = 0.15, t = 1.11, 
p > 0.1), which partially supports H5. Personality similarity shows a significant effect 
on the credibility of the information provider in both review (b = 0.39, t = 2.63, p < 
0.01) and social media sites (b = 0.57, t = 4.03, p < 0.01), which supports H6.  

 

 

Fig. 2. Professional Review Site 

 

Fig. 2. Social Media Site 

Table 5. Hypotheses Test Summary 

Hypotheses Review Site Social Media 
H1 Info. Source Credibility → Info. Credibility S NS 
H2 Info. Source Familiarity → Info. Credibility NS S 
H3 Goal Similarity → Info. Source Familiarity NS S 
H4 Goal Similarity → Info. Source Credibility NS NS 
H5 Personality Similarity → Info. Source Familiarity NS S 
H6 Personality Similarity → Info. Source Credibility S S 

H7 
Mediating effect of Info. Source Credibility is stronger  

in Review site than in social media. 
S 

H8 
Mediating effect of Info. Source Familiarity is stronger  

in Social media than in review site. S 

S: supported; NS: not supported. 

 
H7 was tested by comparing the mediating effects of information provider credibil-

ity in review and social media sites. Given that the path from information source  
credibility to information credibility is insignificant, the former does not produce a 
mediating effect on the latter in social media sites. The opposite is observed in review 
sites, in which the information source credibility produces a mediating effect from 
personality similarity to information credibility. Therefore, H7 is supported.  
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The mediating effects of the familiarity of the information seeker with the informa-
tion provider in review and social media sites are also compared. No mediating effect 
is observed in review sites given that all paths to and from the variable are insignifi-
cant. However, information source familiarity produces a mediating effect from goal 
and personality similarity to information credibility in social media sites. Therefore, 
H8 is supported.  

5 Discussion 

The result indicates that the credibility of information between review sites and social 
media sites are mediated by different constructs that are also affected by different 
antecedents. The credibility of information on review sites is mediated by the credibil-
ity of information source, while the credibility of information on social media sites is 
mediated by the familiarity with information source. It means that people tend to ra-
tionally evaluate information by whether they can trust information source on review 
sites. Meanwhile, they tend to rely on their relational familiarity with information 
source to evaluate information on social media sites. This result confirms the idea of 
dual processes by Petty and Cacioppo [32]. In persuasion literature, there are two 
distinct routes – one is central route based of the rational consideration of arguments 
central to the issue and the other is peripheral route based on peripheral cues. For 
example, when information is posted about a certain product, in some cases, people 
analyze information directly relevant to central issues of the product, in other cases, 
peripheral cues such as who posted and when read (whether a close friend posted or 
whether a reader just have nice food or is hungry) are triggered to reach a decision of 
being or not being persuaded [33]. It implies that there is a stimulus to trigger one 
route against the other. Coinciding with this dual processes idea, the result confirms 
that people tend to use the central route to evaluate information when they read in-
formation posted by anonymous reviewers on review sites. Meanwhile, they use the 
peripheral route to evaluate information on social media sites.  

As hypothesized Goal Similarity and Personality Similarity with Information 
Source positively influence on Familiarity with Information Source at social media 
websites. Although Familiarity with Information Source is related to peripheral route, 
Goal Similarity (b=0.37) plays more significant role on building Familiarity with 
Information Source than Personality Similarity (b=0.25). It implies that posters can 
increase the familiarity of readers by posting important and relevant information to 
the readers. However, for review sites, only Personality Similarity with Information 
Source positively influences on Credibility of Information Source, which is a surpris-
ing result. It suggests that posters can increase Credibility of Information Source  
by revealing their personal lives. One explanation of this surprising result can be de-
rived from the sample size (n=70) and the composition of the respondents within the 
sample. The sample size can be considered small and the composition of the sample 
implies a need for caution in interpreting the result, because more than 90 percent of 
respondents are from the age group between 12 and 25. Yet, this study opens different 
perspectives and factors influencing on the credibility of information between online 
review and social media sites.  
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Abstract. This study explores whether wearing a beard in a LinkedIn profile 
picture affects a candidate’s prospects of being invited for a job interview and 
whether this is contingent on the type of job vacancy. Based on Ohanian’s 
(1990) three sub dimensions of credibility, three different job vacancies were 
constructed: (1) architect for an expertise-job, (2) back cashier officer for a 
trustworthiness-job, and (3) sales representative for an attractiveness-job.  
Results of a 2 (candidate: beard versus no beard) x 3 (job type: expertise, trust-
worthiness, attractiveness) experiment conducted among 216 participants show 
that bearded candidates are perceived as having more expertise than clean-
shaven candidates. Moreover, a candidate’s perceived expertise is a significant 
predictor of the intention to invite the candidate for a job interview. Theoretical 
and practical implications of these findings are discussed.  

Keywords: Personal Branding, Strategic Social Media, recruitment, beards, 
credibility, job interview success, LinkedIN. 

1 Introduction 

As a sign of fashionable masculinity, the male facial beard has risen and fallen regu-
larly throughout history. Quite consistently, however, it has been associated with 
divine and political authority [11]. Hence, many kings grew beards and often had 
themselves portrayed wearing one, in order to emphasize their power and reigning 
expertise. 

As evidenced by the many European monarchs currently growing a beard, kings 
are among the many professionals that are well aware of the fact that visual cues are 
essential in forming impressions of others [7]. A strong first impression, in particular, 
is vital in the context of job recruitment [3]. Today’s employers are increasingly using 
Social Network Sites (SNSs; e.g., Facebook and LinkedIn) to screen potential job 
applicants before inviting them to a job interview [13]. Based on minimal visual cues 
for online self-presentation (e.g., a candidate’s profile picture or affiliations), employ-
ers judge a candidate’s personality and intelligence without ever meeting him/her 
[13]. Thus, the cues a potential job candidate displays on their online profile may 
determine interpersonal impression formation and, evidently, job interview success.  
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This study therefore explores whether one specifically salient visual cue in a Lin-
kedIn profile picture, namely wearing a beard, affects a candidate’s prospects of being 
invited for a job interview, and whether this is contingent on the type of job vacancy. 
This study builds on prior work by Guido, Peluso, and Moffa (2011) on the effects of 
bearded endorsers in advertising, and extends their research design to the context of 
job recruitment. In the next section, the theoretical rationale for our hypotheses is 
provided. Subsequently, the methodology used to empirically test our hypotheses is 
described. In the fourth section, the results are presented. Finally, we discuss the theo-
retical and practical implications of this study.  

2 Theoretical Framework  

Because recruiters have limited time and information processing capabilities to search 
among the online pool of potential job candidates on LinkedIN [13], they must resort 
to heuristic inferential strategies to economize their judgments [19]. Therefore, their 
judgments are likely to be guided by peripheral cues displayed on a profile picture 
such as gender, ethnicity, glasses, and facial hair. Online, such simple cues may mag-
nify the effects of impression formation [24]. According to research in the field of 
impression formation, one specifically relevant cue is facial hair [20]. Colloquial evi-
dence suggests that there is a negative correlation between professional success and 
facial hair [24]. Therefore, this study focuses on the role of beardedness as a cue, 
which refers to the presence (or absence) of a well-groomed beard on a job candi-
date’s face.  

Throughout history studies have shown that beards have been associated with  
positive personality traits such as maturity [3], intelligence, courage, sincerity, com-
posure, and competence [20, 23, 4]. However, in terms of attractiveness, some re-
search suggests that bearded men are perceived to be less attractive than those who 
are clean-shaven [17, 5], while other studies, have indicated differently. Barber (2001) 
for instance, from a biological standpoint suggests that wearing a beard makes men 
more attractive because they “are seen as having the biological and social qualities 
that would enhance their value as husbands” (p. 262).  

Based on Guido et al.’s (2011) research on the effects of bearded endorsers in  
advertising, Johnston’s (2011) exploration of beards’ socio-cultural meaning, Dixson 
and Brooks’ (2013) recent study of the evolutionary function of beardedness, and 
Reed and Blunk’s (1990) finding that bearded men are more competent than clean-
shaven men, we hypothesize the following:  

 

H1: A candidate who is displayed wearing a beard in his LinkedIn profile picture is 
perceived more as an expert than a candidate who is displayed without a beard.  

 

In the context of persuasive communication, higher levels of perceived expertise 
have been linked to attitude change and consumer purchase behavior [18, 26]. For 
example, Woodside and Davenport (1974) found that salesmen who were perceived 
as an expert were able to gain a significantly higher number of customer purchases  
for their product than salesmen who were not perceived as such. In a similar vein,  
we therefore argue that the perceived expertise of job candidate will affect the inten-
tions to invite him for a job interview and offer the following hypothesis:   
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H2: The more a candidate is perceived as an expert, the more likely he is to be invited 
for a job interview.  
 

Beardedness increases a candidate’s perceived credibility, and could prompt the li-
keliness of recruiters to invite the candidate for an interview, especially when the 
attributes of the candidate’s personality are congruent with the available job. Based on 
the match-up hypothesis [12, 16] and Guido et al.’s (2011) prior work, we argue that 
for jobs associated with expertise (e.g., an architect), men with beards elicit a higher 
level expertise which could positively influence a recruiter’s perception of a bearded 
candidate’s suitability for the job than a clean-shaven candidate. This effect would not 
occur for attractiveness-jobs or trustworthiness-jobs, as the incongruence between the 
image of the bearded candidate with the attributes related to the job could inhibit job 
interview success. Therefore the following hypothesis is presented:  

 

H3: Wearing a beard on a LinkedIn profile picture positively affects expertise percep-
tions, which in turn increases the likeliness to be invited for a job interview, but only 
for expertise-jobs.  

 

Fig. 1. Conceptual model of this study 

3 Method 

To test these hypotheses graphically displayed in Figure 1, a 2 (candidate: beard ver-
sus no beard) x 3 (job type: attractiveness, trustworthiness, expertise) between subject 
factorial design was conducted.  

3.1 Sample 

This study was carried out among a convenience sample of 216 adults between 18 and 
69 years old (53.2% female, Mage = 29.01, SD = 10.81). Participants were recruited 
via the social networks of the students who participated in a Master’s level Communi-
cation Science course at a high-ranked University in the Netherlands. Of these partic-
ipants, 27.6% indicated using LinkedIN at least once a week.  

3.2 Research Design  

Three job vacancies were established to represent Ohanian’s (1990) three sub-dimensions 
of credibility: attractiveness, trustworthiness, and expertise. The corresponding types of  

Beardedness 

Job Type 

Perceived Exper-
tise 

Likelihood of being 
invited for a job in-

terview H1 H2

H3 
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job vacancies were determined by a focus group of fifteen university students consisting 
of thirteen women and two men. It was determined that the attractiveness job vacancy 
should be represented by a sales person at a fashion store, the trustworthiness job va-
cancy by a back office bank cashier, and the expertise job vacancy by an architect. The 
job vacancy descriptions were based on existing online job postings for similar vacan-
cies. A manipulation check was performed to check whether each job represented the 
correct sub-dimension of credibility. For the manipulation check, eleven participants 
were asked to give the three most important qualities needed in a candidate for each of 
the three job categories. Their answers verified that each job vacancy was a valid repre-
sentation of the intended sub-dimension. Appendix A shows the final job vacancies.  

In terms of facial stimuli, beardedness in this study constitutes of a well-groomed 
beard, since research has shown that employers consider grooming one of the most 
important physical factors of candidates’ suitability for the job [21]. A relatively young 
male (30 years of age) was chosen as a model, because candidates in this age category 
are rewarded more positive replies to their job application by recruiters than older can-
didates [10]. The model wore a black shirt because employers prefer candidates to 
wear dark, conservative clothing during job interviews [21]. The model expressed a 
neutral face, in order to avoid unwanted interpersonal effects of smiling [15].  

In this study, beardedness is a dichotomous rather than a continuous variable: in 
the first condition a beard was present, and in the second condition the model was 
clean-shaven. To ensure that the beard was the only manipulation cue, the picture of 
the model was photoshopped by a graphical designer, creating two identical pictures 
in terms of facial expression. Thus, apart from this manipulation, these two LinkedIn 
profile pictures were identical. To determine whether the photoshopped facial stimuli 
for the experiment were realistic, three judges rated the picture of which the results 
were confirmed satisfactorily. Finally, the LinkedIN logo was added to increase the 
photo’s likeness to a real LinkedIN profile picture (see Figure 2). 

 

Fig. 2. Facial Stimuli 
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3.3 Procedure 

Respondents were led to a Qualtrics survey website after having clicked on the online 
link. The first page of the survey presented a short overview of the purpose of the 
study and background of the researchers. Subsequently, the respondents were ran-
domly assigned to one of the six experimental conditions (e.g. with beard versus 
without beard in combination with one of the three designed jobs). Respondents were 
forced to look at the job description for at least 20 seconds first (a timer only activated 
the “next” button after 20 seconds) and at least ten seconds at the LinkedIn profile 
picture, after which the post experiment questionnaire was activated.   

3.4 Measures 

The post experiment questionnaire used Ohanian’s (1990) seven-point semantic diffe-
rential scale to measure the perceived credibility of the candidate. The scale consisted 
of fifteen items, five for each of the three sub-dimensions. The scales for attractive-
ness, trustworthiness, and expertise were all shown to be sufficiently reliable (Cron-
bach’s alpha = .81, = .91, and = .90 respectively). To measure the intention to invite 
the candidate for a job interview, a two-item rating scale was adopted from Fishbein 
and Ajzen (1975). One item measured the strength of the likeliness to invite the job 
candidate (“If you were a recruiter, how likely is it that you would invite this person 
to a job interview?”); the second item measured the subjective probability that the 
inviting behavior would be effectively performed within the next three months (“If a 
vacancy opens in your office in the next three months, would you invite this candidate 
for a job interview?”). Both questions were answered using a seven-point Likert scale 
ranging from 1 (not very likely) to 7 (very likely).  

4 Results  

Results show that wearing a beard (M = 4.38, SD = .99) versus no beard (M = 4.13, 
SD = .86) significantly increases a candidate’s perceived expertise, F(1, 215) = 4.01, 
p < .05. Using Hayes’ (2013) method for assessing mediation and moderated media-
tion effects, this perceived increase in expertise is in turn shown to be significantly 
related to the likeliness to be invited for a job interview, such that perceived expertise 
mediates the relationship between beardedness and job interview invitation intentions 
(b* = .133, 95% CI = .016 - .290). Moreover, findings suggest that this effect is par-
ticularly conducive for jobs that are associated with expertise (b* = .130, 95% CI = 
.015 - .288). For jobs that are related to attractiveness and trust, beardedness did not 
significantly improve perceived expertise and invitation prospects.  

5 Discussion  

Our study contributes to research and practice in the following ways. First, although 
prior research shows that SNSs are increasingly popular recruitment tools, there has 
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been very little empirical research into effective personal branding of job candidates 
on SNSs [14]. Second, in stark contrast to the attention that Facebook has received 
from marketing and computer-mediated communication scholars, very little research 
has been dedicated to professional SNSs such as LinkedIn (cf. 1). Third, from a prac-
tical perspective, for jobs seekers today, it is important to know which visual cues in 
an online profile picture can help create positive impressions on employers, and how 
these self presentation mechanisms work in relation to different job categories. For 
instance, depending on the type of job one aims for, it may be wise or unwise to wear 
a colorful shirt, put on a bow tie – or grow a beard.    

A limitation of this study with respect to its external validity relates to the cultural 
context. For instance, studies in the United States have found that in terms of attrac-
tiveness, females preferred men to be clean shaven [5], while studies conducted in 
Europe indicated that bearded men are perceived as more masculine and attractive [2]. 
Although Barber (2001) suggests that the biological message that wearing a beard is 
not bound by history and traverses cultural boundaries, especially in the Western he-
misphere, future research should take a more formative approach and investigate 
whether the results also hold in different cultural contexts, and with different types of 
beards. Wearing a long beard in, for instance, India, unquestionably conveys a differ-
ent meaning than wearing a long beard in this study’s focal country, the Netherlands. 
Furthermore, as the implications of this research are restricted to the male gender, we 
encourage future research to focus on the female equivalent of beardedness. Accord-
ing Terry and Krantz (1993), glasses may have a similar effect on the perceived ex-
pertise of females, as do beards for males.  

In conclusion, based on this research’s findings, we advise those who pursue an 
academic career to question whether it is wise to shave. Getting rid of your Gillettes 
may open the door to the job of your dreams! 
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Appendix A: Job Vacancies 

Job vacancy: attractiveness  
 
Imagine you are a recruiter. As a recruiter, you are searching for a suitable job 

candidate for the following open vacancy: 
 
Sales Person Fashion Store: 
 
For an international male fashion brand, we are looking for males to promote our 

fashion clothes at the entrance of our store in Amsterdam. As a Sales Person, your 
duty will be to welcome and establish the first contact with our customers. 

 
Requirements: 

• Representative appearance 
• Camera and photo friendly 
• Aged between 25-35 
• Prior experiences in promotion 
• Preferably around 1,80 – 1,90 meters tall 

 
 
Job vacancy: expertise 
 
Imagine you are a recruiter. As a recruiter, you are searching for a suitable job 

candidate for the following open vacancy: 
 
Architect at an Architectural Firm 
 
An established architectural firm currently holds a vacant position for an Architect 

designing new apartment buildings in the North side of Amsterdam. These buildings 
will rise at the side of the IJ River as a prestigious project where the very upper class 
of the city is expected to be housed. Candidates will be requested to submit their 
resume including portfolio to apply for this position. 

 
Requirements: 

• a Master's (or equivalent) degree in Architecture 
• 7-10 years of experience with architectural design; conceptual thinker 
• Expertise in leading residential property development projects from initial design 

process to property transfer 
• Comprehensive technical knowledge of residential building codes 
• Computer skills: experience required in 3ds Max and AutoCAD 
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Job vacancy: trustworthiness  
 
Imagine you are a recruiter. As a recruiter, you are searching for a suitable job 

candidate for the following open vacancy: 
 
Back Office Cashier at a Bank 
 
For a banking company we are looking for a cashier to work in the back office. As 

a Back Office Cashier you are responsible for the daily operations and financial secu-
rity procedures of this bank.  

 
Requirements: 

• You must be self-disciplined and reliable 
• You will possess two or more years of back office cashier experience at a bank or 

comparable environment 
• You will count money in cash drawers at the beginning of shifts to ensure that 

amounts are correct and that there is 
• adequate change 
• You will ensure safe keeping records are all up to date 
• You will be trusted with confidential client information 
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Abstract. Due to the popularity of link-based applications, one of the most im-
portant issues in web searching is how to retrieve information effectively from 
multiple sources. Consider Wikipedia as an example; users browse content by 
following hyperlinks from one page to another. A regular hyperlink states that 
there are some relationships between the two pages. Search engines like Google 
successfully use this type of information to rank pages in keyword search  
scenarios. Wikipedia can go even beyond that as a link is interpreted as the se-
mantic relations between two concepts described within articles. Search engines 
and web-based, free-content encyclopedias have become key tools for finding 
and extracting useful information from the tremendous amounts of data that are 
available online. We extended our previous application, WNavis, by integrating 
the search function with the term and semantic path suggestion techniques for 
aggregated searches. Note that research into aggregated searches (integrated 
searches) addresses the issues of presenting to users a result list with informa-
tion from various websites and media types. Accordingly, the WikiMap#  
application, extended from our previous application, WNavis, was developed. 
Finally, we proposed our preliminary research design and extended evaluation 
measures in this study. 

Keywords: Aggregated Search, Interactive Information Retrieval, Information 
Visualization, Semantic Paths. 

1 Introduction 

Search engines and web-based, free-content encyclopedias have become key tools for 
finding and extracting useful information from the tremendous amounts of data that 
are available online. Recently, the interfaces of IR systems (IRs) with various types of 
information visualization (IV) tools have been designed to help users search and ex-
plore information from the Web, digital libraries, etc. more effectively [7]. Research 
into aggregated searches (integrated searches) addresses the issue of presenting users 
with a result list with information from various websites and media types [14]. 

In this study, the WikiMap# application, extended from our previous application, 
WNavis, was developed by integrating the search function for aggregated search  
results from multiple information sources. The WikiMap# application consists of two 
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IV tools: a topic network (TN) and a topic-based hierarchy tree (HT). In addition, it 
has a search tool with term suggestions. Generally, the interactions between the user 
and the different IV tools in the provided interfaces depend on the user's knowledge 
and the tasks and goals. Additional recent studies regarding the evaluation of HCIR 
systems have shifted focus to the perspective of the search process, which includes 
user engagement [11], time-based gain [1], and learning as a function of exploration 
time [13]. Marchionini (2006) [10] points out that there is an emerging demand  
for designing interactive user interfaces with the lessons from human information 
behavior to create the new types of search systems. He calls the new field human-
computer information retrieval (HCIR). That is, information retrieval (IR) and  
human-computer interaction (HCI) are related fields that aim to help users explore the 
large scale of Web data and continuously control the search process. In recent years, 
the interactive IR (IIR), which focuses on users’ behaviors and their interactions with 
systems and information, has become an important issue in IR [9]. 

Actually, establishing a set of reliable metrics is an emerging topic in interactive 
studies that could be critical to the development of effective HCIR [16][18]. Howev-
er, there are only a few existing studies that examine the extent to how the use of each 
IV support tool and multiple information sources has contributed to successful explo-
ration of subject knowledge from aggregated search results. Vakkari et al. (2010) [16] 
point out that the goals of the IIR or HCIR system should be identified initially so that 
the measurement for evaluating system-provided features can then be inferred from 
those goals. Based on the introduction of research backgrounds, we will define the 
goal and the outputs and outcomes of the tools and design search tasks for measure-
ment of whether the proposed tools can guide users toward attaining the goals during 
the search process [16][21]. The outputs are the products delivered by the search tool, 
and the outcomes are the benefits the search tool provides to the user [15]. Evaluating 
only the outputs is insufficient to reflect the aims of the search tools and explain the 
search behaviors of the users [6] [16]. We will also consider the outcomes provided 
by the tools of the system, or conceptualizing differently, the benefits searchers derive 
by using the tools observed. 

2 WikiMap#: The Aggregated Search Interface 

2.1 The Interfaces with Associated Tools 

We developed two interfaces: WNavis, and WikiMap#. The WNavis application con-
sists of three IV tools: a topic network (TN), a topic-based hierarchy tree (HT), and 
topic summaries [20]. The WikiMap# application consists of two IV tools: a TN, and a 
topic-based HT. In addition, it has an integrated search function with term and seman-
tic path suggestions. The tools and the information sources for each interface are 
shown in Table I. 

IV Tools in Both Interfaces: We propose a link strength-based (LS-based) hybrid 
measure, i.e., an internal link-based semantic topic network analysis measure for  
con structing a topic network with stronger semantic relationships. We utilized the  
 



268 I-C. Wu, C. Kao, and S.-S. Chiou 

 

Table 1. IV Tools and Information Sources for Each Interface 

 Wikipedia.com WNavis WikiMap# 
Tools None Topic Map (TM), Hie-

rarchy Tree (HT) 
Topic Map (TM), Hierarchy
Tree (HT), Google Search
with Term Suggestion, Seman-
tic Path Suggestion 

Information 
Sources 

Articles on Wikipedia Articles on Wikipedia Articles on Wikipedia, Web
pages 

Normalized Google Distance algorithm [4] to quantify the strength of the semantic 
relationships between articles in the topic network via key terms. The goal of the topic 
map (TM) tool is to help users find the major concepts of a topic and identify rela-
tionships between these major concepts easily. Furthermore, we aim to group articles 
in order to generate a hierarchy tree (HT) based on the structure of the topic network. 
Technically, we employed the k-clique technique of the cohesive measure, i.e., in the 
social network analysis (SNA) to cluster the articles of the topic network. To help 
users search for information, the interface applies centrality-based and cohesive 
measures in the SNA to highlight the important nodes of the TM. Accordingly, two 
IV tools—a TM, and a topic-based HT—are developed in the proposed applications. 

The Search Tool with Additional Suggestion Functions in the WikiMap# Inter-
face: To support users in searching for needed information, the interface will give the 
suggested terms, suggested semantic paths, and then revise the queries based on the 
users’ feedback behaviors. To integrate the WikiMap# with the search function, we 
use Google AJAX Search API to implement the search function. It first obtains users’ 
initial queries, sends them to the search API, and in turn receives more search results 
from web pages to present to the user. In addition, the system will offer the term sug-
gestion function to help users revise queries. To take advantage of the relevance feed-
back (RF) technique for better term suggestion, we will adopt the RF algorithm to 
calculate the weights of terms for iterative query reformulation. With regard to the 
semantic paths mining and suggestions, we will utilize the constrained-based spread-
ing activation (CSA) process to mine and infer upon the semantic paths of the net-
work. We will measure the strength of the explicit and implicit relationships between 
two objects on Wikipedia by considering three factors: distance, degree, and topic. 
We will explore how the interactive search technique with the aid of the terms and 
semantic path suggestion process might help users search for subject knowledge pre-
cisely and efficiently. We will evaluate the effects of aggregating search results for 
helping users to search subject knowledge. For example, we may determine specifi-
cally-whether some of the information sources are suitable at a particular information- 
seeking stage, e.g., Wikipedia as an introductory source in the early stages of informa-
tion seeking. 

2.2 The WikiMap# Interface 

The WikiMap# interface provides the topic map (TM), which is generated from articles 
of Wikipedia, as shown in Figure 1(a). The TM uses the yellow node as the center  
to the outside, although the links and nodes can extend to a variety of subthemes. 
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3 Empowering the Search Process: Term and Path Suggestions 

3.1 The Social Network Analysis-Based Term Suggestion Process 

Users usually use simple and short queries in their search tasks. Generally, they could 
not completely express their information needs by queries or by selecting the options 
provided from the systems. Thus, we ought to provide term suggestion service for 
assisting users engaged in the search tasks. Term suggestion could help users refine 
queries and find the needed information via a series of relevance feedback processes. 
For example, if users want to search for “Jaguar animal,” but they use only “Jaguar” 
as their initial query, the system lists a series of results about “Jaguar cars.” However, 
according to the system with the function of term suggestions, users would be 
prompted to enter “animal” to revise the original query; then they could have the re-
sults which are related to Jaguar, the animal. In this interface, once a query (topic) is 
given by the user, the system can automatically infer relevant articles (nodes) for a 
specific topic via the link relationships between nodes in the topic network. Then the 
suggested terms are listed on the interface for assisting the user in conducting the 
further search process. Note that the terms are extracted from summaries of important 
nodes that are relevant to the specific topic. 

SNA-Based Summaries: According to Wu, and Lin (2012) [20], the steps for gene-
rating a summary are: (1) pre-process the source articles (from Wikipedia); (2) parse 
the articles into terms and calculate the weight of each term; (3) select the terms based 
on the feature set; (4) calculate the sentence scores; (5) generate summaries from the 
top-N sentences; and (6) apply relevant novelty sentence (RNS) metrics to filter sen-
tences and then resort them based on the order of the sentences in the original articles. 
After generating the summaries, we used them to generate the initial suggested terms. 
We counted the term frequency of the selected relevant summaries, and listed out the 
top ten terms as initial suggested terms. The details of an SNA-based article summari-
zation technique can be found in [20]. 

SNA-Based Term Suggestions: Accordingly, a query expansion with a term  
reweighting approach is proposed for supporting further relevance feedback on re-
trieved web pages. A refinement of term suggestions is also presented in the interface. 
The entire search process is illustrated in Figure 2. Note that we link the WikiMap#  -  
 

1. Query 2. Topic Network Generation
3. Keyword 
Inference

4. Term & Path 
Suggestions 

5. Result Ranking

6. Relevance Feedback & Keyword 
Inference

7. Information Need 
Satisfaction

 

Fig. 3. Search process with the aid of SNA-based term suggestions 
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application with the Terrie information retrieval platform. Terrie is a robust open 
source software for large scale IR projecta as well as a state-of-the-art test-bed for 
research and experimentation in the IR area [12]. We will utilize the Language Model 
and query expansion classes offered by the Terrier IR system to do the index and 
retrieve tasks. Figure 2 shows the overview of the search process with RF function. 
Operationally, the users give the initial query in Wikipedia, and the system generates 
a topic network for the specified topic and then utilizes the summaries to infer a list of 
keywords. These keywords are used for term suggestions to help users revise queries. 
The system would take the keyword that users have chosen to the search module, and 
the module would take advantage of the Google search engine and return more infor-
mation back to the users iteratively.  We utilized the query expansion (QE) class 
supported by the Terrier IR platform to suggest terms, i.e., the terms with high 
weights for each run of query expansion. By doing so, the user would find needed 
information by interaction with the system. 

3.2 The CSA-Based Path Suggestions 

Identifying user information needs is a challenge and critical task for an interactive 
search. Term suggestion is one of the IR techniques to help users refine queries and 
may provide comprehensive aids for users if the suggested terms are well organized. In 
this study, we further propose the idea of path suggestions to help users understand  
the relationship between terms via articles. Thus, we propose a subject knowledge 
inference approach for identifying nodes with strong semantic relationships in subject-
oriented, encyclopedia-based semantic networks. We utilize the constrained-based 
spreading activation (CSA) process to infer from the semantic paths of the network [5]. 
Accordingly, a CSA-based framework will be constructed for finding semantic paths 
from the topic network. We will focus on measuring relationships between pairs of 
objects (i.e., article pages) on the topic network constructed from page articles on  
Wikipedia. Both the direct and implicit relationships between articles on Wikipedia are 
identified. The explicit relationship means there is a direct link between the two ar-
ticles. The implicit relationship is represented by a link structure containing two ob-
jects [22]. An implicit relationship may consist of many strong explicit relationships. 
We will measure the strength of explicit and implicit relationships between two objects 
on Wikipedia by three factors: distance, degree, and topic, based on the operations of a 
CSA process. That is, we will explore if these three factors can improve the quality of 
the inference results when compared to the baseline (SA) approach. 

Wikipedia consists of a set of articles and hyperlinks among which can be ex-
pressed as a topic network (V, E). That is, we define the Wikipedia topic network as 
that whose vertices are articles of Wikipedia and whose edges are links between ar-
ticles. Basically, V is a set of objects (articles) and an edge (v, v) ∈E exists if and 
only if object v∈ V. Furthermore, if the topic network with path flow TP={ V,E, s, ω, 
δ} is the topic network (V, E) with the starting point s ∈V, the weight ω  between 
articles that are derived from the link strength (LS) value. After the cycles of activa-
tion process, each node will be updated its own activation value, δ. We focus on the 
concepts of the proposed CSA-based approach to infer from the semantic paths of  
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the network but skip the detail of the operation process of the approach due to the 
limitation of pages. As we stated previously, we consider three factors, which are 
distance, degree, and topics, in this preliminary study. We introduce the rationale for 
having the three factors briefly below. 

• Distance Factor: The longer the distance between two objects, the weaker the 
relationship between the source and the destination nodes. Thus, we design a dis-
tance decay function to degrade the importance of the nodes which are far away 
from the starting node of the path.  

• Degree Factor: The path will become small if a popular object exists in a path. We 
consider the outlink of the object. If an article has too many outlinks, it could be an 
index article. Thus, we design a decay function to degrade its importance within 
the path. 

• Topic Factor: We consider that if the two nodes are within the same topic, they 
will have a higher level of relationship. Thus, we design the “topic grow” parame-
ter to increase the relationship between nodes. 
By considering the three factors, we believe that mining elucidatory objects and 

representing the results in paths will help users explore relationships between con-
cepts. The extended experiments for evaluating the methods will be conducted in our 
future works. 

4 The Research Design and the Extended Evaluation Measures 

4.1 The Research Design 

We want to evaluate whether the two proposed interfaces, WNavis, and WikiMap#, 
help participants to find more precise answers compared to the traditional Wikipedia 
interface. In the task design, all the search tasks are related to Knowledge Manage-
ment (KM) and Information Retrieval (IR). There are four kinds of tasks designed to 
reflect the aims of the constructed navigation tools for Wikipedia. We could not lean 
on standardized search tasks; therefore, we inferred the tasks from the goals of the 
tools designed. Thus, we follow our recent research  to do research design [21].  

Tasks 1 and 2 are designed to measure if the users can (1) identify the relationship 
between concepts correctly and in a timely manner (Tasks 1 and 2). We examine both 
direct (explicit) and indirect (implicit) relationships between the concepts. The expli-
cit relationship means that the users can find the answers via the main page or the 
links on the main page. The implicit relationship means that the users cannot find  
the answers directly from the main page or that the users can find the answers via the 
main page or the links of the main page. Tasks 3 and 4 are designed to investigate 
whether the proposed tool (2) supports users in finding correct answers (Tasks 3  
and 4). The visual organization tool with additional content information in the devel-
oped interface aims to help users gain topical knowledge via the links. Our optimal 
goal is to help searchers to learn more about the topic with the aid of these tools. 

Identifying user information needs is a challenge and critical task for an interactive 
search. In this study, we aim to find out to what extent the use of the navigation  
support tools contribute to successful exploration of topics. That is, the outputs and 
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outcomes of the proposed tools in WNavis and WikiMap# will be evaluated [15]. We 
suppose that the outcome of the developed tools is the users’ increased ability to iden-
tify more relationships between important concepts in a shorter amount of time and an 
increase in their topical knowledge. The output will be improved correctness of an-
swers. In summary, the expected outcomes of WNavis and WikiMap# compared to the 
traditional Wikipedia interface are: 

Less Time for Identifying Relationships between Important Concepts Correctly 
(Outcome 1): If the participants use less time to find the answers via the developed 
tools, this time period indicates that the tool helps them identify more efficiently the 
relationship between concepts. 

Higher Gain for Identifying Relationships between Important Concepts (Out-
come 2): We define the metric gain as Eq. (1). That is, we measure how much cost 
will receive the benefits via the interface to identify relationships between important 
concepts. If the participants achieve higher gain via the interface, it indicates that the 
IV tools or the search tool can help them to identify relationships between important 
concepts to get more correct answers in an efficient way. 

Gain= ⁄       (1)

Fewer Traversal Articles (Shorter Path, Outcome 3): The shorter the path to find 
the answers, the more effective it is to find the relationship between important con-
cepts with the help of the tools. 

Less Time for Finding Topical Knowledge Correctly (Outcome 4): If the partici-
pants use less time to find the answers to the set of questions that are related to a topic 
by using the developed tools, the time indicates that the tools help in finding topical 
knowledge more rapidly. In addition, the participants have an overview of the subtop-
ics for a KM or IR topic, which supports faster growth of topical knowledge and, 
therefore, faster arrival at correct answers.  

Higher Gain for Finding Topical Knowledge (Outcome 5): Similar to outcome 2, 
we measure how much cost will receive the benefits via the interfaces to find topical 
knowledge. If the participants achieve higher gain via the interfaces, it indicates that 
the IV tools or search tool help them to find topical knowledge more efficiently and 
gain it in more effective ways.  

Time Use and the Scores of Correct Answers Are Indicators of the Learning  
of topical Knowledge and, Therefore, the Construing of a Correct Answer  
(Outcome 6): Since we provide visual organizations of the articles for topical  
knowledge, we expect that they help users to learn the topic during exploration and, 
therefore, construe a correct answer. 

4.2 The Evaluation Process 

The evaluation process included a pretest, selection of subjects, task execution on 
interfaces, a post–questionnaire, and the tagging and coding of usage behavior. It is 
introduced as below. 
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Pretest and Selecting Subjects: Each subject’s English proficiency should be above 
average. The English abilities were measured according to the scores of TOEIC, 
TOEFL, or entry examination of a university in Taiwan. We asked them about their 
experiences using Wikipedia and their confidence level in searching for information. 
In addition, all of the subjects should have taken or are taking KM or IR courses. 

Task Execution for Interface Evaluations: Thirty participants at the Department of 
Information Management at Fu-Jen Catholic University (Taipei) perform the search 
tasks during the evaluation. To make sure participants understand how to use the new 
interface with multi-functions, we set a “Practice” button for them so that they could 
use the interface during the tutorial process. The whole evaluation process, including 
the tutorial, took about one hour to complete. We assigned the interface randomly to 
each participant for accomplishing the assigned tasks (topics). Note that we monitored 
the users’ on-screen behaviors and keyboard/mouse inputs during the search process 
through Morae software. It facilitates the observation of usage behaviors in each tool 
of the interface. Moreover, We will adopt zero-order state transition matrices and 
maximal repeating patterns (MRP) to analyze users’ sequences of moves made by 
searchers [19]. 

Search Behaviors Tagging and Analyzing: At the end of the evaluation, subjects 
were asked to fill out a questionnaire. Finally, we tag every subject’s behaviors during 
the task performance according to the event coding sheet, as shown in Table 2. We 
analyzed the frequencies of using each tool in the interface and record the search time. 
The progress of their search behaviors were recorded as video files. We will analyze 
how the users adopt the IV tools and the search tool to find the answers and how these 
actions connect to their task performance. 

Table 2. The coding sheet 

10 subjects for each interface Interfaces:  Wikipedia /  WNavis  / WikiMap# 

Events Frequency Time (Sec.) 

Wikipedia,  WNavis  ,WikiMap+ 
Use Internal Links   
Web Page Opening   

WNavis  ,WikiMap+ 
Use Topic Map ( Zoom in and Zoom out the network)   
Click the Topic Node to Open an Article   
Click the Class Tree to Open an Article   

WikiMap+ 
Use the Search Tool   

Click Search Result   

Browse Search Result   

Use Blue-Node Topic to Generate Suggested Terms   

Use Suggested Terms   

Use Suggested Paths   

Average Keywords   
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Post-questionnaires: We asked the particintpas to describe their experiences after 
having used the three interfaces to perform the assigned tasks. Basically, we designed 
the questions to reflect our expected outcome of the developed interfaces compared to 
the traditional Wikipedia. We designed the questions to measure the effectiveness and 
usefulness of the systems. We utilized Kelly et al.’s (2008)[9] and Wu and Vakkari’s 
(2014) [21] studies to design the questionnaire from the three aspects of ease of use, 
effectiveness, and satisfaction. Then we adopted Bron et al.’s (2013) [3] work to eva-
luate the search effectiveness of the WikiMap# interface.  

5 Conclusions and Future Works 

In this study, we extended our previous application, WNavis, by integrating the search 
function for aggregated search results from multiple information sources. According-
ly, the WikiMap# application, extended from our previous application, was developed. 
We aimed to design the interactive, task-based evaluation method to discover to what 
extent the use of navigation support tools contributed to successful exploration of 
topics. To evaluate the effectiveness of the proposed interface, we designed a series of 
user-oriented search tasks and proposed the extended evaluation measures to examine 
how the developed tools support exploratory searching. A series of evaluations were 
conducted based on the user-oriented search tasks and the extended evaluation meas-
ures. In the future, we will analyze the evaluation results. Furthermore, we will ex-
plore how the level of the learner’s subject knowledge influences the search process 
and task outcome and how this is connected to the developed information visualiza-
tion (IV) tools and the search tool, and then we will aggregate the search results for 
successful searches.  
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Abstract. The growing complexity of manufacturing calls for new ap-
proaches to support the human workforce with situation-aware informa-
tion and tools which in consequence ease the process of understanding
and applying work related knowledge. With this paper we introduce a
theoretical model for a systematic information transfer between assis-
tance system and worker. It defines assistance objectives and reviews the
role of artifacts during the assistance process focusing on the cognitive as-
pects of work. Our approach was implemented using smartwatches for ap-
plication in industrial assembly environments extending the Plant@Hand
manufacturing performance support system.

1 Introduction

In manufacturing we are facing a dynamic work environment and continuously
changing work conditions. Streamlining production processes means here to
streamline information processes in order to increase not only efficiency but also
manufacturing flexibility. Novel interaction and information devices, for example
smartwatches or similar wearable technologies, allow us the design of completely
new assistance systems for a manufacturing environment, specifically for the
shop floor.

The paper introduces our concept of follow-me assistance which uses a com-
bination of smartwatches and mobile as well as stationary computer displays
to guide the worker situation-aware through his work day and through single
assembly work tasks. Follow-me uses smartwatches as a means for providing
awareness displays, information assistance, interaction opportunities and activ-
ity recognition.

With our approach we focus on assisting by improving information processes
which finally influence the workers awareness and understanding, and thus work
performance.

2 Related Work

With a continuously growing complexity of manufacturing data we witness new
challenges in order to work efficiently with this data on all operational levels.
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Emerging assistance technologies address specific scopes. With a semantic en-
richment of data and manufacturing information systems [1] propose smarter
data logistics which are required to improve the management of manufacturing
data. In addition, novel approaches, such as the cognitive factory, combine a
high degree of self-organization and automation with the individual strengths
and flexibility of the human workforce [2]. Although manufacturing efficiency
and intelligence grows, it still requires information assistance which integrates
manual work into the automated smart factory. Here we can found our work
on long-term research which focuses on assisting workers with information and
tools helping to understand work tasks and improving work performance and
quality. Studies show a direct influence of systematic information assistance and
the outcome of work processes. For example, Kokkalis et al. [3] could demon-
strate that people provided with generated work instructions completed their
tasks more quickly than people without it. Known assistance solutions bring
together work related data and documents (e.g. construction plans, assembly
manuals or videos) from the product design phase with production work plans,
or they analyze work results in order to find quality issues.

3 Approach

Follow-me is founded on a theoretical model which describes the information
transfer between assistance system and worker through the use of artifacts. This
model helps us to understand the implications and limits of assistance technolo-
gies. It consists of:

– hierarchical information objectives which define the degree of required infor-
mation and tool assistance,

– assistance artifacts which mediate both information and tool between assis-
tance system and worker, and

– a formal process model which describes the dependency of information,
knowledge and work process as well as the transitions of data, information,
knowledge and the work product.

The next sections introduce basic concepts of our theoretical model followed by
describing our approach in more detail.

3.1 Objectives

Similar to formal education processes, information assistance can be understood
as an informal way of learning facts (what), procedures (how) and concepts (why)
required for a specific task. Here we can apply Bloom’s taxonomy of educational
objectives [4] and their revision by Anderson and Krathwohl [5] which lead us
to more general knowledge objectives with respect to the cognitive processing
of information: remember, understand, apply, analyze, evaluate and create. At
least the first four objectives are hierarchical. Thus, the objective apply includes
both objectives remember and understand for example. They describe basic
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competences to be achieved by systematic information assistance. In table 1
we show how educational objectives can be applied to the manufacturing work
domain for structuring the information process, defining assistance goals and
deriving assisting information and tools.

Table 1. Application of educational objectives for supporting assembly tasks

Objective Description Example

Remember memorize and repeat the in-
formation

remember a work instruction and
tools as well as material to be used

Understand summarize, re-structure and
reproduce the information

understand the sequence of assem-
ble steps of an instruction

Apply use the information in a new
situation

execute the work instruction to as-
semble in described order using cor-
rect tools and material

Analyze deconstruct and compare
the information e.g. for
problem solving

adjust the assembly order in case of
a modified construction part

Evaluate review and judge the infor-
mation

examine the practicability of a new
assembly sequence

Create produce new information
from information

define a practical assembly se-
quence for a new construction de-
sign

Depending on specific work situations and the work tasks to be carried out
the assistance system needs to vary information objectives in order to provide
the worker with required information and tool assistance. Both can be based on
assistance artifacts which are introduced with the next section.

3.2 Assistance Artifacts

Each technological system which provides assistance to a user works through
the mediation of support by using physical or virtual tools and representations
- artifacts. In literature, there can be found a wide range of research address-
ing the nature and role of artifacts in human computer interaction. Bødker and
Klokmose [6] give us here a very detailed overview on the lifecycle, dynamics and
ecologies of artifacts while focusing on the relationship with human activities.
Following their definition, we understand assistance artifacts as any tool or rep-
resentation which is used as a mediator for the purpose of assisting the user. In
manufacturing such assistance artifacts can be work orders describing the tasks
to be done, additional documents (e.g. construction plans, assembly guides), an-
notations on material to be used, the work tools themselves, or machine displays
with progress details. Even a component to be built mediates information about
its’ current configuration and assembly state. It depends on the abilities of a
worker to perceive, understand and interpret the given information correctly.
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Each artifact is used to provide awareness about required information pieces
or to support the operational execution of single work tasks. The more artifacts
are designed to fulfill a specific assistance purpose within the context of work,
the better they integrate with existing work processes and the easier they can be
applied by the worker. Thus, it is important to know work context and situation
in detail in order to provide suitable tools and representations, especially in
dynamic work environments with changing conditions.

3.3 Process Model

We must understand that an effective work process requires first the successful
acquisition, interpretation and application of work related information including
organizational collection, filtering and provision of data sources [7]. Each physical
work activity implies cognitive activities in order to consume and apply available
information to the work task.
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Fig. 1. Simplified assistance process model combining information, knowledge and work
processes

We use the relationship between physical and cognitive work in order to de-
sign an assistance process (see Fig. 1) which provides the worker with required
information and influences both his knowledge and work processes and subse-
quently his work performance. The process model focuses on the information
transfer between assistance system and worker. Within the information process
data from heterogeneous sources is collected, filtered and processed in order to
create a situation adequate representation. Then, this information is transfered
from assistance system to the worker using suitable artifacts. Once it is perceived
by the worker, the knowledge process starts, beginning with acquiring and pro-
cessing knowledge from the given information. It ends when the worker is able to
apply the knowledge to a work task. The work process consists of preparing the



Follow-Me: Smartwatch Assistance on the Shop Floor 283

work task, executing it and approving the work product. New findings or con-
clusions from the work process lead to new knowledge which is finally feed back
to the information process through an interaction with the assistance system.
In parallel, a context recognition acquires data from the interaction or from the
ongoing work process for a following situation and intention recognition which
is the basis for the information requirement analysis.

The assistance model in Fig. 1 shows a simplified circular sequence of process
steps which reproduce the technological and cognitive information transfer be-
tween assistance system and worker. There are also direct connections between
work steps and information process steps. They illustrate the continuous analysis
of work situations by the assistance system.

WorkerAssistance System

data information knowledge work product

Information
Process

Knowledge
Process

Work
Process

Fig. 2. Transition process of data, information and knowledge between information,
knowledge and work processes

The assistance process causes transitions between data, information, knowl-
edge and the work product (see Fig. 2). While an assistance system can only sup-
port transitions between data and information, the worker’s cognitive processing
transfers information into knowledge and through the application of knowledge
into a work product. This shows in consequence the need for efficient and effec-
tive information processes which finally influence the quality of knowledge and
work processes. Here, it is our intention to enrich the information process and
assistance artifacts with contextual information in order to ease the workers’
perception, cognitive processing and application of information and thus to im-
prove his work performance. The next section introduces the assistance design
which is derived from our theoretical approach.

4 Assistance Design

In manufacturing we find similar conditions on the shop floor in comparison to
ambient assisted living homes. Although the work environment is normally more
dirty and noisy, the worker is in continuous movement and not restricted to a
single workplace. This leads to situations in which assistance artifacts need to
be allocated close to the worker in order to allow an interaction or visualization.
Computer terminals can already be found in each assembly group or line. They
are used to provide access to work related documents (e.g. work plans, construc-
tion details, machine programs). However, with follow-me we aim to be much
closer to the worker and his surrounding work environment, close enough to as-
sist him while he assembles a complex machine. For this reason, we concentrate
on an accompanying form of information assistance at the workplace which:
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– keeps aware of the changing physical and virtual work environment including
information updates,

– filters and visualizes required information for current and upcoming work
tasks,

– balances the information amount and level of detail to avoid cognitive over-
load situations, and

– recognizes work situations in order to improve the quality of the information
demand analysis.

Novel developments in general and wearable devices in particular allow us the
design of assistance artifacts which stimulate the information transfer and can be
worn even at the workplace.We use smartwatches in combination with additional
displays at the interface between assistance system and worker. They allow us
a non-obtrusive work assistance using familiar technologies. Fig. 3 shows the
abstract sequence of information and interaction displays to support assembly
tasks on a smartwatch.

List of Work
Tasks Work Details Preparation

Details
Assembly
Instructions

Notification

Work
Summary

Notification
Details

Fig. 3. Information design for smartwatch based assembly assistance

The assistance user interface is designed to provide following assisting func-
tions:

– awareness display: emerging occurrences (e.g. new work tasks, incidents) in
the work environment which have an impact on the worker or his current and
upcoming work tasks are brought to attention by the smartwatch allowing
him to align his own activities accordingly.

– information assistance: for each work task related manufacturing data, re-
quired information and work instructions are collected as well as presented
adapted to the given work situation on the smartwatch and an alternative
display.

– interaction: the smartwatch is used as the main interaction device for work-
ing with the assistance system reducing the distraction from work tasks.
Hand gestures control the visualization of information (e.g. construction
models) or allow simple commands and feedback.
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– activity recognition: the worker’s progress and activities are monitored by
collecting and interpreting data from his interaction with the assistance sys-
tem and acceleration data from the smartwatch (bodily movements).

With follow-me we propose an interaction design using the metaphor of step-
by-step guidance. Work tasks and instructions are generated by the assistance
system in advance. It then transfers the information to the worker on two differ-
ent levels. On macro-level the worker is made aware of planned work tasks and
occurrences in his work environment which influence his own planning, onmicro-
level he finds step-by-step instructions and related information on how to carry
out a single assembly step. Depending on the work situation (e.g. task, urgency,
impact), information to be provided (e.g. instruction, construction plan, how-to
media) and the available work environment (e.g. tools, displays), we automate
the virtual information preparation and physical information distribution at the
workplace. Thus, the information follows from one workplace to another not
only through the smartwatch, but also by delivering it on additional available
displays there.

Stationary Displays

Mobile 
DisplaysSmartwatch

Plant@Hand Assembly
Assistant

Work Environment

Worker

Fig. 4. Schematic setting of industrial application scenario

5 Industrial Application

Our proposed follow-me assistance approach was implemented using different
smartwatches (Metawatch STRATA, Sony Smartwatch) as an functional ad-
dition to the Plant@Hand manufacturing performance support system [8]. The
Plant@Hand Assembly Assistant collects information from the work environment
and distributes required visualizations to the smartwatch an available displays
(see Fig. 4).
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From analyzing sensory input we make estimations on current activities of
the worker and a forecast on his next intended work step. This is the basis for
displaying helpful assembly information (construction details, assembly instruc-
tions, etc.) in his physical environment. In [9] we describe the formal models
and our technological approach for this situation aware information provision in
more detail.

Fig. 5. Plant@Hand assembly assistance application on Sony Smartwatch, Metawatch
STRATA (left) and on display (right)

We use both, stationary and mobile displays to enhance the limited abilities of
showing information on smartwatches. The smartwatch display is used to provide
a small subset of situation-dependent information (e.g. planned start time of
next work task, instruction detail) in addition to larger displays which provide
more details. If the worker changes his workplace, the provided assistance follows
him to his next location. Additionally, we use the smartwatch in this setting as
main interaction device with information. Thus, information can be changed and
submitted using hand or touch gestures.

6 Conclusions and Future Work

The Plant@Hand Assembly Assistant was designed to support all assistance
objectives as described in section 3.1. It supports the step-by-step instruction of
single assembly steps as well as the creation of new assembly sequences. Both
smartwatch and additional display can be understood as maim assistance artifact
used for the information transfer between assistance system and worker which
follows our introduced process model (section 3.3). Further work is required to
evaluate the influence of our proposed assistance methodology on the overall
work performance in comparison to alternative approaches.
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Abstract. Within this paper an account of a qualitative investigation into Enter-
prise Mobile Services and their ‘Context’ is recorded. Employing Qualitative 
Content Analysis, two taxonomies are derived; An Enterprise Mobile Service 
Taxonomy and a ‘Context’ Taxonomy. The researcher also investigates current 
Context factors which have been proven to influence users’ experiences and the 
acceptance of Enterprise Mobile Services. These are highlighted in the  
‘Context’ taxonomy. The researcher intends to further investigate the influence 
of Context on users’ acceptance of Enterprise Mobile Services subsequently it 
is necessary to select appropriate Context criteria for inclusion. This paper de-
scribes this selection process; a focus group with Industry experts was con-
ducted following the KJ method. The Context criteria to be further investigated 
were selected. The criteria which describe enterprise mobile services were also 
selected. The results of the qualitative investigation reveal Context items which 
may potentially influence the acceptance of Enterprise Mobile Services. The 
HCI and IS domains could benefit from further investigations into the influence 
of these Context items on users experiences and acceptance to allow for an even 
deeper understanding of the influence of Context. 

Keywords: Enterprise Mobile Services, Context, User Experience, User Per-
ceptions, User Acceptance.  

1 Introduction 

User acceptance is defined as the demonstrable willingness within a user group to em-
ploy information technology for the tasks it is designed to support, [1]. This is usually 
measured based on user’s perceptions of the IT. According to [2] user experience is de-
fined as a person perceptions and responses that result for use and or anticipated use of a 
product system or service, consequently users experiences are important to consider 
when investigating user acceptance. Research concerning potential factors which would 
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affect user experiences and consequently user acceptance of Enterprise Mobile Ser-
vices is scarce, [3]. [3] argues that Context is an important factor to consider when 
measuring the acceptance of mobile services. Nevertheless, scholars have suggested 
that the concept of “Context” is complex and there is a tendency to overlook charac-
teristics of the Context in which a product is being used [4]. 

This paper is part of a larger PhD study which aims to further investigate the influ-
ence of Context on the acceptance of Enterprise Mobile Services. Within this paper an 
account of a qualitative investigation into Enterprise Mobile Services and their  
‘Context’ is recorded. Employing Qualitative Content Analysis, two taxonomies are 
derived; An Enterprise Mobile Service Taxonomy and a ‘Context’ Taxonomy. The 
researcher also investigates current Context factors which have been proven to influ-
ence users’ experiences and the acceptance of Enterprise Mobile Services. These are 
highlighted in the Context taxonomy. As the researcher intends to further investigate 
the influence of Context on users experience and consequently the acceptance of En-
terprise Mobile Service, it is necessary to select appropriate criteria for inclusion. To 
select these criteria a focus group with Industry experts was conducted following the 
KJ method, an account of this approach and the results are detailed within this paper.  

This qualitative investigation emphasizes key Context items which require further 
investigation; this study will hopefully stimulate further research in these domains, 
the results of which will expand both the scholarly body of knowledge, but also have 
direct and tangible benefits for everyday users of Enterprise Mobile Services. 

2 Related Work 

The Technology Acceptance Model (TAM), [5-6] is one of the most widely accepted 
acceptance models in Information Systems literature. TAM has been tested in some do-
mains of e-business and proved to be quite reliable to predict user acceptance of some 
new information technologies such as the intranet [7], World Wide Web [8] electronic 
commerce [9] and online shopping [10]. There are two primary factors in TAM: per-
ceived usefulness (PU) and perceived ease of use (PEOU) that are of particular impor-
tance to determine user intention of adopting a new technology or information system.  
PU is defined as the degree to which a person believes that using a particular system 
would enhance his or her job performance [6]. PEOU is defined as the extent to which a 
person believes that using a particular system would be free from effort [6]. While accep-
tance of IT services has been one of the most prevailing IS research topics (e.g. 
[6;11;12]) the pervasiveness of mobile business raises new questions in exploring the 
adoption of Enterprise Mobile Services, such as what are the key factors determining the 
adoption of  enterprise mobile services and how context factors affect user adoption of 
mobile services. [3], extended the TAM and constructed a mobile services acceptance 
model [13]. In addition to perceived ease of use and perceived usefulness, the mobile 
services acceptance model includes Trust, Context and Personal Initiatives and Characte-
ristics Factors to study user acceptance of mobile services.  

Within their model, Context is described as; any information that can be used to 
characterize the situation of entities (i.e. a person, place or object) that are considered 
relevant to the interaction between a user and an application, including the application 
and the user themselves, [14]. Based on their definition, Context can be viewed as a 
composite construct.  
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Scholars have argued that the concept of “Context” is complex and there is a ten-
dency to overlook characteristics of the Context in which a product is being used, [4]. 
Consequently there is a need to further investigate the Context of Enterprise Mobile 
Services and its influence on user acceptance. To describe how the Context of Enter-
prise Mobile Services is scoped within this research, the researcher qualitatively 
codes (using content analysis) the literature and selects criteria that comprise Context. 
Along with this the researcher qualitatively codes the literature to scope Enterprise 
Mobile Services within this research. Two taxonomies are developed; a description of 
this procedure is outlined in section 3. Although impossible to derive a complete list 
of factors that would represent the context with which enterprise mobile services are 
operated this research provides comprehensive Taxonomy. The researcher also re-
views relevant literature to highlight Context items which have been included and 
measured in existing instruments which measure the influence of context on the  
acceptance of mobile services, these items are discussed further in section 4.  

3 Investigating ‘Context’, ‘Enterprise Mobile Services’ and the 
Influence of Context on the Acceptance of Enterprise Mobile 
Services 

This paper qualitatively investigates ‘Enterprise Mobile Services’ and their ‘Context’. 
The researcher also investigates current Context factors which have been proven to 
influence users’ experiences and consequently the acceptance of Enterprise Mobile 
Services. As a result this paper addresses the following questions;  

• What criteria scope the Enterprise Mobile Services? 
• What criteria scope the Context of Enterprise Mobile Services? 
• How is the influence of Context on the acceptance of mobile services currently 

measured?  
• What additional Context measurement items are selected for further investigation? 

To address the first three questions “Qualitative Content Analysis” is employed. Qua-
litative content analysis is one of the numerous research methods used to analyze text 
data. In this research, qualitative content analysis is defined as a research method for 
the subjective interpretation of the content of text data through systematic classifica-
tion process of coding and identifying the themes or patterns, [15]. Two taxonomies 
are constructed; An Enterprise Mobile Service taxonomy comprising of the factors 
relating to Enterprise Mobile Services and A Context taxonomy; comprising of the 
factors relating to Context. Following this, a review of the literature was conducted to 
highlight those context factors which have been included in existing instruments 
which measure the acceptance of mobile services. To answer the final question a fo-
cus group with Industry Experts was conducted and the KJ method implemented to 
select the Context criteria that will be further investigated, [16]. The KJ method al-
lows groups to quickly reach a consensus on priorities of subjective qualitative data. 
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3.1 Qualitative Content Analysis 

Initially the research objectives of the qualitative content analysis process were hig-
hlighted. Once these objectives were set, the researcher selected a sample of data 
sources to be analyzed. To avoid omission of key considerations, we conducted a 
comprehensive literature review and identified three domains (Information Systems, 
Human Computer Interaction, Human Factors and Ergonomics) that offer data 
sources that can contribute to the construction of the two taxonomies. By extensively 
analyzing a selection of significant contributions from the three overlapping domains, 
we mitigate the risk of overlooking key considerations. Providing a broad spectrum of 
sources enabled the researcher to construct the taxonomies which are reasonably 
comprehensive. Here we discuss the related research domains, explaining their relev-
ance to the exercise of constructing the two taxonomies and identifying existing con-
text items (that influence acceptance of mobile services) investigated. 

3.2 Data Sources 

Information Systems (IS) within the enterprise context capture and manage data to 
produce useful information that supports an organization and its employees, custom-
er’s suppliers, and partners, [17].  The term socio-technical systems was originally 
coined by [18] to describe systems that involve complex interaction between humans, 
machines and environmental aspects of the work system – nowadays this interaction 
is true of most enterprise systems. In recent years the term mobile service, mobile-
commerce or enterprise mobile services have become a central topic in the Informa-
tion Systems (IS) research community, [19].  Consequently, several contributions in 
the IS domain have committed to defining  essential factors such as – people, ma-
chines and context – which need to be considered when developing such systems,  
( [20]. Therefore sources within this domain are included in the data analysis. Addi-
tionally the IS field is committed to studding the factors which influence user inten-
tion to adopt new technologies. Over the years several models have been developed to 
test user attitude and intention to adopt new technologies. These models include; the 
Technology Acceptance Model [5-6]), Theory of Planned behavior (TPB) [21], Inno-
vation Diffusion Theory, (IDT) [22] and the Unified Theory of Acceptance and Use 
of Technology (UTAUT), [23]. Subsequently sources within this domain are also 
included in the data analysis.  

Human Computer Interaction (HCI) is concerned with the design, evaluation and 
implementation of interactive computing systems for human use and with the study of 
major phenomena surrounding them, [24]. Hence, HCI is concerned with enhancing 
the quality of interaction between humans and computer systems within the physical, 
organizational and social aspects of the users’ environment to produce systems that 
are usable, safe and functional [25].  With the intention of providing further insight to 
design several contributions within this domain have also investigated people, ma-
chine and context characteristics which may restrict the interaction between humans 
and computer systems. Consequently sources within this domain are included in the 
data analysis.  

Human Factors and Ergonomics is the multidisciplinary study of human biological, 
physical, psychological, and social characteristics in relation to environments, objects and 
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services. The practice of human factors applies to the design, operation, and evaluation of 
“Systems” to ensure that that they are safe, efficient, comfortable and aesthetically pleas-
ing to humans, [26]. Evidently overlap exists among the domains however, the main  
difference between Human Factors and Ergonomics and HCI is that HCI focuses more on 
users working specifically with computers, rather than other kinds of machines or design 
artifacts. There is also a focus in HCI on how to implement the computer software and 
hardware mechanisms to support human-computer interaction, thus Human Factors is a 
broader term. However contributions in this domain are relevant when describe the con-
text of mobile services and also context factors which may influence these services. There-
fore sources within this domain are included in the data analysis.  

A keyword search was conducted using the following; Mobile Services, Enterprise 
Mobile Services, Context of Use, Perceptions of Mobile Services, Acceptance of  
Mobile Services, those articles deemed relevant by the researcher were included based 
on the following criteria; 

• Must be related to mobile services. 
• Must be related to Context of Mobile services. 
• Must be related to users’ perceptions of mobile services. 
• Must be related to users’ perceptions of mobile services in varying contexts. 
• Must be related to users’ acceptance/adoption of mobile services.  
• Must be related to users’ acceptance/adoption of mobile services in varying contexts. 

From the three related domains, a total of (39) individual works are selected for inclu-
sion in the analysis process. Out of the 39 individual works (13) will render the initial 
taxonomy for Enterprise Mobile Services and (26) individual works will render the 
initial taxonomy for Context. Whist examining the literature to identify contributions 
to highlight context characteristics that have been included in existing measurement 
instruments, the researcher could find only one data contribution which has focused 
on a thorough examination of an instrument (which includes context items) to meas-
ure the adoption of mobile services, and thus this source is included.  

3.3 Qualitative Coding Process 

Once the data sources were selected, the coding process commenced, the researcher 
followed the coding process described in [15], which involved four main steps; Open 
coding, Categorization of Codes, Coding on and Data reduction. An account of this 
process is recorded here.  

3.3.1   Open Coding 
Each line of the contributions was read by the researcher, and when a characteristic of 
an enterprise mobile service or the context of the service was apparent the researcher 
highlighted this part of the text and allocated a code. For example, Context has been 
previously defined as “The users, tasks, equipment (Hardware-software and materials) 
and the physical and social environments in which a product is used, [2]” consequent-
ly user’s ‘motion’ was allocated a coded as it is a Context characteristic. During this 
stage each code was allocated a definition to ensure consistency of coding. This 
process continued until all studies were coded and a long list of initial codes existed.  
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3.3.2   Categorization of Codes 
This step involved renaming, merging, distilling and clustering related codes into 
broader categories of codes, consequently all codes related to mobile services were 
categorized under mobile services for example communication, Transaction etc. All 
codes related to Context were characterized under User, Task, Technology and Envi-
ronment characteristics, for example for example, age, gender, skills were categorized 
under user. Also during this stage similar codes were clustered and renamed, for exam-
ple codes such as display size and screen size were merged and renamed screen size. 
This continued until an initial taxonomy for both Enterprise Mobile Services and Con-
text began to emerge and all related codes were structured under these taxonomies.  

3.3.3   Coding on 
This step involved breaking down the reorganized codes from step two into sub-codes so 
as to better understand the meanings embedded therein. For example under user categori-
zation the user experience code was divided into the sub categories, novice intermittent 
and expert and under the task characteristics, task complexity was subdivided into low 
medium and high with a definition provided for each sub category. This step was contin-
ued until meanings were allocated to the each sub codes and the taxonomy began to 
represent taxonomy of Enterprise Mobile Services and taxonomy of Context. 

3.4 Data Reduction 

This step involved collapsing the coding tree/taxonomy into more abstract and genera-
lized set of codes which represent enterprise mobile services and the Context of these 
services. This was done in conjunction with industry experts from an enterprise partner. 
The researcher arranged a focus group with industry experts, in doing so the KJ method 
was followed [16]. This includes six steps; an account of this process is summarized here.  

3.4.1   Determine a Focus Question 
It is necessary to outline the focus question as this drives the results. The researcher 
set the objective - to derive a list of criteria that would appropriately represent Enter-
prise mobile services and the Context of these services from an enterprise perspective. 
For a successful outcome it was important to the researcher that the participants 
would understand these objectives. The participants selected were industry experts in 
Small Form Factors and Human Factor Design. To ensure participants had a consis-
tent understanding of the focus group objectives a presentation was given prior to the 
commencement of the focus group, 15 minutes covered the overall research aim and 
another 15 minutes for the aim of the focus group and the agenda.  

3.4.2   Organize the Group 
To organize the group members the two main sources in the industry partner were  
contacted and the intentions of the focus group were outlined. The researcher suggested 
that a diverse group of members would be beneficial to get different perspectives. A total 
of 5 participants were organized, these included small form factor and human factor spe-
cialists, a business analyst and a project manager, all who were familiar with enterprise 
mobile services. The time required was outlined and a date was set for 3hours over 3 
days (every Tuesday for 3weeks).  
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3.4.3   Put Data Onto Sticky Notes and Put Sticky Notes on the Wall 
After the presentation and the objectives of the focus group was outlined to members, 
the taxonomies of derived criteria were put onto yellow sticky notes and put on the 
walls in a large room. At the very top of the wall the focus group objectives were 
posted on orange paper, this was to ensure that members could keep focus. Partici-
pants were given pink sticky notes and told to read all sticky notes on the wall, if at 
any time they felt that something else should be added, something should be renamed 
or something should be removed they were asked to write this down on the pink 
sticky notes beside the criteria they felts should be revised.  

3.4.4   Group Similar Items and Name Each Group 
Once all opinions and contributions had been posted on pink sticky notes, participants 
were asked to group the criteria which they felt belonged in the same category. This in-
volved moving all the criteria under the following five main criteria, Mobile Service, 
Context (Task, Technology, User, and Environment). Each of these main groups had a 
number of sub criteria, the naming and grouping of these sub-criteria were very  
important to the researcher as these would detail the mobile service and the context. The 
participants were asked to then read each group and review everything on the wall and 
consider its position. The results of this are illustrated in Appendix A and B. During this 
stage the literature was reviewed to highlight those context items that have been included 
in existing measurement instruments, these items are the shaded in criteria in Appendix 
B. It is evident in Appendix B that, user experience, attitude, safety, enjoyment, accessi-
bility, compatibility, social factors and location have been included in existing measure-
ment instruments, which measure the acceptance of mobile services.  

The Context criteria in the Context taxonomy which are not highlighted include 
items which need further investigation. Consequently, this qualitative investigation 
emphasizes key Context items which require further examination; hopefully this will 
stimulate further research in these domains. As the researcher intends to further inves-
tigate a selection of these Context criteria, the selection process is detailed the next 
section. The researcher was also interested in scoping Enterprise Mobile Services 
from an Enterprise Perspective. This is also discussed in the next section. 

3.4.5   Voting for the Most Important Group 
After the participants had reviewed the revised and categorized criteria they were asked 
select the three most important criteria to them that represent Enterprise Mobile Services 
and then for Context. Each of the participants votes were recorded by the researcher.  

3.4.6   Ranking the Most Important Group 
Once all participants’ votes were recorded, the researcher ordered each criterion selected 
by the number of votes they received, with the highest at the top. The participants were 
asked to review the selected criteria and discuss. At this stage conflicting selection was 
discussed and participants continued to move the sub categories around. After discussing 
and moving the sub-categories around to reach a unanimous agreement a final count of  
the votes allocated to each subcategories under the five main categories were counted,  
i.e. there are sub- criteria under each of the five main categories that are ranked much 
higher than the rest. At this point the process stopped as any further combinations are 
unlikely to change the top priorities voted by the participants. The focus group was  
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declared finished and the researcher reviewed the final selection of criteria along with the 
continuous opinionated data recorded throughout the focus group process. The results of 
the final list of criteria to classify Enterprise Mobile Services and the Context criteria for 
inclusion are recorded in table 1. 

Table 1. Selected Criteria from Focus group 

 
It is evident in table 1 that to scope Enterprise Mobile Services the criteria,  

Communication (48%), Transaction (24%), Information (24%), Web 2.0 (20%) and 
Learning (16%) have been selected. Consequently Enterprise Mobile Services can be 
categorized under these. It also evident from table 1 that the selected criteria that describe 
the Context of these services and will be further investigated by the researcher include, 
User Cognitive load (52%), Environmental Ambient conditions (32%), User Motion 
(20%), Task criticality (8%) and Portability (8%). Future work involves testing for con-
vergent and discriminant validity of these criteria, testing the reliability of these criteria 
and to demonstrate the influence of these criteria on the acceptance of Enterprise Mobile 
Service Acceptance.  

4 Conclusions, Limitations and Future Work 

Within this paper an account of a qualitative investigation into Enterprise Mobile 
Services and their ‘Context’ is recorded. Employing Qualitative Content Analysis, 
two taxonomies are derived; An Enterprise Mobile Service Taxonomy and a Context 
Taxonomy. The researcher also investigates current Context factors which have been 
proven to influence users’ experiences and the acceptance of Enterprise Mobile Ser-
vices. These are highlighted in the Context taxonomy. As the researcher intends to 
further investigate (as part of a larger PhD project) the influence of Context on users 
experience and consequently the acceptance of Enterprise Mobile Service, it is neces-
sary to select appropriate criteria for inclusion. To select these criteria a focus group 
with Industry experts was conducted following the KJ method, an account of the  
selection approach and the results are detailed within this paper. Future work involves 
testing the validity and reliability of these constructs while also investigating the  
influence of these Context criteria on the acceptance of Enterprise Mobile Service. 
Currently the researcher is planning a field study within an Enterprise partner. In  
conclusion this qualitative investigation has emphasized key Context items which 

Enterprise Mobile 
Services 

Context Criteria 
User Task Technology Environment 

Criteria % Criteria % Criteria % Criteria % Criteria % 
Communica-
tion 

48 Cognitive 
load 

52 Criticali-
ty 

8 Portabil-
ity 

8 Ambient 
Condi-
tions 

32 

Transaction 25 Motion 20       
Information 24          
Web 2.0 20         
Learning 16         
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require further investigation; these will hopefully stimulate further research in the  
IS and HCI domains, the results of which will expand both the scholarly body of 
knowledge, but also have direct and tangible benefits for everyday users of Enterprise 
Mobile Services. 
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Abstract. The popularity of mobile devices, such as smart phones and tablets, 
provides both new opportunities and challenges for companies. Mobile devices 
allow companies to reach users anywhere, anytime; however, these devices 
present the challenge of designing websites that can adapt to smaller screen siz-
es. Because competition is shifting more and more toward user experience, 
creating a positive mobile experience is becoming increasingly important in 
maintaining a competitive edge in the market place. To address this issue, we 
measured the user experience of an actual e-commerce website before and after 
it was optimized for mobile devices and used Google Analytics to follow user 
behavior. The results suggested that optimized websites are likely to have a ma-
jor positive impact on the ROI for a company. 

Keywords: User Experience Design, Mobile Websites, Mobile Optimization, 
Mobile User Experience, Return on Investment (ROI), Business Value, Google 
Analytics.  

1 Introduction 

Online browsing via mobile devices is becoming increasingly popular [7]. Last year 
alone in the US, there were more than 100 million smart phones users and more than 
60 million tablet users. The population of mobile device users is expected to grow 
substantially in the future [4, 5]. People use mobile devices because they can provide 
a quick and easy way to access the Internet [7]. This fast and convenient access to 
information, in turn, is likely to have a major impact on consumer behavior. For ex-
ample, using a smart phone can not only make it convenient to search for a product 
anywhere, anytime but can also make it quite easy to compare products at various 
stores and/or arrange follow up activities such as visiting the store or calling for addi-
tional information.  

Consumers’ fast and convenient access to information via mobile devices provides 
new business opportunities for companies. It allows companies to reach a broader 
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consumer base. The opportunity to reach consumers via mobile devices, however, 
presents companies with some serious challenges as well. In order to reach customers 
anywhere, anytime companies need to develop websites that can be accessed effec-
tively via various devices. Lessons learned from research shows that staying competi-
tive in the market place requires companies to provide superior user experience for 
their websites [2, 3, 10]. While designing websites for various screen sizes has been 
one of the major topics in web development circles [8], little work has been done to 
look at mobile user experience with a business lens.  

The objective of this research is to take a basic step toward examining the value of 
mobile user experience from a business point of view. In order to achieve this goal, we 
conducted two user studies to track changes in mobile experience and utilized web ana-
lytics to track changes in behavior after the website was optimized for mobile devices.  

As customary in industry research, first we assessed the current state of mobile  
experience via an initial study to identify whether there were any opportunities for 
improvement, and if so, identify changes that would be most impactful [11]. This 
approach is crucial in practice for two important reasons: 1) it allows companies to 
benchmark experience before implementing changes, and 2) it facilitates data driven 
experience design should the process identify opportunities for improvement.  

Next, we optimized the website based on the results obtained from the initial user 
experience study.  Then, we conducted a second user experience experiment centered 
around the same task and settings. This arrangement allowed us to directly assess the 
impact of optimization on users’ subjective experience of the mobile website.  

Companies often use web analytics to estimate the business value of their user re-
search and to plan their future research efforts [6, 11]. Because we were interested in 
the business value of user experience, we used Google Analytics to see whether there 
were any improvements in mobile traffic and sales after the website was optimized for 
mobile devices.  

The results of the user studies as well as the results of Google Analytics are dis-
cussed in the following sections. 

2 Background 

Mobile optimization supports the “One Web” recommendation of the World Wide 
Web Consortium (W3C), which advocates that users should be able to receive the 
same service and information regardless of the type of device they are using. While 
W3C’s One Web concept emphasizes the accessibility of information irrespective of 
the medium used, it does not require the provided information to have the same repre-
sentation across various devices. This is both helpful and necessary for mobile opti-
mization. To explain this better, Figure 1 shows amazon.com’s website accessed via a 
desktop computer and a mobile phone. As shown in Figure 1, while both devices 
provide access to the same content they differ in how they represent information. Due 
to the smaller screen size, the mobile website has to adjust its content to fit the smaller 
screen of a mobile phone. The visual attributes of the content on the mobile screen are 
also modified to create an appropriate visual balance for the smaller screen. The orig-
inal visual structure is adjusted so that the page can convey the same hierarchy of 
information on a smaller display [3]. The navigation bar, links, and menu on the mo-
bile site are also modified to occupy less visual space. 
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1a: Amazon.com  
displayed on a desktop

1b: Amazon.com displayed 
on a smart phone 

Fig. 1. Example of an optimized mobile website 

3 Measuring the Mobile UX 

3.1 Study I: Benchmarking the Mobile Experience  

The objective of this study was to assess the experience of a mobile website and to 
identify possible opportunities for improvement. In order to do so, we used an actual 
e-commerce website. We conducted our investigations in a laboratory setting to facili-
tate a controlled environment for observing and measuring user experience. 

Task 
To avoid user fatigue, we focused on testing the mobile experience of the purchasing 
process on the website. The task required users to look for a specific product on the e-
commerce website and complete the checkout process for that specific product.   

Measurements 
We used the System Usability Scale (SUS) [1] to measure a user’s subjective expe-
rience of the website. SUS captures a person’s evaluation of interaction with a prod-
uct via a 10-item questionnaire. This instrument is widely used in industry research to 
assess website experience [9]. Compared to other frequently used instruments in in-
dustry research, such as Questionnaire for User Interaction Satisfaction (QUIS), 
Computer System Usability Questionnaire (CSUQ), and Microsoft’s Product Reaction 
Cards, SUS is more senestive in detecting diffrences in smaller sample sizes [12]. 
SUS provides a simple method for converting the results of the questionnaire into a 
single value, which can be used to compare webpages [9]. These SUS values can  
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range between 0 to 100, with 0 indicating the worst and 100 indicating the best attain-
able score. To achieve an above average user experience, a minimum SUS score of 68 
is recommended [9]. In addition to SUS scores, we also used observation and post 
task interviews to assess user experience of the mobile website. 

Participants and Design 
Seventeen graduate and undergraduate students (10 male, 7 female) participated in the 
study. All participants were expert web users who accessed the Internet via mobile 
devices on a regular basis. Participants were asked to look up and complete the pur-
chasing process for a specific service offered on the e-commerce website. For the 
purpose of the experiment, a test account was created (username and password) to be 
used by all the participants. All participants used the same fictitious information (e.g., 
credit card number and expiration date) to make the purchase with the test account. 
The study was conducted on a Samsung Galaxy S3 smartphone running Android 
4.0.4, and an Apple iPhone 4S running iOS 5.1.1.  

Results 
Our analysis did not show any significant quantitative differences in scores between 
the two mobile devices, therefore we used the pooled data to assess the user expe-
rience of the website. 

The results of surveys, observations, and interviews all indicated an opportunity for 
improvement. For example, the survey results showed an average SUS score of 57, 
which is below the recommended threshold for an above average user experience [9]. 
The interviews and observations confirmed the SUS results indicating an opportunity 
for improving the user experience of the mobile e-commerce website. In particular, 
the observation and interview data showed that the following changes would have the 
most impact on the user experience of the mobile website: 1) minimizing “pinch and 
zoom” interactions, 2) minimizing horizontal scrolling in a way that the content fits 
the screen appropriately, 3) minimizing redundancies so that the content fits the 
screen without creating clutter, and 4) using an optimized menu to minimize the visu-
al space required for navigating the website and to facilitate an easy way to move 
between webpages. 

3.2 Study II: Assessing the Impact of Modifications on Mobile Experience 

The objective of this study was to examine the impact of mobile optimization on user 
experience. Thus, before conducting this second experiment, we implemented the 
improvement opportunities that were identified in the first study. We used the Cascad-
ing Style Sheets specification (CSS), a web styling computer language to format the 
content of the webpages. In addition to formatting the content, we also changed the 
structure of the content to minimize “pinch and zoom” interactions. This also ensured 
that the content would fit appropriately on the screen of a mobile device, thereby eli-
minating the need for horizontal scrolling. We also removed redundancy in the con-
tent to minimize clutter and/or the amount of scrolling needed to see below the fold of 
the page, and modified the structure of links and menus to optimize the use of availa-
ble visual space.   
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Task 
We used the same task (purchasing of a specified product) that was tested in the first 
laboratory experiment.  

Measurements 
As in the first study, we used SUS to measure the subjective experiences of the partic-
ipants in our study. We also used observation as well as interview data to examine 
user reactions to the website. 

Participants and Design 
As in the first experiment, participants were recruited from a pool of graduate and 
undergraduate students (27 participants, 19 male and 8 female). As in the first expe-
riment, the study was conducted on a Samsung Galaxy S3 smartphone running An-
droid 4.0.4, and an Apple iPhone 4S running iOS 5.1.1.  

Results 
Again, our analysis did not show any significant differences between the two mobile 
devices and therefore we pooled the data to evaluate the user experience of the web-
site. Our analysis showed a major improvement in SUS scores (SUS=73), a score well 
above the recommended threshold for an above average positive experience 
(SUS=68). We ran a t-test to see whether the observed SUS scores in the two studies 
were significantly different. The results of the t-test showed that the user experience 
captured via the SUS score was significantly improved after the website was opti-
mized for mobile devices (Table 1). The observations and interviews also confirmed 
this improvement in experience. 

Table 1. SUS scores before and after mobile optimization  

 Mean SD 
Before optimization 57  23.34 
After optimization 73 21.28 
 t=2.25, df=40, p=0.03 

4 Google Analytics 

Companies often look at web and sales analytics before and after they change their web-
sites to estimate the business value of their usability improvements [6, 11]. Similarly, we 
looked at the website traffic and transaction volume of the e-commerce site before and 
after it was optimized to see if there were any changes in consumer behavior.  In order to 
measure web traffic, we looked at Unique Page Views and Bounce Rate. The former 
represents the aggregated page views of a single user during the same session. The latter 
refers to the percentage of visits in which the user views only one page on the website 
before exiting the site. Lower levels of Unique Page Views and/or higher levels of 
Bounce Rate could indicate a lack of engagement with the site. We also looked at Quan-
tity Sold, which refers to the total number of items sold for a product.  

We tracked mobile traffic for the same pages that were used in Studies 1 and 2. Addi-
tionally, we compared user behavior 12 months before and 12 months after the e-
commerce website was optimized for mobile devices. While, we noticed improvements 
for shorter periods (e.g., three months before and after the launch of the new website),  
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we used a 12-month period to account for seasonal differences that may have an impact 
on consumer behavior.  

Table 2 shows the percentage of change over a period of 24 months, comparing  
user behavior 12 months before and 12 months after the e-commerce website was 
optimized for mobile devices. As shown in Table 2, after pages were optimized for 
mobile devices, the number of times these pages were viewed by visitors increased by 
40% and number of visitors who did not leave the site after viewing the first page 
doubled as evidenced by a 50% decrease in the Bounce Rate. The results displayed in 
Table 2 also show a 31% increase in the sales quantity of the specific product that was 
the focus of examination in our user experience studies. These statistics are consistent 
with the results of our user studies, which showed significant improvement in SUS 
scores, from 57 before optimization to 73 after optimization for mobile devices. 

Table 2. Changes in user behavior before and after mobile optimization 

Unique Page Views 41.31%   increase 
Bounce Rate 50.00%   decrease 
Quantity Sold (the product examined in Study 1 and 2) 31.10%   increase 

5 Discussion 

A growing body of research acknowledges that paying attention to user experience 
plays a major role in business competition. However, little work has been done to 
look at mobile user experience from a business point of view. A major objective of 
this study was to look at user experience through a business lens.   

Our results show that optimization can have a significant impact on how users ex-
perience a mobile website. Study 1 and Study 2 provide evidence that mobile optimi-
zation facilitated a statistically significant improvement in experience (from SUS=57 
to SUS=73). The improvement in user experience was supported by Google Analytics 
comparing consumer behavior a year before and a year after the website was opti-
mized for mobile devices. While improvements in user behavior were evident shortly 
after the implementation was completed, we used a 12-month time period to control 
for possible seasonal differences. These results showed about 40% increase in Unique 
Page Views and 50% decrease in Bounce Rate. Because both of these metrics could 
be associated with user engagement, an impressive increase in Unique Page Views 
along with a substantial decrease in Bounce Rate could indicate increased engage-
ment, which in turn could indicate that optimization had a major positive impact on 
how users viewed the pages.  

The results also showed over 30% increase in sales of the product that was under 
investigation in this study. While assessing the impact of optimization on the entire 
product line was outside the scope of this project, it is important to note that Google 
Analytics showed an impressive improvement (over 70% increase) in quantity of all 
products sold over the mobile optimized site. 

While the results of our laboratory study cannot be directly linked to the results  
of web analytics, the fact that both user studies and Google Analytics showed signifi-
cant improvements after the website was optimized make a compelling case for the 
business value of mobile user experience. 
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6 Limitations and Future Research 

As with any investigation, the results reported in this study are limited to the setting 
and the task. For example, the investigation in Study 1 and 2 were conducted in a 
laboratory setting and the task used in the study was limited to a specific website and 
a specific product. However, to minimize threats to external validity, we used an ac-
tual live website and an actual product to conduct our investigations. Our laboratory 
experiments had also a relatively small sample size, which can affect the chances of 
finding statistically significant differences. However, our results showed significant 
differences in user experience before and after the website was modified. While these 
results suggest the possibility of a large effect size, future studies using different tasks 
and settings are needed to increase confidence in the generalizability of the findings. 

We used web analytics to look at the value of our mobile optimization through a 
practical business lens. While user experience is an important factor in website traffic 
and/or product sales [2, 11], factors other than user experience (e.g., promotions) can 
also influence traffic and sales. To minimize the impact of such effects we compared 
traffic and sales statistics for a longer period of time (12 months) before and after the 
changes were made to the websites. Nevertheless, care must be taken when generaliz-
ing the results.  

7 Contribution 

While additional research is needed to increases the generalizability of the findings in 
this study, the results of the laboratory experiments in our study show that mobile 
optimization can have a significant impact on the user experience of a website. The 
results of Google Analytics suggest that mobile optimization is likley to help increase 
traffic and sales volume of mobile e-commerce websites. Thus, this study contributes 
to the HCI literature in three ways: 1) it establishes the importance of mobile optimi-
zation in improving the user experience of a mobile website, 2) it looks at user expe-
rience from a business point of view, and 3) by doing so, it highlights the value and 
significance of user experience research in theory and practice. 
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Abstract. This paper investigates the performance of self in a virtual dressing 
room based on a camera-based system reflecting a full body mirrored image of 
the self. The study was based on a qualitative research approach and a user-
centered design methodology. 22 participants participated in design sessions, 
semi-structured interviews and a questionnaire investigation. The results 
showed that the system facilitated self-recognition, self-perception, and shared 
experience, which afforded an enriched experience of the performing self.  

Keywords: Virtual dressing room, mirroring, self-perception, self-recognition, 
shared experience, hedonic shopping experience.  

1 Introduction 

In this paper, we investigate how a virtual dressing room facilitated the performance 
of self in terms of self-recognition and self-perception to identify how potential 
shoppers organize such interactions and experiences. In line with [1] online shopping 
is considered as a creative and social activity incorporating diverse meanings where 
both shopping and commodities invoke personal as well as collective interests and 
motivations. The study illustrates in different ways that the virtual dressing room 
system user interface invoked certain interactions that are afforded by the technique 
of mirroring in line with [2].  

This on-going research is financed by the Danish National Advanced Technology 
Foundation to realize a turnkey solution of a Virtual Dressing Room (VDR), which 
should reduce customer purchase returns. In this regard, the practice of shopping 
clothes online is considered as framed by shoppers through the influence of 
affordances and personal agency. This is in line with [3], who states that:  

“When the behavior of the computer is coherent and the application is 
designed so that a human interactor knows what to do and receives clear and 
immediate feedback on the results of their actions, the interactor experiences 
the pleasure of agency, of making something happen in a dynamically 
responsive world.” [3, p. 100].  
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2 Background 

A virtual dressing room, in which shoppers cannot only view apparel commodities but 
also view as an overlay on their bodies, addresses many of the concerns that shoppers 
have about purchasing apparel online. The Forrester report [4] states how customers 
prefer shopping in stores as this offers possibilities to touch and feel the items and, also, 
avoiding issues related to returns. 56% of shoppers considered lack of touch and feel as a 
primary concern when it comes to online shopping. Currently, online garment purchases 
are subject of approximately 30% returns [5]. Forrester research [6] and [7] claims that 
approximately 35% of online garment clothes are returned. This is costly for the  
e-commerce retail outlet and creates logistical problems in re-selling returned stock. We 
contribute to this field by introducing a turnkey solution that allows e-commerce clothing 
retailers to create digital clothing by scanning real clothes using a RGB-D sensor. 
Creating digital clothing using specialized programs such as Marvelous Designer 2 is a 
time consuming process, whereas the 3D scanning process is relatively fast [8]. With this 
kind of virtual dressing room solution, shoppers will view accurate models of the self, 
wearing clothing in different colors and sizes and receive information about how the 
garments fit [9]. [10] identified constraints and affordances related to a previous 
prototype of the virtual dressing room system involved in this paper, focusing on ludic 
activities, where access, movement based interaction, social activity, self-image 
recognition, and authority constituted core factors to be enhanced in order to provide a 
more hedonic shopping experience. The freedom to freely move was a required 
affordance, which enabled expressions of self and fostered ludic engagement.  

Another body of work that intends to address the problem of returns on purchased-
online apparel is Fits.me, a company that utilizes a robotic mannequin created by a 
consortium involving roboticists from the University of Tartu in Estonia, who enlisted 
the help of Human Solutions, a German firm specializing in body dimensions and 
ergonomic simulation. The mannequin has 50 actuators embedded, which push panels 
in and out to form different shapes. It is covered in Pedilin, a material used on 
prosthetic limbs, so fabrics will drape like they would on real skin. Fits.me collects 
user’s data to compile a database of customers, which each individual can use to view 
clothed in chosen apparel. However, the company also plans to sell retailers garnered 
information on shoppers, which could help outfitters design clothing and target sales. 

The VDR system included in this study shows promising results of creating digital 
clothing of high quality by scanning real clothes. The paper discusses the major 
affordances and constraints originating from apparel online shopping in a virtual 
dressing room and addresses how shoppers experiences derives from the concept of 
mirroring [2]. However, before the discussion, it is necessary to detail the system and 
the design concepts. 

3 Analysis of Design Concepts: Mirroring for the Virtual 
Dressing Room 

The catalyst of the Virtual Dressing Room (VDR) is unencumbered interaction with a 
computer-based system. Unencumbered interaction relates to the field of Natural User 
Interfaces (NUIs) in that a participant interacts with a system via gesture without 
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commands. 24/7. The Kinect sold 18 million units in 2011. The built in biofeedback 
for the player advances this field.  

In summary, find below an overview of the Kinect technology: 

• Relies on interpretation and predictive algorithms to determine the most probably 
upcoming pose. 

• Uses a library containing a large number of preloaded poses. 
• Each detected area in the scan space is matched with a potential body part and 

assigned the probability that it actually matches such body part. 

Based on the above probabilities, Kinect comes up with the most probably skeleton 
building on its experience and pre-programmed kinematics models. This skeleton is 
then outfitted as a 3D avatar. In context of the VDR, the avatar may be clothed with 
selected apparel, cf. [11]. 

3.2 The Organic Motion OpenStage® 

The OpenStage® V2.0 Markerless Motion Capture System by Organic Motion is a 
multiple-camera (optimal 18 color cameras) full 3D real-time data tracking system 
(i.e. 360 degrees) that captures movement at an adjustable rate of 60 to 120 frames per 
second in a scalable scan area of up to 5m by 5m with a maximum latency of 50 to 
100 milliseconds. Human bones (21 points) are tracked accurately with each having 5 
to 6 degrees of freedom each. Objects can also be tracked in 360 degrees. The 
OpenStage® is only for indoors use, cf. [11]. 

 

 

Fig. 2. OpenStage® V2.0 Markerless Motion Capture System (source: Organic Motion) 
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OpenStage harnesses Organic Motion’s core computer vision technology, enabling 
computers to cognitively “see” people’s complex movements and generate accurate 
3D tracking data in real-time: A video sub-system acquires lens and space calibrated 
video from 8 - 18 cameras and delivers these synchronized streams to the 3D 
reconstruction processor. The 3D reconstruction system turns the 2D video streams 
into 3D point and surface clouds by triangulating the various 2D viewpoints. In this 
way the 3D reconstruction system acts much like a 3D scanner. The final step 
involves “recognizing” the human figure in this 3D data cloud. Here Organic Motion 
uses a complex rules based approach that maps a 3D humanoid skeleton into the data.  

The output data OpenStage delivers is the X, Y and Z positions and orientation of 
21 segments of this skeleton. This information is then ready to be loaded directly via 
plug-ins or SDK into any form of animation software, game engine, biomechanical or 
other processing software, all in real-time. Tracking customized objects, non-typical 
humans, or non-human shapes requires the modelling of new character fitting 
systems, which OpenStage offers as part of its new software architecture.  

Organic Motion sold systems in over 20 countries worldwide, and is used in both 
commercial and academic settings for multiple applications in various markets including: 

• Digital media & arts (animation, game development, VFX). 
• Life sciences (bioengineering, physical therapy and rehabilitation, neuroscience, 

sport). 
• Training and simulation (military and defence). 
• Public Installations (theme parks, museums). 

OpenStage interfaces with various 3D animation systems, 3D game engines and 
Virtual World systems and 3D immersive visuals, biofeedback and other applications.   
For therapeutic applications, movement ‘rules’ may be incorporated to encourage 
people to be more actively engaged in the recovery regime. This improves outcome 
and reduces recovery times.  

The high accuracy of OpenStage allows clinicians and researchers to identify 
multi-level movement disorders, develop predictive models of pathology and gather 
statistical relevant data for long-term improvements, see also [11]. 

Summary. The Kinect was selected for the VDR system included in this study. This 
meant a more affordable system that enabled mirroring of the participant, however, 
problems were apparent with different sized participants – e.g. adults vs. children; and 
with gesture interactions with the interface (resolution/efficiency). This was apparent 
through the evaluation with various participants, see [12] and [10]. The next section 
presents the methodology and methods used in this study. 

4 Method 

The study applied a qualitative research approach and was based on a user-centered 
design methodology, including video observations, questionnaires and interviews. In 
line with a user-centered approach, participants also took part in a design session 
followed by an interview. The task for the participants was to provide suggestions on 
improvements for the VDR system prototype, particularly addressing reflections on 
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self-performance in terms of the perception and recognition of the projected self-
image.  

A total of 22 people were involved in the study. The data was analyzed using an 
interpretative approach [13], in which the researchers draw on the understanding, and 
shared perspective of the users, as well as the domain of their actions, to determine 
the reality of the prototype (VDR system). 

The procedure of the study started with that the participants were introduced to the 
VDR system and the evaluation procedure. They were instructed to freely interact 
with the system and to try on different pieces of clothes until they experienced they 
were done. After this, the participants were requested to fill out a questionnaire, to 
take part in a semi-structured interview, and, finally, to participate in a design session 
directed towards possible design improvements. 

The questionnaires focused on general participant background information as well 
as preferences when it comes to the ‘projected self’. The interviews and the design 
session were directed towards different aspects of the user interface in terms of 
usability and user experience; however, the focus of this paper is on the affordances 
and constraints when it comes to the performance of self. The video observations 
focused on the user’s interaction with the VDR system (the prototype); facial 
expressions and actions indicating self-recognition and perceptions of self. 

The next section discusses the results of the study and concludes with an outlook 
indicating potential directions of development for a sufficient virtual dressing room 
system. 

5 Analysis and Discussion 

It was deemed optimal to use such a sensing device to achieve the desired state-of-
the-art capturing of a customer’s torso image for further system processing. Using a 
camera-based device means that the system is non-invasive to enable data-generation 
from unencumbered motion, i.e. no need to wear, hold or touch any input device. In 
this way unencumbered gesture controls responsive feedback that is pleasing, direct 
and immediate so as to digitally mirror input to stimulate the user to further react 
intuitively in such a way as to become immersed in the interaction. The mirroring 
technique reinforces a participant’s awareness of movement and proprioception and is 
developed from observations of traditional silver mirroring use in research.  

The participants experienced the VDR system as a goal-oriented solution [14] 
where the navigation was defined and the selection and purchasing of clothes were 
efficient and convenient, for example by following certain steps and browsing the 
collection of clothes. However, the selection of clothes was limited, which 
constrained the performance and, furthermore, the sensorial adventure of exploring 
different kinds of clothes in terms of textiles, shape, size, and colors. This was in 
many cases described as closely related to an optimal clothes-shopping event. This 
addresses an issue concerned with a mismatch of the correlation between the 
participants’ expectations and the computational expectations of the VDR system.  

The system provided the participants with a quick access time due to that it simply 
required them to stand in front of the Kinect (camera) and the clothes were then auto-
scaled and applied to the image of the user. Again, this experience was constrained 
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due to the limited access to a variety of clothes, but on the other hand the freedom to 
move back and forth to judge the fitting of the clothes afforded a sense of exploration 
value. These results also show that the participants considered that their body could 
be used to manipulate the system in an interactive mode.  

Due to the camera-based system, the participants clearly could recognize themselves 
via the mirrored image presented on the screen. The fact that it was a full body image 
seemed to facilitate the performance of self, for example in terms of more movements by 
the participants in order to express themselves with different clothes and different 
postures, gestures, and facial expressions. This kind of performance of self refers to a 
direct self-recognition [cf. 15], which is related to performing actions such as pointing at 
oneself, or rearranging clothes as a reaction to the captured self-image. 

The system user interface provides tracking of multiple participants, which opened 
up for the participants to try out clothes together with others. For example, a mother 
brought her son (3 years of age) to try out the system. While doing so, she tried to 
pick up the virtual clothes placed on her body and pass them on to her son. This 
action was, then, repeated by the son, who moved the clothes placed on his body back 
to the mother’s body. Two male participants acted in a similar way when they tried on 
different clothes. If we relate this to the concept of mirroring, which can be defined as 
a personal experience, but in this paper it relates more to the instances of seeing a 
projection of the self in a virtual world designed for the motion sensing input device; 
the Microsoft Kinect. Mirroring in this sense, influenced the self-perception where the 
self was capable of taking the role of another or, like in the mother-son example, 
being influenced by someone ‘like me’ [15, p. 235].  Furthermore, the interaction 
between the mother and the son as well as between the two males mentioned in the 
above text, shows that a system providing opportunities for multiple participants to 
interact when trying out clothes afford shared experiences. This includes a joint 
performance fostering a hedonic [16] shopping experience.  

5.1 Conclusions  

This study investigated how a virtual dressing room can facilitate the performance of 
self in terms of self-recognition and self-perception. The performance of self was 
fostered by a camera-based system, which efficiently reflected a full body mirrored 
image of the self. This, in turn, facilitated a range of movements and expressions 
(postures, gestures, facial expressions) where the participants, for example, rearranged 
their projected clothes in a direct self-recognition manner. Furthermore, the 
performance of self was afforded by the mirroring experience, which influenced the 
self-perception where the self was capable of acting together with another person, 
who was considered as ‘someone like me’. Finally, social aspects such as joint 
performance, which was not only fostering a hedonic shopping experience, but also 
afforded an enriched experience of the performing self.  

The constraints related to the performance of self in a virtual dressing room were 
merely related to the technical accuracy of the system, for example the fit between the 
mirrored body and the tried on clothes. Also, exploring different kinds of clothes in 
terms of textiles, shapes, sizes and colors constrained the performance of self. These 
constraints address technical challenges related to the further development of the 
system, which will be elaborated upon in the following section. 
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Outlook. Because of the lacking of feel of apparel it is important to make an effort to 
enhance another sense of the clothing that a person is considering to purchase. 
Advancing the VDR display could be a glasses-free 3D-Multi-View Portrait format 
auto stereoscopic display (Fig. 3). In line with the argument presented in the previous 
section related to the lack of feel of cloth, is that the SKOPOS Institute for market and 
communication research conducted a study on advertising in 3D in October 2010. In 
the study, 312 people were divided into two equal groups, each of whom was 
presented a commercial either in 3D or in 2D. The differences between the test groups 
were clear: the 3D viewers found the commercial to be modern, original and unique. 
After the test, 82% of the 3D viewers were convinced of the product. In the 2D group, 
only 64% were convinced. After the 3D broadcast, viewers also felt more of a desire 
to try the advertised product; in other words, the purchase probability was 
significantly greater. 

 

 

Fig. 3. A 65” glasses-free 3D-Multi-View Portrait format autostereoscopic display1 

In addition, in both test groups, 43% said they would also like to watch 3D at 
home. These test results show that there is generally a strong willingness to view 3D 
content, which can thus be exploited very advantageously for the advertising industry.  

In the recent past, 3D technology has experienced a boom, especially in the 
consumer market. Early in 2010, the Korean display market research company 
DisplayBank added glasses-free 3D solutions to their list of the most important 
display innovations for the next ten years. And it’s only a matter of time until 

                                                           
1 http://www.tridelity.com/fileadmin/user_upload/Produkte/ 
 MP5700_3.jpg 
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companies in all industries adapt to the market changes. Latest advances are 3D 
glasses-free display solutions in portrait mode – the question is whether this can be a 
real-time solution for a VDR in boutique or online, to enhance the shopping 
experience. 
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Abstract. The field of parking is going through a period of extreme innovation. 
Cities in the United States are now exploring new technology to improve on-
street parking. One such innovation is dynamic pricing based on sensors and 
smart meters. This paper presents the results of two surveys and an ethnograph-
ic study in the context of LA Express ParkTM to understand users’ behaviors, 
knowledge and perceptions around parking. Survey results demonstrated that a 
high number of users misunderstood one of three tested stickers that convey 
time of day pricing. Furthermore, after discovering the availability of cheaper 
parking spots nearby, people expressed willingness to change their future beha-
vior to park in those places. Ethnographic field studies found that it is common 
for many parkers to use handicapped placards for over eight hours in one park-
ing session. A percentage of these parkers may be using placards illegally. We 
propose that increasing some parking restrictions during the day may curb pla-
card use by making it more difficult to park for long periods. 

Keywords: Parking technology, dynamic pricing, ethnography. 

1 Introduction 

In many urban centers traffic is becoming an issue because of congestion and its  
associated effect on air quality. Technology related to parking has evolved relatively 
slowly since the first parking meter was installed in 1935 [14]. Recently, however, 
cities around the world have begun to experiment with the use of technology to  
improve the parking experience.  One way technology is being used is the use of dy-
namic pricing as a means to reduce congestion. With the support from the United 
States Department of Transportation, cities like San Francisco (SFPark, 2013) and 
Los Angeles (LA Express ParkTM, 2013) have installed sensors that report the occu-
pancy of each street parking space and new parking meters that charge variable rates 
depending on time of the day. [6, 11, 16]. Moscow, Barcelona, Toulouse, Auckland, 
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and Indianapolis [3, 4, 12, 19, 23] are just a few of the other cities around the world 
who are experimenting with sensors and technologies to help drivers find and pay for 
parking. Washington DC has also piloted sensors in a four block area and has plans to 
expand that pilot to 1000 spaces [15].  Likewise, New York City has incorporated 177 
magnetic sensors in a pilot program, ParkSmart [8].  

In this paper, we address these emerging questions in the context of LA Express 
ParkTM. We first review related work in the field of dynamic pricing for parking. Then 
the results from two surveys and an ethnographic study conducted in Los Angeles are 
presented. We conclude with recommendations about how to improve the dynamic 
pricing for parking from a user’s perspective. 

2 Related Work 

In this part, we give a brief review of the sensor based parking management system 
which supports dynamic pricing for parking. We then review related work in the lite-
rature on the effectiveness of dynamic pricing for parking. 

2.1 Sensor Based Parking Management System 

The technology that allows demand based pricing is wireless parking sensors that are 
typically embedded in the center pavement within the parking spot.  The sensors 
detect the change in parked vehicles’ occupancy and these data are then used to de-
termine parking availability.  In turn, motorists have real-time information about 
available parking through websites and applications while enforcement officers, with 
the combination of meter payment data, are able to see potential violations. A variety 
of parking sensors are available including solar and battery-powered sensors based on 
a variety of magnetic, optical, ultrasonic and radar techniques [20].  Although sensors 
have been used in off-street parking for some time, it has not been widely adopted in 
on-street parking management because of the higher cost of on-street sensor installa-
tion due to the need for wireless communication. Generally, sensors need demarcated 
spaces in order to accurately assess parked vehicles, and may not always work if 
people parking don't park in expected ways. [17] 

2.2 Dynamic Pricing 

Cruising the streets to find an open space for parking is common and greatly increases 
traffic congestion. It is estimated that an average of 34% of cars in congested down-
town traffic are cruising for parking [18]. Economists have advocated matching prices 
to demand as an effective way to solve parking problems. Nobel prize winning econ-
omist William Vickery recommended that street parking prices should be set “at a 
level so determined as to keep the amount of parking down sufficiently so that there 
will almost always be space available for those willing to pay the fee” [22]. However, 
the primitive metering technology in 1954 made the proposal of dynamic pricing 
appear outlandish [13]. Following Vickrey, several theoretical economic analyses of 
parking demonstrated that cruising could be eliminated by an adequate pricing policy 
[1, 2, 7]. 
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Recent developments in sensor and payment technologies have made dynamic de-
mand based pricing of parking a reality. It has also afforded the possibility of time of 
day pricing meaning that times/days when demand for parking is low, rates are low 
and visa versa. Pierce and Shoup’s research on SFpark showed that time of day pric-
ing is effective in reducing on-street parking occupancy rates and that the average 
price elasticity for parking is -0.4 (every 10% increase in parking price leads to a 4% 
fall in occupancy).  

The above-mentioned studies focused on using mathematical methods to model 
driver’s driving and parking behavior and showed some positive potential of using 
dynamic pricing for parking, yet there are still many unanswered questions in this 
area. For example, it is not clear what drivers’ reactions are to the concept of dynamic 
pricing for parking.  Drivers may not know that the price of parking is dynamic and 
thus the question of how to communicate the concept of dynamic pricing to drivers is 
essential to its success [13]. 

Further, dynamic pricing of parking works in some places, but not in others and it 
is not always clear what attributes to its success or demise. There are several noted 
obstacles to achieving the desired results from congestion pricing that include infre-
quent enforcement, meter failures, government vehicles (that are exempt from pay-
ment) and those drivers with handicapped placards (also exempt from payments in 
certain U.S states and cities). The California vehicle code allows handicapped parkers 
to park for as long as they want at no cost [5].  

In this study, we took a user-centered approach to explore dynamic pricing and to 
gain deeper understanding about people’s reactions and behavior with regard to dy-
namic pricing of parking in the context of LA Express ParkTM. 

3 LA Express ParkTM 

In 2010, the Los Angeles Department of Transportation began a process of installing 
new parking meters in downtown Los Angeles that accepted credit and debit card 
payments. A network of wireless payment sensors keep track of parked vehicles and 
help officials determine what meters are currently in use. The key goal of the program 
is to increase availability of parking spaces and decrease traffic congestion and pollu-
tion.  

Stakeholders wanted to develop communication strategies to inform parkers of 
cheaper parking nearby, test current communication strategies and develop new ways 
to convey the complexity of time of day pricing. The implementation of time of day 
pricing in August 2012 further highlighted the need for a clear communication strate-
gy and required new ways to convey the complexity of variable pricing.  

3.1 Dynamic Pricing Stickers 

A sticker design solution was implemented to convey pricing information for two 
conditions.  One sticker design was developed for meters in blocks where a range of 
rates were available in a small geographic area but where time of day pricing had not 
yet been implemented.  The goal of this sticker was to easily convey to the parker 
where they were, the price of parking where they parked and the relative price of 
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Online Targeted Survey. To reach a larger population and understand the general 
acceptance of the concept of dynamic pricing of parking, we worked with a third par-
ty survey firm and launched an online survey targeted at people in the Los Angeles 
area. As a result, responses from 158 participants were collected. See Table 1. below 
for detailed demographic information about the participants in each survey.  

In both surveys, we asked questions about people’s awareness of dynamic pricing 
for parking and their comprehension of different dynamic pricing stickers. 

Table 1. Demographic information of survey respondents 

 Intercept Survey (N=73) Online Survey (N=158) 
Age <=20: 4.3% 

21-30: 23.2% 
31-40: 34.8% 
41-50: 26.1% 
51-60: 10.1% 
>60: 1.4% 

18-24: 11.26% 
25-34: 15.23% 
35-44: 15.23% 
45-54: 21.85% 
55-64: 25.83% 
65-74: 7.95% 
>75: 2.65% 

Gender Male: 63.2% 
Female: 36.8% 

Male: 54.3%  
Female: 45.7% 

Education NA High school or less:  5.3% 
Undergraduate degree: 61.59% 
Graduate degree: 23.18% 
Professional: 9.9%  

Annual  
Income 

NA <$25k: 25.4% 
$25k-$50k: 13.3% 
$50k-$100k: 21% 
$100k-$150k: 14.7% 
>$150k: 26.6% 

Ethnographic Observations. In addition to the surveys, ethnographic observations 
were conducted to understand any social and physical aspects related to parking in the 
four pilot areas. Observations were targeted to identify any routinized patterns of 
behavior among parkers; who is parking and why; the physical environmental ele-
ments present that might affect parking in the pilot areas; and to understand the hu-
man need fulfillment that is attempted to be met (vis a vis parking) within the pilot 
settings. Information on Handicapped Placard parking was a result of these observa-
tions and became a primary finding of the study. 

5 Results 

In this section we first report on results from the intercept and online surveys which 
include: factors influencing parking decisions, awareness of parking prices, distance 
parked from intended location, comprehension of dynamic pricing stickers, possible 
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changes in behavior, and feelings about dynamic pricing. Second, we will report the 
findings on handicapped placard observations. 

5.1 Factors Influencing Parking Decisions 

Proximity is the most important factor that people consider when selecting a parking 
space while time is the least important factor. In the online survey, participants were 
asked to rank how the following factors influenced their decision when selecting a 
parking space (1 as least important, and 4 as most important): availability of parking 
spots; cost of parking; proximity of the parking spot; and, time (whether in a rush or 
not).  Proximity is rated as the most important factor people would consider when 
deciding where to park, with a weighted average score of 2.99.  Cost is the second 
most important factor with a weighted average score of 2.50 and availability the third 
most important factor (weighted average score of 2.46). Time is the least important 
factor (weighted average score of 2.03).  

In the intercept survey, similar questions were asked and similar results were ob-
tained. Instead of asking participants to rank the importance of factors, we ask partici-
pants to choose all the factors that they think are important. Proximity was considered 
by 63.8% of the respondents   as an important factor that influences their parking 
decisions, followed by 33.3% of the respondents who thought availability was an 
important factor. Cost was regarded by 18.8% of the participants as an important fac-
tor while only 7.2% of the respondents regarded time as a factor to consider when 
selecting a parking spot. 

In the intercept survey, respondents also mentioned other factors to consider when 
choosing a parking space. Included as other factors were fear of being towed and 
safety concerns.  

5.2 Awareness of Parking Prices 

In both the online and on-street intercept surveys, participants’ awareness of dynamic 
pricing was studied. More specifically, participants’ awareness of recent parking price 
changes (Price Change), awareness of time of day dynamic pricing for parking in 
downtown Los Angeles (TOD Pricing) and awareness of the availability of mobile 
parking apps were assessed. If the participant indicated that they were aware of some 
mobile parking applications, they were asked to identify the names of those mobile 
parking applications. 

In general, participants’ awareness of recent parking price changes; time of day 
dynamic pricing for parking and the availability of mobile parking apps was low (Fig. 
4). In the online survey, 31 (20%) participants were aware of price changes, while in 
the intercept survey, 22 (31%) participants said that they were aware that parking 
prices changed in downtown Los Angeles.   

About 20% of the participants in the online survey indicated that they were aware 
of TOD pricing in downtown Los Angeles, and this is consistent with the results from 
the intercept survey where 17 participants (24%) indicated that they were aware of 
TOD pricing. 
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Fig. 2. Awareness of price change, TOD and mobile parking apps 

People’s awareness of the mobile parking application were particularly low. Only 
17 (10.8%) of the participants in the online survey indicated that they were aware of 
mobile parking apps, and only 5 of them could name a mobile parking app. In the 
intercept survey, a higher percentage of the participants claimed that they were aware 
of some mobile parking apps (18 or 24.66%), but only 4 of them could name a mobile 
parking app.  

It is noted that participants’ awareness of price changes, TOD and mobile parking 
applications is always lower in the online survey group than in the intercept survey 
group. This may be due to differences in the characteristics of the two samples partic-
ipating in each survey. The online survey respondents tended to be older and more 
females were respondents. Further, based on our experience, we felt that it was be-
cause in the intercept survey participants had the opportunity to interact with the re-
searchers and the researcher can briefly clarify or explain things that participants did 
not quite understand at the beginning. For example, some of the participants did not 
quite understand the concept of TOD in the beginning, but after explaining it to them, 
they confirmed that they were aware of it. However, the combination of results from 
both surveys should provide sufficient representativeness to offer reasonable generali-
zation of results as responses tended to be in the same direction in both groups.    

5.3 Distance Parked from Intended Location 

In the on-street intercept survey we asked respondents how many blocks from their 
intended location they actually had to park. Over half (54.79%) parked within one 
block of their intended location. 

We then asked survey respondents "What is the maximum number of blocks you 
would be willing to park from your intended location. The mean number of blocks 
that respondents were willing to walk was 3.07 (SD = 1.54).  

5.4 Comprehension of Dynamic Pricing Stickers 

We tested comprehension of three types of stickers. For the flat-rate sticker (Fig. 2), over-
all comprehension of the sticker was quite high with over 80% of respondents from both 
samples answering the questions correctly.  We asked respondents three questions.  
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First, "From looking at the sticker above, what is your current location?"  Eighty-three 
percent (83%) of intercept survey respondents and 91% of online survey respondents 
answered this question correctly.   Next we asked, "From looking at the sticker above, 
what is the price of parking where you are right now? Similarly, 92% and 85% answered 
this question correctly. Finally we asked, "From looking at the sticker above can you 
identify which of the following streets has the least expensive parking?  Eighty-nine 
percent (89%) and 86% answered this question correctly.   

For the intercept survey we approached comprehension of the Max Rate sticker 
(Fig.3, left) with an open-ended question to respondents: "What does this sticker 
mean to you?  Not surprisingly, we found that only 20.9% of those we spoke with 
accurately understood the intended message of the sticker.  In contrast, for the online 
survey we asked respondents to select among multiple choices that included the fol-
lowing: 1) "The price of this spot can change, but won't go over $3/hour;" 2) “Parking 
is $3/hour; and 3) The parking limit is one hour.  Roughly 7 in 10 respondents 
(69.1%) correctly identified the answer: “The price of this spot can change, but won't 
go over $3/hour.” We believe that the disparate findings are due to the open ended 
versus multiple choice response formats and the time online respondents had to con-
sider the question as well as the setting.  Upon careful consideration the Max Rate 
sticker would appear to be sufficiently clear in its meaning.  However, in a test envi-
ronment, more participants are able to identify the correct answer when they have the 
ability to select that answer among three choices.  In contrast, when on the street and 
directly asked, people’s first impression was that it is $3/hour.  

5.5 Behavioral Change Intentions 

In the online survey, we asked respondents “Now that you know there is cheaper 
parking nearby, would you be inclined to park where there is cheaper parking on your 
next visit?” Roughly 84% of the respondents expressed willingness to change their 
parking based on flat rating pricing.  This finding is consistent with results from the 
intercept survey (76.4%), across genders (Chi square (1, N=151)=.47, p=.49) and 
groups with different levels of income (Chi square (1, N=113)=.07, p=.78). 

In the online survey, we also asked, "How likely is Time of Day pricing to affect 
your parking behavior?" Approximately 48.4% of the respondents were somewhat or 
extremely likely to change their parking based on TOD, however about another 
32.5% of the respondents were unlikely to change their parking behavior. This result 
is consistent with the result from the on-street intercept survey (49.3% of them were 
likely to change their parking based on TOC). 

5.6 Feelings about Dynamic Pricing  

We asked participants to provide reasons when they indicated that they were unlikely 
to change parking behavior based on TOD pricing in both the online and the intercept 
surveys. The following themes emerged:  

• People with inflexible schedules (business, employment, etc.) are unlikely to 
change their parking based on TOD.  

• People who don’t park frequently in downtown LA or don’t park long hours were 
also unlikely to adjust their parking based on TOD pricing.  
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• Convenience of parking and availability of parking spaces are other factors that 
influence people’s parking decisions. Some people care more about parking con-
venience than cost. 

• The fact that parking price would increase during peak hours intensifies the compe-
tition between public on-street parking and private garage parking.  

To summarize, it is interesting to observe that the discussion of parking choices 
correspond quite nicely with what theory predicts. The valuation for a close on-street 
space is different for different types of users. In particular, short stay parkers will be 
less influenced by a rate change. Longer stayers, who are less inconvenienced by 
walking to a nearby off-street lot will be the first to change their parking location. 
And by doing so, they will open up spaces for users that have a higher benefit to park 
close and for short stay parkers (shoppers, etc.).  

5.7 Ethnographic Observations: Handicapped Parking Placards 

Our ethnographic observations revealed that many streets were full of cars parked 
with handicapped placards.  In this section we discuss these observations in more 
detail and propose a potential solution. 

The First Encounter. South Oliver Street (at 7th) has 21 on-street parking spots. 
However, this location was virtually full of vehicles with handicapped placards. As a 
result, there was no turnover and we were unable to conduct interviews. We were 
intrigued with the number of placards and noted that as the observation days pro-
gressed we observed the same vehicles parking on or near this particularly block.  As 
by Manville [21], one of the significant roadblocks to achieving the desired behavior 
change via economic interventions to pricing is handicapped parking.  Drivers for 
whom price doesn't matter affect overall pricing and demand because one can't affect 
behavior change with this subset of parkers because price doesn't matter.  

We observed this particular block systematically for two days, on March 20th and 
21st, 2013. We counted the number of handicap placards in vehicles parked in legal 
spaces 4 times during the day over the two days and observed the following.  On av-
erage, 75% of cars parked had handicap placards.  We observed many people who 
parked with handicap placards walking presumably to their place of employment 
nearby without any detectable physical handicapping condition. The percentage of 
occupied spots with handicapped placards peaked at midday (Fig.3).  When spots 
opened up, paying customers filled them. 

Handicapped Parking Placards in Downtown LA. We also identified nine blocks 
that were known to have high handicap placard usage (learned from city parking en-
forcement officers) and we observed these blocks on at least one occasion.  Four out 
of the nine blocks have different parking restrictions on two sides of the street. We 
found that occupancy rates of handicapped placards were higher on sides of the streets 
that had fewer parking restrictions. For example, on the block of 700 & 701 S Flower 
St, on the side of the block where there is parking available between 8 AM and 8 PM, 
60% of the occupied spots had vehicles with handicap placards.  On the opposite side 
of the street with tighter restrictions (9AM - 3 PM), there were no placard users.  
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Fig. 3. Handicapped placard occupancy rate on South Oliver Street (at 7th) 

We combined all the data that were collected on those four blocks, and found that 
handicapped placard usages was much lower on the side of the street where there are 
more parking restrictions (chi-square (1,N=103)=13.97, p=.0002). 

 

Fig. 4. Handicapped placard rate comparison 

6 Discussion and Conclusion 

In this paper, the results of two surveys and an ethnographic study on users’ beha-
viors, knowledge and perceptions about dynamic pricing for parking are presented. 
While most of the previous work on dynamic pricing for parking heavily focused on 
using mathematical models to demonstrate the efficacy of dynamic pricing for park-
ing to reduce traffic congestion and make more parking spots available, our study 
contributes to the literature by taking a human centered approach to understand the 
dynamics around parking.  

As presented, we found that overall comprehension of the stickers were quite high. 
However, it appeared that those individuals who had more difficulty were those for 
whom English is a second language, or for those who may appear to have low literacy 
levels.  This is an important point to consider in any public design consideration.   

While as a pilot, the flat rate sticker was an interesting way to alert people that 
there was cheaper parking nearby.  The time of day sticker also demonstrated a feasi-
ble way to communicate pricing.  The actual implementation of these stickers as a 
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permanent solution to the problem of promoting behavior change and communicating 
pricing is challenging.  The practicality of recreating the sticker as parking prices 
change could be time consuming and a burden. The tenant of demand based pricing is 
that prices of parking should change relative to demand.  It is unfortunate that at this 
time, adoption of smart phone applications that help you find and pay for parking is 
relatively low.  Until technology can guide people to cheaper parking, it will be diffi-
cult to affect behavior change.  As we noted in the beginning section, Apple recently 
announced integration of their IOS in vehicles.  This will help facilitate guided navi-
gation to cheaper parking.  There will always exist several individuals for whom these 
technologies are not available, so the problem of conveying pricing information in a 
low-tech way will likely continue in one form or another. 

In this study it was found that there was high incidence of handicap placard usage 
in downtown Los Angeles. We observed many people who parked with handicap 
placards easily walking presumably to their place of employment nearby. Further it 
was found that in places where there were more parking restrictions (9AM - 4PM vs. 
8AM-8PM), the incidence of handicap placard was much lower. This is a promising 
result because in the short term, policy makers can potentially solve some of the han-
dicap parking issues by adjusting the parking restrictions. However, it is suggested 
that larger scale experiments are needed to verify the aforementioned hypothesis and 
it is feasible given the fact that this data could be gathered from sensors.  

In the longer term, technologies that can help parking enforcement officers easily 
identify illegal handicap placards are in great need. We noticed that another important 
reason that contributes to the high incidence of handicap placard in LA is that it is 
hard to verify a legitimate placard for a legitimate user. Someone could simply get a 
handicap placard from his or her grandparents. It is also easy to get a fake placard 
from the black market. Thus, it is suggested that there are three main technologies to 
be tackled. The first challenge is how to verify the validity of a given placard and  
the second is how to verify that the current user of a given placard is a valid user. The 
third challenge is how to design a technology that is user friendly and efficient. The 
ultimate goal is to design technologies that can protect legitimate handicap placard 
users’ benefits while at the same time making sure that on-street parking, a public and 
social resource, is properly utilized in the interests of the whole society. 
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Abstract. In the near future, more and more personalized products will
be offered. Presenting physical, customizable products to the customer
in all possible variations can be very complicated and space-consuming.
Virtual life-size representations of these kinds of products are common
and offer an attractive product experience. An interactive product con-
figuration allows customers to explore several variations on their own.
The combination with natural interaction technologies, such as gesture
input, also allows users, which are mostly unfamiliar with technology, to
explore product variety efficiently. The research presented in this paper
focuses on motion-based interaction in public spaces. The application
field are trade fair environments and the target group are elderly people
with specific needs. We present a design methodology for the develop-
ment of full-body gestures adapted to our application field of configuring
large-sized products (specifically caravans) on large displays in trade fair
environments using full-body interaction.

Keywords: Gesture, elderly, interaction design, large display, customiz-
able products, public interactive installation.

1 Introduction

Gesture-based interaction technologies are an effective method to interact with
information on large displays [4]. Interaction concepts for such innovative tech-
nologies should be developed bearing the target group in mind to optimally take
into account the users‘ needs. Furthermore, it is important to consider the field
of application where the users will interact.

Our application field is the configuration and presentation of products in
trade fair environments. In the near future, more and more highly configurable
products will be offered, which can be personalized by customers. Presenting
physical, customizable products is a huge challenge for exhibitors. Even if the
product comprises only a few parameters, the possibilities of configuration are
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enormous. Furthermore, if the product has large dimensions, e.g. vehicles or
caravans, a large physical space is required to present several variations. There-
fore, virtual life-size representations are used to visualize the product options.
Many companies address older people with special products, e.g. caravans, that
are considered in our work. They are highly configurable and can be easily pre-
sented at fairs in life-size on large displays. We present a configuration system for
large-sized customizable products on large displays providing full-body interac-
tion, especially for elderly people. Gesture interfaces can be attractive and make
applications more accessible to older users, because they are perceived more nat-
ural than interacting via mouse and keyboard [7,3]. Generally, applications and
the used gestures should be easy to handle and easy to learn.

In this paper, we present a design approach for an application which can be
used by elderly people by utilizing gestural interaction to customize products on
large displays. To develop intuitive gestures we employed an user-centered design
approach. In the following chapters, we discuss existing research and analyze
the requirements of the target group and the application scenario. Moreover,
we present an early interaction concept including an early interactive prototype
as well as an adapted procedure for full-body gesture development. Finally, we
discuss our results and show starting points for future work.

2 Background and Related Work

Full-body interaction that does not use explicit input devices is successfully
established in the entertainment industry. Primarily, this technology is used
for games, e.g. exergames that support your personal fitness at home [10,16].
The best-known device is the Kinect sensor by Microsoft, which is also used in
applications for elderly people [7]. It is low-cost and easy to handle, which is
why it is used more and more by designers and developers for elderly people,
among many other purposes. But not only in private but also in public spaces,
full-body interaction is getting increasingly attractive. There are a number of
public installations with the main purpose to advertise, e.g. Paximadaki, an
advergame installation for promoting the brand and products of a food company
at exhibitions [8]. But only a few projects use touchless interaction for productive
use, e.g. the touchless user interface by Ruppert et al. for interactive image
visualization in urological surgery [18].

In full-body interaction you use your whole body. Most research projects about
gesture interaction have focused on hand gestures which may be due to techno-
logical progress. Humans naturally use gestures to communicate [15]. By using
gestures they do not use exclusively hands [12]. In certain interaction scenarios,
it is conceivable that gesture interaction with other body parts or the whole
body is more intuitive than hand gestures. A human-based approach is needed
to identify those gestures for interacting as intuitively as possible with a system
[17].
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In current research, gestures are characterized by different properties depend-
ing on the viewpoint. McNeill distinguishes gestures from a linguistic view:
deictic (pointing), iconic, metaphorical and beats [15]. Wobbrock et al. classified
surface gestures to form (static, dynamic), nature (symbolic, physical, metaphor-
ical, abstract), binding (object-/world-dependent, mixed) and flow (discrete,
continuous) [21]. Depending on the users, different gesture types are preferred.
Stößel and Blessing investigated touch-based gestures on mobile devices for older
users and compared their preferred gestures to those of younger users. They
found out that preferred gestures differ significantly on characteristics such as
basic gesture type, fingers involved, or gesture complexity [19]. Thus, we include
especially older users, our target group, in the development process.

Our work focuses on the development of a full-body interaction concept for
productive use (configuring products) in public space (trade fairs). We include
users (older people) in the design process pursuant to Nielsen et al. and Wob-
brock et al. and adapted their method to full-body interaction using a generic,
technology-independent definition of gestures.

3 Methodology

General ergonomic findings of Nielsen et al. and Wobbrock et al. suggest an user-
centered approach for the development of highly intuitive and ergonomic gestures
for tabletop interactions [17,21]. The approach includes four stages: analyzing
the using context and finding functions, collecting gestures by involving the
potential users, extracting gesture vocabulary and testing resulting vocabulary.
The approach is transferable to various fields of interaction, e.g. multitouch and
pen gestures [5], mobile phone gestures via integrated sensors [13] and free-
hand gestures without explicit input devices [20]. We adapted the user-centered
approach for hand gestures to support the development of full-body gestures.

The underlying gesture definition is a decisive factor in the development pro-
cedure. Regardless of the used gesture recognition technology, for a highly generic
development approach, it is necessary to use a generic gesture definition. Kurten-
bach and Hulteen define gestures as a motion of the body that contains informa-
tion, which focuses on a dynamic aspect [14]. Harling and Edwards distinguish
between static and dynamic hand gestures [11]. These definitions can be com-
bined to a general definition of full-body gestures: Gestures are a motion (dy-
namic) or a position (static) of the body or parts of it that contains information.

If we use the general approach of the gesture definition, we can develop
technology-independent natural gestures. A second benefit is that gestures are
probably more natural because there are no restrictions in users’ body move-
ments and body parts. For the development of the gesture interface of our con-
figuration system we started with a small survey, which we present in section 5.
We followed the user-centered approach according to Nielsen et al. andWobbrock
et al. to design an appropriate gesture vocabulary, but adapted the procedure
to technology-independent gestural full-body interaction.
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4 Towards Developing an Interaction Concept

A gesture-based interaction concept used by elderly people in the context of pub-
lic spaces has to meet certain criteria. Therefore we have to answer the following
questions: Who are the users? And which parameters of the fair environment
influence interacting? After analyzing the requirements, we suggest how to meet
these requirements in the system adopted to the application field of configuring
large-sized products.

4.1 Requirement Analysis: Target Group and Application Scenario

At first, we analyzed the user group and the context of fairs. The special user
group, the elderlies, who are mostly unfamiliar with technology, are subjected
to changes due to age in the field of physical, perceptual and cognitive abilities
[6]. There are many older people who can use applications designed for younger
users, but it is clear that learning those applications is very difficult because
of normal aging process [3]. The lack of computer experience requires a user-
centered approach for interaction development because elderly users do not have
the knowledge of typical gestures.

In addition, trade fairs enhance the probability that the interacting user is
a so-called first time user. There is hardly any learning effect because these
trade fair visitors use these gestures for the first time and only for a short
period of time. Due to the fact that trade fairs are usually noisy, users can be
easily distracted from interacting. Therefore the cognitive demand should remain
low. That is why we suggest a configuration wizard to customize the product
step-by-step in a linear way concerning application navigation. Along with a
short interaction time the application should provide just a limited configuring
functionality. On the other hand, the physical demand needs to remain low.

All these facts lead to the necessity of an interaction concept, which is easy
to use and easy to learn [1]. Embodied interaction with gestures which are as
intuitive as possible supports learnability. Thus, a user-centered approach should
be applied, e.g. by involving the target group in the development process. Fur-
thermore, the application needs to be easy to handle with a small range of func-
tions. The following sections describe in detail how we meet the requirements as
outlined above. Our interaction concept for elderly people using full-body inter-
action includes simplicity at three levels: navigation, functions and gestures.

4.2 Navigation: Preprocessing the Product Data

We developed a generic approach for preprocessing the product information to
configure them step-by-step in a configuration wizard. Product data are typi-
cally structured in hierarchies with any level of detail. There are product parts
which can be organized in groups (e.g. bed and bedside table to a bed arrange-
ment). Consequently, the result is a product tree. This product structure can be
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Fig. 1. Structure of interaction sequence within the application

used to sequence the different options for each customizable product part. After
sequencing customizable product options there is a simple sequential structure.
This structure can be used for implementing a configuration wizard. Complex
product structures should be divided into simple constructs. The sequencing
forms the basis for a clear and consistent navigation. The total interaction se-
quence should be kept to a minimum by organizing customizable parts in whole
customizable groups (e.g. a table and chairs can be grouped to a seat set). A
resulting linear navigation facilitates the interaction in each configuration step
because of its reduced range of functions.

4.3 Functions: Configuration Functionality

In order to simplify the customizing of products for the user, it is necessary
to provide just a basic but adequate configuration functionality. Therefore, we
divided the application into three main stages (see figure 1): preconfiguring,
configuring and viewing mode. The first step to simplify interaction sequences
in the field of functions is to offer different preconfigurations of the product
which can then be customized in a further stage. In general, these stages can be
separated by their interaction focus (system control and 3d model interaction).
During the configuring stage we mapped the functionality to basic functions for
system control, including menu interactions (next step, show info, select). To
support the imagination of the customer it is useful to present tangible products
as 3d model in real time. While configuring different parts of the product, the
application should help to navigate through the 3d scene by focusing relevant
scene parts automatically (see figure 4). In the final stage, the viewing mode,
the customer can explore their customized product on their own (zoom in/zoom
out and rotate left/rotate right).

4.4 Gestures: Development Procedure

In a next step, we wanted to find those gestures that may trigger the functions.
Because of the compact set of functions, the resulting set will comprise only a
few number of gestures. The gesture vocabulary is kept at a minimum, so that it
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Fig. 2. The setting of the laboratory where the study had been conducted

is easy-to-understand and users do not have to learn much. There is a wide gap
between the young designer’s personal experience and the experiences of older
users. To bridge this gap we adopted the user-centered approach and based the
development process on a general gesture definition as we presented in section 3.

5 User Study for Developing Gesture Interaction

Participants and Technical Setup. In a first iteration, we conducted a user
study with five participants (2 male, 3 female; average age of about 60) to identify
first full-body gestures for the configuration system of caravan products. None of
the participants had much experience with computer systems or prior experience
with gesture interaction.

The technical setup of the user study can be seen in figure 2. The system
was simulated by a low-fidelity prototype (slide show) which was displayed with
a projector. We implemented two passes: without and with visual feedback.
Visual feedback was given by installing a second projector, which overlayed the
prototype picture and showed the reflection of the participant. The test leader
described a typical interaction scenario step-by-step which the participant should
turn into body movements. They were asked to move freely with their whole body
to interact with the prototype.

Results. Movements of hands and arms were often performed by participants.
One of the participants tended to take a few steps forward to enlarge the pre-
sented caravan. All in all, gestures of different categories were shown: physical
related to the caravan transformations (e.g. beckoning to enlarge as you see in
figure 3(b)), metaphorical (e.g. a sleeping gesture in order to switch to the sleep-
ing area of the caravan by putting both hands beside the head) and deictic to
interact with menu options. There was no essential difference between the two
passes, but the pass with visual feedback shows interactions with a stronger



334 M. Korzetz et al.

(a) next step by swiping (b) zoom in by beckoning
with both arms

(c) rotate left by moving
clock-wise

Fig. 3. Extracted dynamic gestures for interacting with the configuration application

object-dependency. One participant complemented some of his gestures with
voice-commands.

The results showed an initial, compact set of five full-body gestures of different
categories. In the next step, we sorted out those body movements and gestures,
which would not to be used at fairs (e.g. clapping). It was interesting to observe
that the participants without any technological background performed very sim-
ilar movements spontaneously. They differed from the designer’s expected ges-
tures, but are well-known from everyday life (e.g. beckoning to zoom in) and are
therefore applicable in the specific context of trade fairs.

A standard concept for interacting with systems is point-and-click [2,9]. Be-
sides the gestures showed in figure 3, we could observe this central concept in
our study. Participants pointed to something and tried to confirm their selection
by tipping in the air. Furthermore, the test persons preferred discrete gestures,
which means they repeated e.g. their rotation movement up to the desired posi-
tion of the caravan.

Interactive Prototype. Based on the interaction concept and study results we
implemented a first interactive prototype by using Microsoft’s Kinect (figure 4).
For the development of the basic functionality we used the Unity3D-Engine1.
For rapid gesture development we used the Omek Beckon Development Suite2.
Technology restrictions for gesture recognition imply in this development stage.
For a better recognition rate, some of the gestures had to be performed with
exaggerated movements, e.g. rotating in a more vertical plane in relation to the
Kinect sensor. Thus, the resulting prototype includes the configuration stages
and functionality as shown in figure 1.

6 Discussion

Our study has been conducted with a small number of five participants com-
posed by representatives of the user group. On this account, the results are

1 http://www.unity3d.com/
2 http://www.omekinteractive.com/

http://www.unity3d.com/
http://www.omekinteractive.com/
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Fig. 4. Screenshot of an early interactive prototype

only a set of initial thoughts of a final gesture vocabulary and interaction con-
cept. Nevertheless, it has been demonstrated that older users with less computer
and gesture experience prefer other gestures than the young designers expected
(e.g. zooming - our designers expected a movement similar to the multitouch
pinch/spread). Our findings indicates that elderly users prefer certain gesture
types (deictic, metaphorical). Stößel and Blessing showed similar results in the
field of preferences concerning multitouch gesture types [19]. They also identified
that most of preferred gestures were discrete. A comparison of discrete and con-
tinuous gestures for shown dynamic gestures with an interactive prototype could
show to what extent this results can be transferred to full-body interactions.

Further improvements will focus on refining the extracted gestures using the
interactive prototype like presented in section 5 as well as evaluating the interac-
tion concept itself. Resultant gestures have to be tested reverse according to dis-
tinctness, memorability and ergonomics as stated in Nielsen et al. and Wobbrock
et al. [17,21]. In addition, future work will include refinement and evaluation of
the application navigation. For example, an extension, which includes orientation
metaphors would be useful for an understandable linear structure. The limited
configuration functionality, as a second simplicity factor, is only applicable to
products which are less complex. In case of highly configurable products, it might
be necessary to adjust configurations in a last step by the seller. It is essential
to determine under which conditions a product is too complex for customization
with the developed interaction concept.

We have presented an adapted methodology of developing intuitive gestures
for full-body interaction originally proposed by Nielsen et al. and Wobbrock et
al. for tabletop interaction. Participants were introduced to the general gesture
definition with no restrictions concerning their body movements and body parts.
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Most participants used mainly specific body parts like arms and hands, but
there were also hints that they actually would use their whole body to interact
naturally with systems, e.g. take a few steps forward to zoom in. To refine
extended methodology we should conduct a user study with more people and of
different target groups.

7 Conclusions and Future Work

In this work, we presented a design approach for an interaction concept to cus-
tomize large-sized products by using full-body interaction especially for elderly
people. Beside the requirements of older people, our application field of trade fair
environments needs special attention. We concluded based on the requirements
to an interaction concept which includes simplicity at navigation, functions and
gestures. We implemented a linear navigation, a basic configuration functionality
and developed gestures by involving elderly users.

For designing full-body gestures, we adapted the methodology of Nielsen et al.
andWobbrock et al.: on the one hand to the development of full-body interaction,
and on the other hand to our application field of configuring products using
large-sized products in context of trade fairs. The extracted gesture set might
be transferred to other domains, where older people want to interact.

Due to our application field of the public space, collaboration and multi-user
interaction scenarios have to be investigated. People rarely visit a trade fair
alone, so that there will be scenarios where you could use the configuration
system by customizing a product in collaboration with a friend or a partner. In
the long run, we have to investigate how the user group of older people accept
full-body interaction in a productive interaction scenario like customizing prod-
ucts. The participants of our study were at least excited about the possibilities.
Full-body interaction on large displays has a high potential to experience prod-
ucts in a very special way and provides access to computer systems to elderly
people.
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Abstract. The increasing availability of electronic applications in physical  
retail stores has created a series of interesting research opportunities with chal-
lenging managerial implications for practitioners. Since the graphical user inter-
face design constitutes a critical user-consumer influencing factor in the context 
of a multichannel retailing environment, there are several multidisciplinary re-
search initiatives that could add value towards an integrated investigation of this 
topic. To this end, the paper discusses the promising role of combining Infor-
mation Systems and Marketing disciplines for conducting behavioural studies in 
the context of multichannel/omnichannel retailing, approaching humans both as 
users of information systems and consumers of retail stores. Similarly, the paper 
treats the screen of the electronic applications available in online and offline re-
tail stores both as a graphical user interface of an information system and as the 
atmosphere/servicescape of a retail store. The paper provides several future re-
search directions and practical implications for this fast evolving topic. 

Keywords: HCI, Consumer Behaviour, Multichannel Retailing, Omnichannel 
Retailing, Multidisciplinary Research. 

1 Introduction 

Since the emergence of the WWW, the Graphical User Interface (GUI) design of a 
web site also serves as the retail storefront for selling products and services. Humans 
interacting with web-based retail stores are both users of information systems and 
consumers visiting online stores.  

Nowadays, consumers interact with multiple channels (touchpoints) throughout 
their shopping journey. In some cases, they even interact with multiple channels  
simultaneously. This type of multichannel retailing has been characterized as om-
nichannel (“omni” means all, universal in Latin) (Brynjolfsson & Rahman, 2013, 
Rosenblum & Kilcourse, 2013). According to Ortis (2010), omnichannel retailing 
refers to the simultaneous use of all the available business-to-consumer channels, 
while multichannel retailing refers to the use of each of these channels in parallel (i.e. 
not at the same time). Similarly, Ortis and Casoli (2009) report that omnishoppers use 



340 C. Lazaris and A. Vrechopoulos 

 

available retail channels (e.g. offline and online) at the same time (e.g. use of smart 
phones in the physical store for price comparison in order to negotiate prices with the 
physical store’s sellers). 

The evolution of multichannel in the form of “omnichannel” retailing  along with 
the employment of Information and Communication Technologies (ICT) applications 
with innovative user interfaces (e.g. ubiquitous mobile devices, new technologies in 
physical stores (Pinel 2005), etc.) create several corresponding research challenges in 
the alternative retail channels (e.g. call centers, physical stores, mobile ecosystems, 
social media, etc.). As a result, HCI in an omnichannel retailing environment trans-
lates to Mobile Commerce and Pervasive Computing HCI concepts. Omnichannel 
concepts are not new (Roussos et al. 2003, Kourouthanassis et al. 2007), but now it is 
the first time they appear so often in practice, since enabling technologies are widely 
available and consumers are familiar with them. Indicatively, in a recent report 
(Wurmser, 2014) it was found that 80% of US mobile Wi-Fi users use their mobile 
devices while shopping in-store.  

Furthermore, as presented by Dijk, Laing, & Minocha (2005), multichannel inter-
action is found to be complex and dynamic: consumers switch between channels in 
order to achieve the best deals and support, throughout the shopping process. For 
example, users-consumers could visit the GUI design of a web-based retail store to 
search and evaluate alternative products and services (decide online) and then they 
could visit the physical store to buy the desired products or services by using (or not) 
the available interfaces of the information systems applications that are available in 
the store. Conversely, users-consumers could visit the physical store to inspect prod-
ucts (i.e. decide offline) and then they could conduct their purchases online through a 
web site that offers their desired product at the lowest price. However, it should be 
noted that with the use of mobile phones, this activity can take place while in-store 
and/or in physical commercial environments (e.g. while walking in a commercial 
street) and, thus, another GUI plays an important part in the process. In the second of 
the aforementioned scenarios (i.e. decide offline and buy online), the physical store 
operates as a “showroom” and, thus, retailers should consider how to face this emerg-
ing consumer behavioural practice, also called “free-riding behaviour” (Van Baal, S., 
& Dach, C., 2005, Chiu et al. 2011).  

Moreover, retailers have to deal with multichannel integration and coordination, 
both at the frontend (e.g. responsive design) and at the backend (e.g. online and off-
line data integration) of their operations. In other words, their physical and electronic 
touchpoints must be aligned with their multichannel strategies, in order to provide 
consumers with a unified shopping experience at all times.  

Thus, while on the one hand the rapid diffusion and adoption of multichan-
nel/omnichannel user-consumer practices increases the complexity of relevant re-
search initiatives, it creates several attractive research and business opportunities that 
deal with several aspects of this emerging user-consumer behavioural pattern (e.g. 
interface design, integrated marketing communications, decision-making, etc.) on the 
other. 
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Elaborating on these evolutions, the present paper aims at documenting the need to 
adopt multidisciplinary research approaches when investigating humans’ behaviour in 
the context of multichannel/omnichannel retailing and provide a series of correspond-
ing calls for further research in this area. In other words, the objective of the paper is 
to justify the research needs and challenges in this fast evolving landscape as well 
encourage and guide corresponding further research initiatives.   

The paper is structured as follows. After the Introductory section, section 2 briefly 
presents some indicative business dynamics and available research insights in this 
topic. Then, section 3 includes the research calls and propositions derived through the 
present research attempt as well as some practical implications. 

2 Business Dynamics and Indicative Research Insights 

The importance of today’s multichannel research initiatives is emphasized by several 
recent calls for papers in the academic community (Verhoef, P., et al. (2013), Palmat-
ier, et al. (2013), Grewal D., et al. (2013), Yang K (2013)). 

On the other hand, several multichannel business and IT initiatives have recently 
emerged, such as: 

Launch of the Universal Analytics platform by Google, which merges both online 
and offline data, providing valuable feedback for research in this field. 

Mobile apps that support the in-store purchase process (e.g. Apple Store App1, 
Shopbeacon2). 

In-store technologies supporting the purchase process (e.g. iBeacon, camera face-
recognition3). 

New software platforms that aim to merge online & offline operations (e.g. Index4, 
Euclidanalytics5, Retailnext6). 

Existing research, however, has not adequately investigated this topic by employ-
ing multidisciplinary and multichannel research approaches. Usually, customer inter-
faces are examined separately and not in parallel or simultaneously (Burke, 2002). 

Indicatively, in mobile HCI literature it has been found that visual design aesthetics 
significantly impact perceived usefulness, ease of use, enjoyment and ultimately us-
ers’ loyalty intentions towards a mobile service (Cyr, D. et al. 2006). Nevertheless, 
this study was solely single-channel.  

In another study close to the omnichannel concept, Jan-Willem et al. (2010) examined 
the role of mobile recommendation agents in the shopping process. They found that the 
perceived usefulness variable was much more important than the ease of use one, as it 
influenced product purchases and predicted usage intentions and store preferences of con-
sumers. However, it should be noted that the mobile devices and interfaces employed by 
the study were used only for experimental purposes instead of real shopping situations.  

                                                           
1
 http://news.yahoo.com/apple-guides-shoppers-inside- 
  stores-ibeacon-082910193--finance.html 
2  http://www.shopkick.com/shopbeacon 
3  http://www.brickstream.com/products/brickstream-devices/ 
4  http://www.index.com/technology   
5  http://euclidanalytics.com/product/technology/ 
6  http://www.retailnext.net/analytics-technology 
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Also, Xu et al. (2008, p.401) explored the emerging patterns of how users switch their 
attention between the physical and the digital world. They revealed that “mobile interface 
design needs to allow the flexibility of interaction process” and that “connecting the mo-
bile tasks with real world intentions need to be considered in the design”.  

Another important aspect of mobile HCI is presented by Bellman et al. (2011) 
study, the one of mobile apps. They found that apps with an informational/user-
centered style were more effective at shifting purchase intention and creating brand 
awareness. Nevertheless, since omnichannel mobile apps have been only recently 
launched, their role (as part of the multichannel/omnichannel experience) through a 
mobile HCI research perspective remains unexplored. 

Moreover, Yang & Kim (2012, p.786) found out that “mobile shopping ser-
vices/applications need to be designed and positioned with various consumer motiva-
tions in using a new shopping channel”. Finally, responsive design as a means of 
implementing universal HCI across multiple devices draws significant attention in 
research studies (e.g. Mohorovicic 2013). 

On the other hand, in pervasive retailing IS literature there is evidence that in-store 
shopping experience can be greatly enhanced by utilizing supportive HCI interfaces in 
the form of tablets that assist shopping carts (Kourouthanassis et al. 2007). Longo et al. 
(2013) recently introduced an approach of innovative in-store experience applications 
leveraging the Internet of Things, HTML5 and Pervasive Display Networks. Lastly, 
Pantano (2013) reports that research has focused on the identification and development 
of new applications for pervasive retailing and that its concepts will significantly affect 
searching for goods, payment modalities and shopping atmosphere. 

Table 1 presents some indicative Omnichannel HCI touchpoints that the 
User/Consumer interacts with, both physically and electronically, according to the 
location he/she is situated in a retail setting. 

Table 1. Indicative Omnichannel HCI Touchpoints 

Location 
Physical 

Touchpoint 
Electronic Touchpoint 

Mobile Phone Call Mobile Channels (Web, Apps, Social) 

Wearable Physical Senses Wearable Computing (e.g. Google Glass) 

Product Packaging RFID, QR Code, etc. 

Store Environment Catalogs Info Kiosks, Pervasive Displays 

 Cashier Electronic Checkout (e.g. NFC, iBeacon) 

 Dressing Room Virtual Dressing Room 

 Physical Entry Visibility Login (e.g. camera monitoring) 

 Shopping Cart Electronic Cart (e.g. featuring RFID readers, electronic 

displays) 

Indicatively, the diffusion of digital interfaces in physical retail settings like info 
kiosks, QR codes, barcode/RFID readers, iBeacon/BLE, NFC, augmented reality (e.g. 
Google Glass), etc. calls for the combined use of the Marketing (e.g. Retailing, Con-
sumer Behaviour) and the Information Systems disciplines (e.g. Human Computer  
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Interaction, User Behaviour) towards investigating humans’ behaviour in these busi-
ness settings through an integrated and robust manner. Along these lines, Benou et al. 
(2012) underline the need to adopt multidisciplinary research approaches in user-
consumer behavioural studies in the context of mobile commerce. Specifically, they 
call for a combined use of Information Systems and Marketing disciplines when stud-
ying humans’ behaviour in this context. 

In this manner, the GUI of a web store constitutes at the same time the virtual retail 
store Atmosphere of this store (Vrechopoulos, 2010). Therefore, while the GUI  
approach is positioned in the Information Systems domain, the Store Atmosphere 
approach is positioned in the Marketing one, since it is related with one of the 7Ps of 
the services marketing mix (physical evidence) called servicescape for services’ retail 
contexts (see Bitner 1992, Zeithaml et al. 2006). It is evident than an Omnichannel 
Retail Store Atmosphere (ORSA) includes both similarities and differences  
when compared to the atmosphere of a conventional retail store. Therefore, an inter-
esting insight would be to identify these differences and investigate how consumer 
behaviour is affected by them.  

Also, research could be conducted in order to clarify how consumers handle the 
complexity of the increased number of retail channels and how they interact across 
multiple touchpoints and GUIs in relation to the conventional consumer purchase 
decision model (Peter et al., 1996). 

In parallel, moving towards the Information Systems backend, several research  
attempts investigated the relationship of Customer Relationship Management Infor-
mation Systems and multichannel environments (Görsch 2002, Payne & Frow 2004, 
Sinisalo 2011, Verhoef et al. 2010 and Atapattu & Sedera 2012). CRM integration 
with E-Commerce platforms and technologies is crucial for merging online & offline 
data towards providing a seamless unified experience to consumers, as well as multi-
channel analytics to retailers. Indicatively, a key concept of omnichannel retailing is 
the electronic customer login in the physical store, which requires deep Information 
Systems integration of all platforms and the appropriate HCI interfaces to accompany 
them (Ganesh, 2004, Ganesh, Padmabhun, & Moitra, 2004).  

In sum, Human Computer Interaction, Mobile & Pervasive Computing, Customer 
Relationship Management Information Systems, are some indicative topics under the 
umbrella of the Information Systems domain that could add value to such research 
initiatives. Similarly, the Marketing discipline could contribute towards the execution 
of such research attempts through the active involvement of the Consumer Behaviour, 
Retail Management, Marketing Research, Services Management, Relationship Mar-
keting, etc. topics.  

Figure 1 diagrammatically depicts the roles and options in humans-retail store inte-
raction process in the context of multichannel and omnichannel retailing. It should be 
clarified that non-store retailing refers to both traditional retail channels (e.g. door-to-
door selling, vending machine retailing, catalogue retailing, telephone selling, etc.) 
and new ones (e.g. e-mail, CRM-enabled call centers, etc.). However, also the tradi-
tional non-store retailing category could potentially include several Information and 
Communication Technologies (ICT) features (e.g. QR codes-enabled interactive 
printed catalogues, advanced ICT options in vending machine retailing, ICT sup-
ported door-to-door personal selling through smart personal devices with Internet 
access carried by salesman, etc.). 
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    Consumer/User 

    User/Consumer 

     Physical Store with ICT Features 

     Information System (i.e. web based store) 

Human Retail Store 

    Consumer/User         Non-Store Retailing with ICT Features  

 

Fig. 1. Roles and Options in Humans-Retail Stores Interaction Process 

3 Research Calls, Propositions and Practical Implications 

While user and consumer behavioural studies have thoroughly investigated humans’ 
behaviour in the context of online and offline retailing until today, it is clear that there 
is still room for research designs that will investigate human behaviour in the context 
of multichannel and omnichannel retailing through a multidisciplinary approach (i.e. 
Marketing and Information Systems).  

In other words, the research gap is reflected on the existence of few empirical 
words that have fully exploited the interdisciplinary nature and dynamics of humans’ 
behavioural studies in the context of the fast evolving business-to-consumer “mixed” 
offline and online retail environment.  

Thus, future research positioned in the intersection of these disciplines, could focus 
on measuring cause-and-effect relationships through causal research designs (e.g. 
experiments) in order to test whether and how the features of electronic applications 
(e.g. GUI, IS integration, network connectivity, responsive design, location-based 
services) affect user-consumer behaviour.  

In other words the new directions suggested in terms of this point in order to fur-
ther improve the knowledge in this field, refer to the fact that such research designs 
will not neglect the multidisciplinary nature of the topic and, thus, will treat the mani-
pulated variables (i.e. treatments) as both store’s and information system’s features. 
Similarly, as far as the dependent variables of such experimental research designs are 
concerned, these will also follow the aforementioned logic in the sense that humans 
interacting with these features are at the same time users of information systems and 
customers of a store. Finally, a series of moderating factors that determine the effects 
of the manipulated variables to the dependent ones will be also approached and meas-
ured through a multidisciplinary approach (e.g. mood effects from the Marketing 
literature vs. telepresence effects from the Information Systems one).  
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Thus, the research propositions #1 and #2 are formulated as follows: 

• Research Proposition #1: There are statistical significant differences among al-
ternative omnichannel retail settings in terms of a series of users’-consumers’ be-
havioural variables (e.g. perceived ease of use, perceived service quality, etc.). 

• Research Proposition #2: The effects of omnichannel retail settings on users’-
consumers’ behaviour is determined by a series of moderating factors that refer to 
users’-consumers’ demographic, behavioural and psychographic data as well as to 
situational ones. 

Furthermore, a promising future research direction is to focus on the combination 
of the alternative retails channels in the context of multichannel/omnichannel retailing 
(see Rigby, 2011). To that end, researchers could investigate the predicting and in-
fluencing role of shopping interfaces to user-consumer behaviour by examining  
potential differences among various retail settings in terms of the importance users 
attach to the features of the employed applications’ interfaces. For example, us-
ers/consumers may attach significantly more importance to the graphical user inter-
face of a web site than the corresponding one of a smart phone device that they use 
within the store to compare prices, in the sense that in the second scenario they may 
attach more emphasis to the specific information they are seeking for (i.e. the best 
price) instead of the interface. Similarly, they may attach more importance to security 
related graphical user interface design features when they are navigating online from 
their home, compared to the corresponding importance they attach to this feature 
when they use a device offered to them by a retailer in order to effectively navigate 
within a physical store. 

Thus, the Research Proposition #3 could be formulated as follows: 

• Research Proposition #3: There are statistical significant differences among vari-
ous retail channels in terms of the importance users/consumers attach to the graph-
ical user interface features of the corresponding electronic applications. 

Finally, another research proposition lies in the area of “showrooming” and “free-
riding” behaviour (as earlier discussed in the paper) regarding the relationship of 
these emerging consumer behavioural patterns to the HCI touchpoints. Specifically, 
the open question is whether and how omnichannel HCI touchpoints in the physical 
stores affect such kind of behaviour. Therefore, Research Proposition #4 could be 
formulated as: 

• Research Proposition #4: The integration of additional in-store HCI touchpoints 
that support omnichannel retailing user-consumer practices, affects free-riding be-
haviour and store loyalty. 

Following the aforementioned discussion, researchers should focus on employing 
to their research designs variables that come from various disciplines and topics in a 
combined manner. For example, while “ease of use”, “usability”, “perceived useful-
ness”, etc. are some important Human Computer Interaction variables, the “shopping 
motivation/orientation”, “perceived service quality”, “patronage intention”, etc. are 
some important ones for the Marketing discipline. To this end, Pantano & Di Pietro 
(2012), after thoroughly analyzing existing TAM variables and constructs in the lite-
rature, acknowledge the development of deeper measurement scales in order to make 
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more detailed predictions on future consumer’s behaviours regarding advanced tech-
nologies and innovation management for retailing. 

Furthermore, some other interesting research topics positioned in the context of the 
present study could deal with the following issues:  

• User-consumer co-creation of GUI (control, flow): how should the omnichannel 
retailing atmosphere be controlled (Vrechopoulos, 2010)?  

• 3D GUI design both online and in physical retail stores (e.g. displays, infokiosks). 
This design could be expanded to virtual worlds & virtual reality (e.g. Second Life) as 
part of a multichannel strategy. An interesting aspect would be to combine virtual and 
physical worlds simultaneously (e.g. virtual dressing rooms in physical stores). 

• Use of the online environment (due to low cost and applicability) to conduct online 
experiments for offline implications. However, it should be clarified that the gene-
ralizability of the results provided through such type of research designs may be 
limited mainly due to the important differences that exist between the offline and 
the online environment. Nevertheless, both practitioners and researchers have  
already started employing 3D technologies to execute such type of online experi-
mental designs to test online design ideas in order to provide implications for the 
offline stores (e.g. store layout effects on consumer behaviour). 

• “Create once, publish everywhere” approaches that are proposed by the media indus-
try (Chorianopoulos & Lekakos, 2007). Similar to responsive design, it would be in-
teresting to explore ways where content is seamlessly distributed across all available 
touchpoints, maintaining its usability while enhancing the shopping experience. 

It should be also noted that since it is applicable to customize graphical user interfaces 
at the individual level, future research should consider whether providing “generic” (i.e. 
one for all) user interface design guidelines would add value. In other words, since each 
consumer/user is different (i.e. “segments of one” in the context of the segmentation-
targeting-positioning process followed by Marketing practitioners in their Strategic  
Marketing Planning) retailers (ICT-enabled) could provide a personalized shopping  
experience also in terms of the graphical user interface design they offer to their custom-
ers (Vrechopoulos, 2010). For example, in the traditional personal selling process, expe-
rienced salesmen treat their customers through a one-to-one manner. Similarly, a graphi-
cal user interface as a “sales tool” could be potentially designed for each customer sepa-
rately. However, since the issue of customization requires advanced technical skills and 
experience, such decisions should be taken with caution as well as should be aligned with 
the strategic marketing planning of the firm. 

In addition to this, Ahearne & Rapp (2010, p.119) state that “the technologies that 
include both the salesperson and the customer offer the most intriguing areas of dis-
covery”. In omnichannel environments it would be crucial for salesmen in physical 
stores to use consumer-monitor interfaces that identify each customer that enters the 
physical store in order to assist him/her in a personalized manner. Such interfaces 
should provide salesmen with the full customer profile, history and needs, as well as 
valuable information to assist them in the selling process. Nowadays it is critical to 
“know what the customers want before they do” (Davenport et al. 2011). Similarly, 
access to multichannel universal analytics could even prevent “showrooming” and 
“free-riding” behaviour, since the salesman would negotiate more efficiently. 
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An important managerial implication derived through this discussion refers to 
whether and how retailers should employ additional touchpoints within their physical 
stores. Obviously, with the diffusion of e-commerce, maintaining a physical store 
would be a huge liability if it doesn’t provide a competitive advantage. Thus, tradi-
tional retailers should concentrate on providing the “best of the two worlds”, focusing 
on enhancing the shopping experience and ensuring the provision of a superior cus-
tomer support. These business objectives could be potentially met by employing sup-
portive in-store technologies and interfaces, as already encountered in this paper.  

Furthermore, as also discussed in the previous sections, the GUI (either the online 
one or the one employed by the electronic applications available in the physical 
stores) could be potentially treated as one of the 7Ps of the services marketing mix. 
Thus, it could be accordingly adjusted within the positioning process in the context of 
the implementation of the strategic Marketing planning of the firm in order to build its 
image. Similarly, as also discussed above, personalizing or not the GUI could be a 
matter of strategic marketing planning in the sense that any type of such strategic 
and/or tactic decisions could be included in the marketing plan of the firm and could 
be taken having always in mind the marketing objectives that the firm has. In other 
words, the GUI along with the other 6 elements of the services marketing mix (i.e. 
price, promotion, etc.) could be manipulated in order for the company to achieve the 
desired positioning in the market as this is perceived by customers (perceptual posi-
tioning maps). Finally, it must be underlined that the collection, processing and ex-
ploitation of user-consumer data must always follow permission marketing guidelines 
and, of course, laws. 

To sum up, the future research agenda for such research initiatives should not neg-
lect the key concept of omnichannel retailing: an integrated shopping experience that 
melds the advantages of physical stores with the information-rich experience of online 
shopping (as defined by Rigby, 2011). Therefore, future multichannel HCI research 
should concentrate on the right blending of physical and electronic interactions, ex-
ploiting the unique characteristics of each, in order to achieve a unified shopping 
experience, beneficial to all participants. 

References 

1. Ahearne, M., Rapp, A.: The role of technology at the interface between salespeople and 
consumers. Journal of Personal Selling & Sales Management 30(2), 111–120 (2010) 

2. Atapattu, M., Sedera, D.: Ubiquitous customer relationship management: unforeseen is-
sues and benefits. In: Proceedings of the Pacific Asia Conference on Information Systems, 
PACIS (2012) 

3. Bellman, S., Potter, R.F., Treleaven-Hassard, S., Robinson, J.A., Varan, D.: The Effective-
ness of Branded Mobile Phone Apps. Journal of Interactive Marketing 25(4), 191–200 
(2011) 

4. Benou, P., Vassilakis, C., Vrechopoulos, A.: Context management for m-commerce appli-
cations: determinants, methodology and the role of marketing. Information Technology 
and Management 13(2), 91–111 (2012) 

5. Bitner, M.J.: Servicescapes - the Impact of Physical Surroundings on Customers and Em-
ployees. Journal of Marketing 56(2), 57–71 (1992) 



348 C. Lazaris and A. Vrechopoulos 

 

6. Brynjolfsson, E., Rahman, J.: Competing in the Age of Omnichannel Retailing. MIT Sloan 
Management Review 54(4), 23–29 (2013) 

7. Burke, R.R.: Technology and the Customer Interface: What Consumers Want in the Physi-
cal and Virtual Store. Journal of the Academy of Marketing Science 30(4), 411–432 
(2002) 

8. Chiu, H.-C., Hsieh, Y.-C., Roan, J., Tseng, K.-J., Hsieh, J.-K.: The challenge for multi-
channel services: Cross-channel free-riding behavior. Electronic Commerce Research and 
Applications 10(2), 268–277 (2011) 

9. Chorianopoulos, K., Lekakos, G.: Methods and Applications in Interactive Broadcasting. 
Journal of Virtual Reality and Broadcasting, 4(19) (2007) 

10. Cyr, D., Head, M., Ivanov, A.: Design aesthetics leading to m-loyalty in mobile com-
merce. Information & Management 43(8), 950–963 (2006) 

11. Davenport, T.H., Mule, L.D., Lucker, J.: Know What Your Customers Want Before They 
Do. Harvard Business Review, 89(12) (2011) 

12. van Dijk, G., Laing, A., Minocha, S.: Consumer Behaviour in MultiChannel Retail Envi-
ronments: Consumer movement between online and offline channels. In: 5th American 
Marketing Association Academy of Marketing Joint Biennial Conference (2005) 

13. Ganesh, J., Padmabhun, S., Moitra, D.: Web services and multi-channel integration: a pro-
posed framework. In: Proceedings of IEEE International Conference on Web Services, pp. 
70–77 (2004) 

14. Ganesh, J.: Managing customer preferences in a multi-channel environment using Web 
services. International Journal of Retail & Distribution Management 32(3), 140–146 
(2004) 

15. Görsch, D.: Multi-Channel Integration and Its Implications for Retail Web Sites. In ECIS 
2002 Proceedings, p. Paper 11 (2002) 

16. Grewal, D., Roggeveen, A.L., Nordfält, J.: Call for Papers for the Special Issue on Special 
Issue on Shopper Marketing: In-store, On-line, Social, and Mobile. Journal of Business 
Research (2013) 

17. Jan-Willem, S., Armin, W., Kowatsch, T., Maass, W.: In-store consumer behavior: How 
mobile recommendation agents influence usage intentions, product purchases, and store 
preferences. Computers in Human Behavior 26(4), 697–704 (2010) 

18. Kourouthanassis, P.E., Giaglis, G.M., Vrechopoulos, A.P.: Enhancing user experience 
through pervasive information systems: The case of pervasive retailing. International Jour-
nal of Information Management 27(5), 319–335 (2007) 

19. Longo, S., Kovacs, E., Franke, J., Martin, M.: Enriching shopping experiences with perva-
sive displays and smart things. In: Proceedings of the 2013 ACM Conference on Pervasive 
and Ubiquitous Computing Adjunct Publication - UbiComp 2013 Adjunct, New York, 
USA, p. 991 (2013) 

20. Mohorovicic, S.: Implementing responsive web design for enhanced web presence. In: 
36th International Convention on Information & Communication Technology Electronics 
& Microelectronics (MIPRO), pp. 1206–1210. IEEE (2013) 

21. Ortis, I., Casoli, A.: Technology Selection: IDC Retail Insights Guide to Enabling Immer-
sive Shopping Experiences. IDC Retail Insights Report (2009) 

22. Ortis, I.: Unified Retailing - Breaking Multichannel Barriers. IDC Retail Insights Report 
(2010) 

23. Palmatier, R.W., Krafft, M., Coughlan, A.T.: Call for Papers for the Special Issue on The 
Past, Present, and Future of Marketing Channels. Journal of Retailing (2013) 



Human-Computer vs. Consumer-Store Interaction in a Multichannel Retail Environment 349 

 

24. Pantano, E., Di Pietro, L.: Understanding Consumer’s Acceptance of Technology-Based 
Innovations in Retailing. Journal of Technology Management & Innovation 7(4), 1–19 
(2012) 

25. Pantano, E.: Ubiquitous Retailing Innovative Scenario: From the Fixed Point of Sale to the 
Flexible Ubiquitous Store. Journal of Technology Management & Innovation 8(2), 13–14 
(2013) 

26. Payne, A., Frow, P.: The role of multichannel integration in customer relationship man-
agement. Industrial Marketing Management 33(6), 527–538 (2004) 

27. Peter, P.J., Olson, J.C., Rosenblatt, J.A.: Understanding Consumer Behaviour. First Cana-
dian ed. McGrawHill Ryerson, Toronto (1996) 

28. Pinel, F.: Pervasive computing technologies for retail in-store shopping. In: Proceedings of 
International Conference on Pervasive Services, ICPS 2005, pp. 111–116. IEEE (2005) 

29. Rigby, D.: The Future of Shopping. Harvard Business Review 89(12), 64–75 (2011) 
30. Rosenblum, P., Kilcourse, B.: Omni-Channel 2013 - The Long Road To Adoption. Retail 

Systems Research Report (2013) 
31. Roussos, G., Kourouthanasis, P., Moussouri, T.: Designing appliances for mobile  

commerce and retailtainment. Personal and Ubiquitous Computing 7(3-4), 203–209 (2003) 
32. Sinisalo, J.: The role of the mobile medium in multichannel CRM communication. Int. J. 

of Electronic Customer Relationship Management 5(1), 23–45 (2011) 
33. Van Baal, S., Dach, C.: Free riding and customer retention across retailers’ channels.  

Journal of Interactive Marketing 19(2), 75–85 (2005) 
34. Verhoef, P., Kannan, P.K., Inman, J.: Call for Papers for the Special Issue on Multi-

Channel Retailing and Customer Touch Points. Journal of Retailing (2013) 
35. Verhoef, P., Venkatesan, R., McAlister, L., Malthouse, E.C., Krafft, M., Ganesan, S.: 

CRM in Data-Rich Multichannel Retailing Environments: A Review and Future Research 
Directions. Journal of Interactive Marketing 24(2), 121–137 (2010) 

36. Vrechopoulos, A.: Who controls store atmosphere customization in electronic retailing? 
International Journal of Retail & Distribution Management 38(7), 518–537 (2010) 

37. Wurmser, Y.: Retailers Playing Catch-Up with Consumers. eMarketer Report (2014),  
http://www.emarketer.com/public_media/docs/ 
state_of_omnichannel_retail.pdf (retrieved) 

38. Xu, Y., Spasojevic, M., Gao, J., Jacob, M.: Designing a vision-based mobile interface for 
in-store shopping. In: Proceedings of the 5th Nordic Conference on Human-computer Inte-
raction Building Bridges, NordiCHI 2008, p. 393. ACM Press, New York (2008) 

39. Yang, K.: Call for Papers for the Special Issue on The Impact of Digital Shopping  
Channels on Multi-channel Marketing and Attribution in the Changing Retail Landscape. 
Journal of Research in Interactive Marketing (2013) 

40. Yang, K., Kim, H.-Y.: Mobile shopping motivation: an application of multiple discrimi-
nant analysis. International Journal of Retail & Distribution Management 40(10), 778–789 
(2012) 

41. Zeithaml, V.A., Bitner, M.J., Gremler, D.D.: Services Marketing – Integrating Customer 
Focus Across the Firm, 4th edn. McGraw – Hill International Edition (2006) 

 
 



 

F.F.-H. Nah (Ed.): HCIB/HCII 2014, LNCS 8527, pp. 350–359, 2014. 
© Springer International Publishing Switzerland 2014 

Market Intelligence in Hypercompetitive Mobile 
Platform Ecosystems: A Pricing Strategy 

Hoang D. Nguyen, Kajanan Sangaralingam, and Danny Chiang Choon Poo 

Department of Information Systems, National University of Singapore, Singapore 
{hoangnguyen,skajanan,dpoo}@comp.nus.edu.sg 

Abstract. The recent years have seen a spurt of mobile developers in hyper-
competitive mobile platform ecosystems. Yet, this is an unfair game where  
platform owners such as Apple, Google or Microsoft fence the information of 
their app store as top secrets. Our study, therefore, takes an important step in 
investigating the structure of rankings and sales revenue through 2,761 paid  
applications with weekly aggregated 32,109 observations to unveil a new indi-
cator of market intelligence, earning per download. With the consideration of 
category effects, time effects and endogenity issues, our empirical results show 
that top-ranked paid apps can earn up to $7.80 per download. Our findings  
generate a number of insights for app developers to take actions in designing 
highly-ranked apps as well as manipulating prices, promotions or in-app  
purchases in order to unlock the full potential of their app sales. 

Keywords: mobile apps, big data, ranking, pricing, power law, earning per 
download. 

1 Introduction 

With the increasing ubiquity of mobile devices, the world has been witnessing the 
boom of a new era of mobile applications (“apps”). On average, there are over 15,000 
new apps launched weekly; and over 1.5 million apps are currently available on vari-
ous mobile app stores such as Apple AppStore, Google Android Market, and Micro-
soft Phone Store [1–3]. In 2011, Apple Inc. announced their payment of $2.5 billion 
to app developers; and Gartner [4] forecasted a tenfold growth of mobile revenue 
between 2010 and 2014. These tremendous figures present the spectacular market of 
mobile apps with multifarious opportunities; however, it is a hypercompetitive and 
unfair mobile platform ecosystem where market information of million apps such as 
sales revenue and app demands remain the top secrets by platform owners [5]. 

The stiff competition requires app developers to adopt an appropriate pricing strat-
egy in order to penetrate the app stores. There are four typical revenue models for 
mobile apps: paid, in-app purchases, in-app subscriptions or advertisement-based [6]. 
Each of them has unique advantages in promoting app sales; however, developers 
always face the trade-off between the demands and their pricing. Moreover, identify-
ing market niches such as categories for publishing is daunting since it is extremely 
difficult for an app to get noticed in shoals of million apps. For instance, in Apple 
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AppStore, there are only 240 mobile apps which win the laurels and become promi-
nent to smartphone owners in short times [7]. Therefore, our study aims to reveal 
decisive factors which led to the success of a mobile app in these challenging markets. 

In recent years, developing insights of market intelligence in mobile app stores has 
been drawing a number of research venues. Previous studies [5, 8] addressed competi-
tive strategies in these markets by examining the takeoff and continued survival of 
apps. Motivated by their results, we investigated not only the various effects of dy-
namic attributes related to app positioning, developer actions and user engagement on 
app rankings, but also proposed a structural model of sales revenue and app rankings 
which accounted for numerous endogenity and heterogeneity issues. In this study, we 
conceptualized a new indicator of marketing intelligence, Earning Per Download 
(EPD). This brings us one step closer to the reality in mobile analytics and unlocks 
new directions for existing studies on estimating app downloads or sales revenue [9, 
10]. Furthermore, our study provides useful visions for app developers to decide on 
their pricing strategy. We found that a top-ranked app yielded a gross up to $7.80 per 
download in the Apple AppStore during 2011. 

The structure of the paper is as follows. In the immediately following section, we 
explain the data collection and our empirical models to investigate sales revenue and 
app rankings. After presenting our empirical results, we discuss our findings and con-
clude with a recommendation for future work. 

2 Empirical Context, Conceptualization, and Data Collection 

2.1 Background on Apple AppStore 

In this paper, we primarily studied the Apple AppStore which is the foremost market-
place for mobile apps on iOS operating systems. With about half the market share of 
worldwide mobile app markets [11], Apple AppStore offers a convenient channel for 
developers to reach out to mobile users easily. It is a highly potential market; howev-
er, Apple does not publicly disclose the market information such the number of down-
loads, sales revenue or even their concealed formula for ranking apps. 

According to Venturedata [12], Apple’s ranking mechanism were shaped based on a 
number of criteria. This study focuses on two important criteria: the amount of down-
loads and the grossing revenue. First, in each category, Apple published a top list of mo-
bile apps where there exists high correlation between the ranking and the number of 
downloads of an app, conventionally named as “App ranking based on downloads”. 
Second, the list of “App ranking based on grossing” was built based on the total sales 
revenue of apps.  

The data of our study were collected using a crawler from MobileWalla [1]. The 
dataset has been utilized and audited independently in previous research [2, 13], thus 
its reliability and accuracy are very high.  

There are two dominant types of data available: (i) Time-Invariant data, such as name, 
descriptions, and features of apps and developer, etc., and (ii) Time-Variant data, such as 
user ratings, ranks, and reviews that change continuously. We organized our variables 
according to the conceptualization of key factors impacting rankings and sales revenue: 
1) app positioning-related variables, 2) developer actions-related variables, 3) user en-
gagement-related variables, 4) app features-related variables, 5) other control variables, 
and 6) ranking data.  
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Table 1. Data Collected and Derived from iTunes App Store 

Variable Description Type 

App Positioning 
Category popularity Total number of apps released in a given cate-

gory till a current week. 
Time-Variant 

Competition Number of similar apps from different develop-
ers till the current week during the study period. 
The similarity is calculated using TF-IDF dis-
tance.  

Time-Variant 

Developer Actions 
Price Market price in USD. Time-Variant 
Frequency of up-
dates 

Number of versions released for an app till the 
current week. 

Time-Variant 

Price reduction Flag indicates whether price was reduced, for 
example due to the marketing promotions. 

Time-Variant 

User Engagement 
Review score Average user review score for current version. Time-Variant 

App Features 
Size Application footprint in Mega Bytes (MB). Time-Variant 
Design for iPad Is the app designed only for iPad? Yes = 1. Time-Invariant 
3G/4G connectivity Flag indicates whether the app supports 3G/4G 

Connectivity. It is extracted from the platform 
compatibility list. 

Time-Invariant 

Controls 
Age Age of an app (weeks since launch). Time-Variant 
Developer’s expe-
rience 

Number of apps developed by the app developer. Time-Variant 

Dependent Variables 
App rank based on 
downloads 

Average download-based rank of an app in its 
popular category during the current week. The 
value ranged from 1 (highest) to 240 (lowest). 

Time-Variant 

App rank based on 
grossing revenue 

Average gross revenue-based rank of the app in 
its popular category during a current week. The 
value ranged from 1 (highest) to 240 (lowest). 

Time-Variant 

2.2 Data Collection 

During the study period of 9 months from 1st May 2011 to 31st Jan 2012, we tracked 
2,761 mobile apps with 32,109 weekly aggregated observations. App ranks are main-
tained in various top charts: i) top download for free apps (with and without in-app 
purchases), ii) top download for paid apps (with and without in-app purchases), iii) 
top grossing for both free apps and paid apps (with and without in-app purchases). 
Our analysis focuses on ii) and iii). 

The summary statistics of the mobile app data we collected and derived are  
presented in Table 2 and the correlation matrix is shown in Table 3. 
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Table 2. Descriptive Statistics (N = 32109) 

Variable Mean Std. Dev. Min Max 

Price 4.5133 7.2750 0.14 299.99 

Review score 1.4671 1.9218 0 5 

Popular category 755.5918 69.0068 329 1006 

Age 10.4075 7.9928 0 34.14 

Size 47.5099 179.2242 0.0049 1863.6797 

Competition 5.0401 4.1749 0 10 

Developer experience 6.0228 8.3509 1 95 

Frequent updates 2.3515 1.8323 1 17 

Price Reduction 0.3797 0.4853 0 1 

Design for iPad 0.2910 0.4542 0 1 

3G/4G connectivity 0.0164 0.1271 0 1 

Table 3. Correlation Matrix 

Variable  1 2 3 4 5 6 7 8 9 10 11 

ln(Price) 1 1.00 
Review score 2 -0.05 1.00
Popular category 3 -0.01 -0.16 1.00
Age 4 0.03 0.12 0.06 1.00
Size 5 0.26 0.06 -0.03 0.01 1.00
Competition 6 -0.11 -0.04 0.09 -0.02 -0.07 1.00
Developer expe-
rience 

7 -0.06 -0.07 0.03 0.01 0.07 0.00 1.00
   

Frequent updates 8 -0.03 0.22 0.05 0.46 -0.04 0.06 -0.05 1.00
Price reduction 9 0.10 0.20 -0.07 0.06 0.13 -0.06 -0.03 0.14 1.00 
Design for iPad 10 0.23 -0.05 -0.02 -0.04 0.03 -0.04 0.00 -0.03 0.06 1.00 
3G/4G connectivity 11 -0.06 0.06 -0.02 0.01 -0.03 -0.03 -0.04 -0.01 0.04 -0.03 1.00 

 
As reported in Table 3, we can observe that the correlations between attributes are 

in the acceptable range. The highest correlation is 0.458 between Age and Frequent 
Updates. As we controlled for time effects in our subsequent model, there is no se-
rious issue for modelling in our dataset. 

2.3 Empirical Modeling 

The download-based ranks can be influenced by the process of App Store Optimiza-
tion (ASO) through app features, app positioning, developer actions and keywords; 
thus, we derive the below model, given app i and week t. The ranks and prices have 
been log-transformed rather than actual values to model the non-linear relationships 
amongst them and other attributes. 



354 H.D. Nguyen, K. Sangaralingam, and D.C.C. Poo 

 

ln ln    ’    3 /4    

(1) 

On the other hand, Sales Revenue can be computed based on Power Laws and log-
log distribution [14] using the following equation: ln ln  (2) 

We similarly posit an equation which depicts the relationship between downloads 
and download-based ranks: ln ln  (3) 

In this study, we conceptualize a key variable, Earning per Download (EPD), 
which plays a crucial role in measuring the effectiveness of pricing strategies for app 
developers. EPD is calculated as follows: 

 

i. In paid model:  

 (4) 

ii. In paid model with in-app purchases:  

 , where /
 

(5) 

iii. In free model with ad-supports 

 , where /  (6) 

iv. In free model with in-app purchases 

 , where /  (7) 

We argue that EPD is computable as a function of prices and in-app purchases. The 
following equation was developed based on the definition of EPD:  (8) 
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Based on equations (2), (3), and (8), we posit that the grossing-based ranks are the 
result of pricing strategies which are reflected in the configuration of EPD: ln  ln ln  (9) 

 where:  ,  ,  

Knowing the prices of paid-only apps, top-download ranks for paid apps, and top-
grossing ranks for all apps, EPD for paid apps with in-app purchases can be inferred 
using the following formula:   (10) 

where:  for paid apps with in-app purchases 

3 Data Analysis and Results 

We analyze our structural model using two-stage regressions on the panel data in order to 
account for both endogenous variables: download-based ranks and grossing-based ranks. 

In the first stage, we estimate the app ranking based on downloads using the 
Hausman-Taylor model as the hybrid model of both Fixed Effects (FE) and Random 
Effects (RE). The estimator allows us to capture unobserved individual heterogeneity 
and estimate the effects of both time-variant and time-invariant attributes. We also 
checked for panel-level autocorrelation, heteroskedasticity, Hausman’s test and the 
effect of outliers to ensure robust and unbiased results. Table 4 summarizes the results 
of the app ranking model estimation. 

The following are our findings from the first stage regression: 

• Developer actions: As observed in Table 4, the effects of Price and Price Reduc-
tion are highly significant. When the Price is high, the app rank or the amount of 
download tends to be worst; however, Price Reduction such as having a short-term 
promotion can be a strategic factor to improve the app rank. Besides, releasing fre-
quent updates of the app would also lead to a superior ranking.  

• User engagement: The effect of good ratings on the app demand where highly-
rated apps would probably draw more attentions from mobile users; thus they 
achieve better rankings in our model.  

• App features: Mobile apps which are solely designed for iPad tend to be ranked 
better in terms of downloads. This suggests app developers to take advantages of 
the larger screen of the tablet rather than blowing up smartphone screens. Further-
more, as mobile devices are getting improved considerably on storage size and 
connectivity; these features are no longer the concerns for app users. 

• App positioning: The effect of category popularity is significant where a category 
with a larger number of apps shows stiffer competition. For example, news, refer-
ence or sports categories are highly potential for publishing new apps; while, 
games, photo & video, or utilities are hypercompetitive to achieve better rankings. 
Table 5 reports the effects of categories on download-based app rankings. 
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Table 4. Estimation of App Ranking based on downloads 

ln(Download Rank) Coefficient z P>z 

ln(Price)  0.3340190 26.12 0.000 

Price Reduction  -2.5275620 -5.36 0.000 

Review Score  -0.0234028 -10.15 0.000 

Frequency Updates  -0.0048836 -1.48 0.139 

Category Popularity  0.0001563 3.44 0.001 

Competition  0.0074840 1.56 0.119 

Size  0.0000002 1.02 0.309 

Age  0.0213924 38.01 0.000 

Developer’s Experience  0.0119192 8.62 0.000 

Design for iPad  -0.1288068 -2.25 0.025 

3G/4G Connectivity  0.3072291 1.47 0.141 

Category Dummies  (shown in table 6) 

_cons  5.2987120 22.49 0.000 

Number of observations: 32,109, number of apps: 2,761, R2 = .7123 

Table 5. Effects of categories on App Download Rankings 

Category Coefficient P>z Category Coefficient P>z 

 Books -0.5595051 0.008  News -1.011974 0.000 

 Business -0.3238371 0.137  Photo & Video -0.1083963 0.637 

 Education -0.1993899 0.381  Productivity -0.2158032 0.318 

 Entertainment -0.4565721 0.024  Reference -1.026778 0.000 

 Finance -0.5922686 0.003  Social Networking -0.9275086 0.000 

 Games -0.1427003 0.584  Sports -0.9738315 0.000 

 Lifestyle -0.93245 0.000  Travel -0.7910265 0.000 

 Medical -0.9302471 0.000  Utilities -0.3871226 0.060 

 Music -0.7792271 0.000  Weather -0.8063683 0.000 

 Navigation -0.8063852 0.000    

 
In the second stage, we estimate the equation (9) where download-based ranks are 

computed as the residuals of the first stage regression and EPD is equivalent to Price 
for paid-only apps as in the equation (4). We performed various models such  
as Pooled OLS, Random Effect, or Fixed Effect; and Hausman Test to justify the 
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effectiveness and unbiasness of our ultimate Fixed Effect estimator. Moreover, we 
corrected the variance–covariance by applying the accurate mean squared error. 

The below table reports partial elasticity of download ranks and EPD on the  
grossing ranks. 

Table 6. Estimation of App Ranking based on grossing revenue 

ln(Grossing Rank) Coefficient t P>z 

ln(Est. Download Rank)  0.9478962 5.16 0.000 

ln(EPD)  -0.4327684 -2.91 0.004 

_cons 0.8889208 1.18 0.237 
Number of observations: 32,109, number of apps: 2,761, R2 = .7341 

 
There is the significant effect of earning per download in which a one percent in-

crease in EPD results in 0.43% better in the grossing-based rank. On the other hand, 
an increment in the download-based rank is associated with an increment of 0.95 in 
the grossing-based rank; thus, the lower number of download leads to the decline in 
sales revenue, however, at a diminishing rate. These effects demonstrate the trade-off 
between the demand and the EPD for an app; nevertheless, there is an appropriate 
value of earning per download where the app unseals the full potential of its position. 

Based on the equation (10), we depict the estimated EPD as follows: 7.7992964  . .  

Table 7 lists several estimated values of EPD. 

Table 7. Estimation of Earning Per Download 

No. Ranking based 
on downloads 

Ranking based 
on sales revenue 

Estimated Earning 
Per Download 

1. 1 1 7.80 
2. 10 10 5.91 
3. 20 25 3.25 
4. 30 40 2.66 
5. 50 70 2.24 
6. 70 100 2.05 
7. 100 150 1.76 
8. 100 180 1.15 

 
The above numbers provide a guideline for developers to infer an appropriate rev-

enue model and price settings given the known demand. According to the results, a 
paid app can earn up to $7.80 per download when it ranked no. 1 in both download-
based and grossing-based lists.  
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For illustration, the estimated app no. 4 in Table 7 (ranked 30th in the download-
based list and 40th in the grossing-based list) should be profited up to $2.66 per down-
load in which the price should be set at $1.99 and $0.67 should be earned from in-app 
purchases.  

Similarly, in order to crack into top 10 in the top grossing list, an app which is 
ranked at 10th in the top paid list should earn at least $5.91 per download. Thus, the 
app developer should consider to fix the app price at $5.99 or to set a lower price, 
along with introducing in-app purchases to draw more impressions. 

Figure 1 shows the average prices and earning per download of apps at ranks be-
tween 1 and 50 during the study period. 

In comparison to app prices, earnings per download for high-demanded apps are 
higher which rootle out the effects of in-app purchases in the light of converting new 
users into sales revenue.  

 

 

Fig. 1. Comparison of app prices and earning per download 

4 Conclusion 

Our study takes one step further in advancing mobile analytics on pricing strategies in 
the fast-growing environment of mobile apps. We proposed a structural model  
which is capable of generating reliable insights for market intelligence with publicly 
available data. Time and category effects, along with endogenity and heterogeneity 
issues are also considered in the model. Most importantly, we conceptualized a new 
indicator of market intelligence, Earning Per Download, which is useful for both app 
developers and researchers in the mobile industry. 

There are several implications for app developers and publishers. First, we pro-
vided directive numbers for them to design effective pricing strategies and to unlock 
the full potential of their app positioning. Second, app developers should target their 
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market niches based on our findings of category effects. Third, in AppStore, most of 
potential customers are forgiving and paying attentions on the latest review score; 
thus, releasing frequent updates is a perfect solution to gain customers’ confidence 
and downloads. Last, designing apps for larger screen devices such as iPad would be 
strategic to capture shares in the app store. 

This paper is not an end, but rather a beginning of forthcoming research. We note 
that app ranks are extremely volatile and being varied in the matter of hours; thus, 
crawling and matching of the data on a finer time scale rather than weekly basis are 
necessary. Furthermore, we are in the process of fetching additional in-app purchase 
data which would shed new lights on market intelligence of free apps with in-app 
purchases. By extending our model with them, app market best-kept secrets such as 
sales revenue or ranking mechanism would be publicly exposed. 
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Abstract. In this paper, we will introduce CMM, a mobile couponing platform 
that allows retailers to create virtual coupons, and consumers to download and 
redeem them through NFC technology. In developing the system, we followed a 
user-centered design approach, adopting an iterative design process. Moreover, 
we studied the way consumers interact through NFC technology in mobile 
couponing applications. For this purpose, we arranged an analysis on user 
needs, a usability evaluation performed by experts, and a survey involving final 
users. The paper will show the most important findings from these studies. 

Keywords: User-Centered Design Process, Marketing and HCI, New 
technology and its usefulness, NFC Couponing Applications. 

1 Introduction 

The enterprise marketing strategies are conferring to final consumers an increasingly 
central role. In such a context, the “conversation” between businesses and consumers 
is fundamental [1], since it allows companies to know their customers’ attitudes, and 
customers to have new products and services meeting their own needs [2-3]. 

The personalization of the offer is strictly related to the main goal of businesses 
and retailers, i.e. retaining the loyal customer base [4]. According to [5], 94% of 
marketers declared that personalization is a key factor to “current and future success” 
and that it caused an increase in sales of 19%. 

Among marketing strategies used for this aim, couponing is one of the most 
effective in building up a relationship with the customer [6]. Coupons are tickets that 
allow a purchase discount for a good or service. They can be categorized on the basis 
of: business goals (e.g. to make customers familiar with a new good or service, to sell 
out residual products, to reserve offers to loyal customers), distribution channels (e.g. 
print media, Internet, mobile), players that enable their emission (e.g. store coupons, 
manufacturer coupons). 
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Mobile phones are increasingly employed in marketing strategies. New ICTs, 
especially those integrated in mobile devices, provide new opportunities to create a 
direct contact between businesses and consumers. According to Nielsen, LBS 
(Location Based Services), QR Code, and NFC (Near Field Communication) are the 
main technologies that consumers use in mobile shopping. Moreover, according to [6] 
these technologies can enable delivery and redemption of coupons. 

As consumers become users of these services, enterprises and retailers should 
consider and analyze the relative user experience and interaction modes occurring 
with these new technologies. At the same time, enterprises need to be more ready and 
reactive at the requests that emerged from the “conversations” with the customers. So, 
using efficient and quick tools to easily create marketing campaigns is a clear 
advantage for businesses. 

In this paper we will introduce CMM (Custom Mobile Marketing), a mobile 
couponing platform that allows, on the one hand, enterprises and retailers to create 
virtual coupons, on the other hand, consumers to download and redeem them through 
NFC technology. In details: in the next section we will introduce NFC technology; in 
the third one we will pay attention to related work focused on usability and user 
experience in NFC and mobile couponing applications; in the fourth section we will 
focus on the features of the CMM platform. The fifth section will illustrate the design 
process followed in order to develop the web and mobile applications, from the 
analysis of the user needs to the usability evaluation. The last section will focus on the 
main findings of our research and future work. 

2 Technological Characteristics and Operating Modes of NFC  

NFC (Near Field Communication) is a short range and wireless technology that 
enables two-way interactions between electronic devices [8]. It has been jointly 
developed by Sony and Philips, and later standardized by ISO (ISO/IEC 18092) [9]. 
As an evolution of RFId technology, it operates at the frequency of 13.56 MHz. NFC 
technology can be integrated into mobile devices and can be used in a lot of 
application scenarios.  

The typical elements of an NFC-enabled mobile device are: the antenna,  
which allows a mobile device to communicate via radio waves with another device, 
e.g. a contactless reader, an NFC-enabled mobile device, an unpowered NFC chip 
(tag); the NFC Controller, which processes the data carried by the antenna; the Secure 
Element, which is a tamper-resistant chip containing sensitive data (it can reside  
on the handset, within the SIM Card, the CPU, or an external plug-in, e.g. sticker, 
micro SD, etc.). 

There are three operating modes [10] for NFC technology: reader/writer mode 
(i.e. mobile phone can read or write the information stored in a RFId/NFC tag,  
e.g. product information, geographic information, etc.); peer-to-peer mode (i.e. two 
NFC-enabled devices can be placed closer to each other to share data); card 
emulation mode (i.e. mobile phone can be used as a contactless card. Some 
application scenarios are: ticketing, access control, payment, loyalty, etc.).  
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3 Related Work 

According to [11], in the academic literature about NFC technology, technical 
infrastructure and security issues are the main research fields. Moreover, in the last 
few years, the focus on user experience and usability of NFC applications has 
widened. In particular, the work of [12-13-14] shows that in using an NFC application 
or service it is not necessary for the user to have a technical knowledge; on the 
contrary, this technology is generally considered ease to use and intuitive. In fact, 
NFC technology can support a user-friendly interaction and allows the access to 
technologically advanced services, too [15]. In [16], the authors demonstrate that the 
use of NFC technology enables simple and fast “micro-interactions” in our daily life. 
The research on usability and user experience about NFC technology led the authors 
of [17], to define the human-system interaction patterns, in order to classify NFC 
services and to design appropriate NFC interfaces in mobile applications. 

However, in the research about usability of NFC technology, the focus is on 
measuring the usability of specific mobile applications through the most popular 
evaluation methods (i.e. heuristic evaluation, test with potential users, questionnaires 
of satisfaction). In details, the most part of the research concerns the main application 
areas of NFC technology, such as ticketing for transportation [18] and events [19], 
payment [18], heritage enjoyment and use [20], security in information management 
[21]. The most studied dimensions regarding NFC technology are: ease and speed of 
use, usefulness, reliability and security, performance, satisfaction in use. 

In the academic literature about the NFC prototypes, a large emphasis is given to 
the shopping experience via mobile applications. The main services developed in this 
field are: obtaining additional product information [22], payment [23], loyalty [24], 
social networking [25]. Mobile couponing is a mobile shopping service exploitable 
via NFC technology, too. In fact, although today the available mobile couponing 
services use the most diverse technologies, according to [26-27], NFC simplifies 
distribution and redemption of coupons. These services are not only studied from an 
academic point of view, where the focus is also on the security of the system [28-29], 
but they are also marketable solutions [30]. In this regard, according to [31], mobile 
couponing via NFC can also be considered as a service that increases the demand of 
advanced services, such as mobile proximity payments.               

4 CMM Platform 

The CMM platform consists of a web application and two mobile applications for 
Android OS. Following, the description of the interaction process with the CMM 
platform:  

1. The enterprise or the retailer starts a new marketing campaign via web application 
(CMM website) by creating new coupons relating to a specific product or service. 
He/She can also modify the related information, or deleting, disabling, and 
renewing the created coupons (Fig. 1).  

2. The consumer uses his/her mobile application (CMM consumer application) to 
search and download the coupons he/she wants, if necessary the user can filter 
them by different product categories (Fig. 2). Then he/she visualizes on the map 
the stores where he/she can use them.  
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3. Inside the store, the consumer chooses among the downloaded coupons the one 
he/she wants to redeem (Fig. 3).  

4. By placing the customer’s NFC-enabled smartphone close to the retailer’s one, the 
latter checks the validity of the coupons that the consumer decided to use via his/her 
mobile application (CMM retailer application). If the coupon is valid, the price of the 
good or service that the customer wants to buy is automatically discounted.  

5. By using NFC technology the consumer can also directly exchange coupons with 
friends who have both an NFC-enabled smartphone and the CMM consumer 
mobile application.   

 
Fig. 1. The enterprise or the retailer can create new coupons relating to a specific product or 
service 

 
Fig. 2. The consumer searches and 
downloads the coupons he/she wants 

Fig. 3. The consumer places his/her 
smartphone close to the retailer’s one in 
order to use the selected coupon 

5 Design and Evaluation Process 

In order to develop the CMM platform, as described in the previous section, we 
followed a user-centered design approach, adopting an iterative design process [32].  

In the next sections, we will describe the steps of the process that led to the 
production of the first mobile applications and website prototypes. We will focus on 
user needs analysis, usability evaluation performed by experts, and survey involving 
final consumers. Below, we will show the main findings from our research. 
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5.1 User Needs Analysis and Definition of the Functional Requirements 

Firstly, we made an analysis concerning the habits and characteristics of potential 
users of CMM, in order to provide a couponing service that satisfies their needs. The 
main topics of the survey were mobile technologies use and shopping experience. 
This analysis was based on an online structured questionnaire and two focus groups. 
We involved only final consumers (not merchants) since we believe that the solution 
to be adopted mainly depends on the disposition of the user toward it.      

Online Structured Questionnaire. We administered a questionnaire with 10 multiple 
choice questions to 100 people belonging to the 18-35 years age range (the main 
target of CMM). 57% of the respondents are aged between 26 and 30 years old; 70% 
of them are women; more than 50% of them has a medium-high qualification level. 
From the analysis emerged that the most frequent operations performed through 
mobile phone are: browser navigation (53% of the respondents), use of mobile 
applications (44%), reading e-mail (43%). 48% of the respondents declared to be avid 
shopper. Despite that, only 8% of the respondents uses mobile phone during shopping 
experience. The most frequent operation is to seek out where a store is located and to 
visualize on a map how to reach it. The services that the respondents need the most 
when they go shopping are: price comparison (16% of the respondents), information 
about promotions (15%), information on available products (15%), store location 
(14%). Table 1 shows the functions that the respondents would find in a mobile 
shopping application. 

Table 1. Online structured questionnaire. Question: “Which functions would you like to find in 
a mobile shopping application?” (More than one answer was allowed). Total: 100  respondents. 

Answers Percentage of respondents 
“Share information about discounts and promotions” 81% 
“Collect coupons personalized on your purchases” 65% 
“Tell a friend about a product that could interest him” 65% 
“Ask for advice on what you want or would like to purchase”
“Exchange coupons with friends” 

57% 
42% 

“Giving advice on shopping to friends” 
“Post the purchases” 

38% 
25% 

As shown in Table 2, the respondents are moderately familiar with NFC 
technology.  

Table 2. Online structured questionnaire. Question: “Are you familiar with NFC technology?” 
(Only one answer was allowed). Total: 100 respondents. 

Answers Percentage of respondents 
“Yes, I am” 18% 
“Yes, I am but I never used it” 35% 
“No, I am not” 47% 
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Focus Groups. We conducted two focus groups, involving a sample of 16 
participants belonging to the 18-35 years age range. During these sessions, we 
focused on the use of NFC technology in shopping experience. We showed the 
participants different mobile applications using NFC as an enabling technology in 
different shopping contexts. First of all, the results of the focus groups show that 
consumers would establish a loyal relationship with a merchant or a brand, in order 
both to obtain personalized services and to reduce the cost of a product or service. 
Considering the use of NFC technology in shopping, the reactions of the participants 
are generally positive. Above all, they appreciate that this technology allows an 
automatic identification, enabling a variety of customizable services. 

Defining Functional Requirements and Information Architecture. Functional 
requirements identify what a system should do [33] for the different users. On the 
basis of the user needs emerged from the surveys, we defined the main functional 
requirements of the CMM platform. In details, the system has to allow: the retailer 
and the final consumer to register their account; the retailer to create and manage a 
couponing campaign; the consumer to choose and download the coupon he/she wants; 
the redemption of coupons; the consumer to exchange coupons with friends; the 
consumer to visualize where he/she can redeem coupons. 

Following these functional requirements, we designed the architecture of the CMM 
platform, as defined in section 4. Since the retailer has to perform different functions, 
he/she needs two tools to interact with CMM: on one hand, through the CMM website 
he/she can create and manage the mobile coupons; on the other hand, through the 
CMM retailer application he/she can confirm them.   

After defining the components of the system (CMM website, CMM consumer 
application, and CMM retailer application), we designed the relative information 
architectures. A use case diagram [33] was useful to define to which applications and 
related functions the two typologies of users can access, and the individual actions 
that they have to perform in order to reach the related goals.     

5.2 Usability Evaluation Performed by Experts  

The analysis described in the previous section led us to the realization of the first 
high-fidelity prototype of the website and the mobile applications. The usability 
evaluation of these prototypes was performed by usability experts using two 
predictive evaluation methods: heuristic evaluation technique [7], that consists in 
observing the software compliance with given principles, and cognitive walkthroughs 
[34], that consists in simulating the behavior of the users while interacting with the 
software. The experts used their experience in usability field, in order to identify 
potential problems from the point of view of the efficiency and effectiveness 
dimensions [32].  

Heuristics Evaluation Technique. During a preliminary briefing session, two 
evaluators decided the heuristics and the specific elements to analyze for each one. In 
particular, they focused on: visibility of system status (e.g. “Are users kept informed 
about what is going on?”, “Are the feedbacks appropriate?”); match between system 
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and real world (e.g. “Is language simple and familiar?”); consistency of the system 
(e.g. “Is there a consistency in graphic, information architecture, and contents among 
the different sections?”; error prevention (e.g. “Is it easy to make errors?”); help users 
recover from errors (e.g. “Are error messages clear and helpful?”); design (e.g. “Are 
icons, colors, and layout appropriate?”). 

Cognitive Walkthroughs Method. We involved two evaluators, to which we give a 
description of users and tasks related to each function. They walked through the 
action sequence for each task, evaluating the following elements: availability of 
correct sequence (e.g. “Will users know what to do?”); evidence of correct sequence 
(e.g. “Will users see how to do it?”); interpretation of response of the action (e.g. 
“Will users understand if the action is correct or not?”). 

Problems and Solutions. At a second stage of the usability evaluation, the evaluators 
individually inspected products by interacting with them and pointing out the 
occurred problems. Later, they discussed them during the final sessions of the 
debriefing, from which a set of solutions emerged. The most pressing usability 
problems concerned the CMM website and the CMM consumer application. Table 3 
and Table 4 show the findings of the analysis, as evaluators organized them. 

Table 3. CMM website. Some problems and solutions emerged from the usability evaluation.  

Function Problem Solution 
Login 
Registration 
 

No feedback for the login operation 
Use of the Italian language mixed to 
the English one 
No details about the standards 
required to complete the registration 
form  

Addition of feedback after the login  
Use of only one language 
 
Addition of an “hint” to fields 
requiring standards of compilation 
(e.g. password requirements) 

Renewal coupon No suitable icons Icons replacement 

Table 4. CMM consumer application. Some problems and solutions emerged from the usability 
evaluation.  

Function Problem Solution 
Registration 
 

No details about the standards 
required to complete the registration 
form  

Addition of an “hint” for the fields 
requiring standards of compilation 
(e.g. password requirements) 

Download 
coupon 

No automatic update of the number 
of the available coupons after the 
download 

Automatic update of the number of 
the available coupons after the 
download 

Exchange 
coupon 

Message visualized by the user who 
receives the coupon via NFC: “Place 
your phone close to the other one and 
tap the screen to transfer the coupon”

Replacement with the message: 
“Place your phone close to the other 
one and tap the screen to obtain the 
coupon” 
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5.3 Survey Involving Final Consumers  

After the usability evaluation, a new version of the CMM system was delivered and 
shown to potential end users. We administered two semi-structured questionnaires: 
the first to final consumers and the second to retailers. Here, we focus on the first.      

Methodology and Aims. We administered the questionnaire to 30 potential 
consumers, belonging to the 18-35 years age range, 18 men and 12 women, with a 
medium-high qualification level. It consists of: 5 multiple choice questions; 7 open-
ended questions; 5-point Likert scale with 7 items. Each item was represented by an 
adjective describing CMM, with which the respondents had to express their level of 
agreement or disagreement (1: strongly disagree; 5: strongly agree). The adjectives 
could have a positive position (describing positively CMM) or a negative one 
(describing negatively CMM). So, a high appreciation for the product would record 
values close to “5” in case of adjectives with positive position and values close to “1” 
in case of adjectives with negative position. Our aim was to observe the satisfaction 
level towards the CMM solution, with a focus on perceived usefulness and 
convenience, ease of use and perceived speed of NFC technology in mobile 
couponing services, and willingness to use CMM.  

The Findings. In General, the Evaluation of CMM System Is Positive.According to 
the results of the multiple choice questions and the open-ended ones, all respondents 
agreed that CMM would be easy to use. The main reasons are: intuitive functions (in 
the respondents' opinion, all functions are addressed to a single and clear task. Also 
the labeling is considered clear and the information architecture of CMM applications 
suitable for its goal); intuitive technologies (the respondents consider NFC technology 
easy to use and quick in downloading and using coupons); look and feel (it is 
considered minimal and captivating).   

All respondents stated to be willing to use the CMM system. Mostly because of: 
convenience (users can perform all the process via mobile phone); customization 
(users can access the coupons they are most interested in); innovation of the solution 
(compared with other couponing services). 

Table 5 shows the positive evaluation inferred from Likert scale method. 

Table 5. Evaluation through Likert scale. Question: “Express your level of agreement or 
disagreement (1: strongly disagree; 5: strongly agree) in relation to the following adjectives 
describing the CMM platform”. Total: 30 respondents. 

Adjective Position of the adjective Average level 

Interesting  
Useful 
Inconvenient 
Complex 
Pleasant 
Unusual 

Positive 
Positive 
Negative 
Negative 
Positive 
Positive 

4.53 
4.43 
1.43 
1.43 
3.7 
4.03 

Lacking Negative 1.43 
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Table 6 shows the stores where the respondents are willing to use CMM at the 
most. Almost all the respondents indicated “clothing and accessories stores”. 

Table 6.  Question: “In which type of stores are you willing to use CMM?” (More than one 
answer was allowed). Total: 30  respondents. 

Store Number of respondents (/30) 
“Clothing and accessories stores” 
“Shoe stores” 

26 
20 

“Restaurants” 
“Technology products stores” 

20 
18 

“Bookstores” 18 
“Food and beverage stores” 16 
“Perfume shops” 11 
“Supermarkets” 11 
“Gyms” 11 
“Appliance stores” 7 
“Furniture stores” 5 
“Jewelers” 3 

Focusing on NFC technology, 28 respondents of 30 consider it easy to use, and 29 
quick. They define it as an intuitive and practical technology, allowing almost no 
interaction and little time for data exchange. The respondents who have not found 
NFC technology easy to use, say that they are not familiar with it and they never used 
it before. The lack of familiarity with NFC technology is one of the main 
disadvantages perceived in using CMM; other disadvantages are about the security of 
personal data and the high competition from other similar services.  

Finally, we asked the respondents to indicate some needed functions to add to the 
CMM platform. Among the main ones, they indicated: social interactions; push 
notifications (expiry of a coupon, new coupons availability); history of coupons; 
mobile payment; information about stores; loyalty programs; alerts geo-located; 
social ranking of coupons; indication of the coupons consumers may be interested in.  

6 Conclusion and Future Works 

Our research shows that NFC technology is considered by end users not only ease to 
use and intuitive, but also useful and convenient. In fact, it can automate even the 
most complex processes, requiring a basic user interaction. The case study here 
discussed shows that a user-friendly technology, like NFC, can give new impetus to 
successful applications, implementing new useful and pleasant services. However, to 
do that, it is fundamental to get the end users familiar with NFC technology, currently 
little-know. In order to accomplish this goal, we planned a specific event for the 
market launch of CMM, i.e. the organization of an urban marketing game, based on 
social networks and actively involving consumers and retailers in the use of 
technologies and in the specific interaction modes expected for CMM. According to 
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[35], social influence is a key factor in accepting new technologies; so, all the 
occasions to get the user in contact with others should be fostered. In the future work 
we will analyze the findings from the survey involving the retailers. Since we 
followed an iterative design process, we intend to research about the additional 
functions indicated by the end users, in order to possibly implement them in the 
system. Then, we will perform a usability test with end users (final consumers and 
retailers), in order to study the interaction via NFC in an actual context of use.  
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Abstract. Information-intensive websites such as those for outdoor recreation 
and tourism present complex design considerations and issues that need to be 
researched for mobile access. To gain a better understanding of the expectations 
and desires of users regarding a mobile application for outdoor recreation, re-
searchers created a mobile application prototype for the US Army Corps of En-
gineers, which was subsequently tested for usability at two recreation sites in 
Kentucky with local participants. We provide an overview of our methods and 
results, and best practices we have gleaned from our findings. Our research is 
especially applicable for mobile applications that require access to a large 
amount of information and for a broad audience, and we also hope our study 
encourages more research in these areas. 

Keywords: Mobile applications, mobile interfaces, usability, outdoor 
recreation, tourism, public websites. 

1 Introduction 

The popularity of mobile devices and applications has continued to explode, and the 
number of US adults who own smartphones has increased from 35% in May of 2011 
to 56% in May of 2013 [1]. Outdoor recreation participation has been increasing  
steadily since The Outdoor Foundation began documenting participation in 2006,  
with 141.9 million participants in the United States getting outdoors in 2012 and "an 
average of 87.4 outings per participant for a total of 12.4 billion outings overall" [2]. 
The most popular activities included running, bicycling, fishing, camping, and hiking. 

With the ever-climbing popularity of mobile devices and applications and the 
widespread and steady interest in outdoor recreation, comes the need to provide 
recreation and tourism information via mobile devices. However, currently there is a 
lack of mobile guidelines or standards based on research, especially for applications 
or websites that need to provide a large amount of information to a broad audience.  

The Corps Lakes Gateway (CLG) website provides an enormous amount of  
information about US Army Corps of Engineers outdoor recreation resources for  
visitors. The CLG website (Fig. 1) received over 47 million hits in 2011, showing the 
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desirability of this information. The Corps’ 422 lakes in 43 states receive 370 million 
visits a year. To enhance the experiences of visitors and increase public interaction 
with the Corps, our aim was to create a mobile application to meet the growing expec-
tation and need of the public for interactivity at their fingertips at all times.   

 

Fig. 1. US Army Corps of Engineers, Corps Lakes Gateway website homepage 

To learn what types of features and information users expected for this mobile 
recreation application, we first conducted the following studies, with each subsequent 
study using and building on the findings of the previous: 

1. Meta-review of existing parks and recreation mobile applications to analyze the 
content and common features of over 50 applications, and to select representative 
interfaces. 

2. Usability-based focus group in which participants rated the importance of potential 
features and discussed several alternative designs. 

3. Survey of mobile mock-up designs asking participants to rank designs by choosing 
among three different designs for each type of page. 

The results of these studies were then used to create a CLG mobile application proto-
type, which was usability tested at two US Army Corps of Engineers (USACE) 
projects: Green River Lake and Nolin River Lake, Kentucky, in June of 2013. The 
goal of this study was to identify user interface issues with the CLG mobile prototype 
in order to improve the user experience and generate research-based mobile interac-
tion design best practices.  

1.1 Related Work 

Given the growth of mobile devices and application use, there is a critical need for a 
set of standards specifically for mobile interaction design based on research. Guide-
lines have been provided for iOS and Android for developers using these platforms to 
employ consistent design, yet these often "do not make recommendations for mobile 
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websites, which run on different kinds of operating systems" [3]. Other guidelines 
have begun to emerge with practitioners and researchers working to bridge the  
gap between established web standards and standards for mobile. For example, 
Shneiderman's "Golden Rules of Interface Design" have been applied to mobile  
usability [4], and Nielsen's five attributes of usability [5]. Additionally, Wroblewski’s 
mobile design strategies are based on real-world projects [6]. However, these efforts 
demonstrate the need for mobile's own set of standards for usability. 

Research on the usability of mobile devices, websites, and applications has and is 
being conducted, but the majority of this testing has involved controlled experiments 
[5], most in a lab setting. This type of testing can be problematic, as it can limit the 
research by not capturing contextual cues and issues that could be found in a field 
study [7]. Therefore, in our study we moved outside of the lab and conducted usabili-
ty testing at two outdoor recreation locations (campgrounds and boat launches) with a 
variety of recreation users to increase the ecological validity of our findings and pre-
serve the context in which this mobile application would be used.   

Nielsen and Budiu have recently offered strategies and guidelines for mobile usa-
bility, such as the need to focus the attention of users only on the essential content [9]. 
However, the amount of information that needs to be represented on a recreation or 
tourism mobile application leads to the issue of what is essential content for these 
types of users. Research for information-intensive mobile websites and applications is 
needed, and therefore to increase the validity and accuracy of the results of our studies 
for this issue, we used multiple methods throughout our design process [10].  

2 Evaluation Scope  

The goal of this research was to identify usability issues with the CLG mobile proto-
type and develop best practices for designing mobile user interfaces based on these 
findings. Usability refers to how easily a specific task can be accomplished with a 
specific tool. More verbosely, the International Organization for Standardization (ISO) 
defined usability as the "extent to which a product can be used by specified users to 
achieve specified goals with effectiveness, efficiency and satisfaction in a specified 
context of use" [11]. Effectiveness is defined as "accuracy and completeness with 
which users achieve specified goals," efficiency is defined as "resources expended in 
relation to the accuracy and completeness with which users achieve goals," and satis-
faction as "freedom from discomfort, and positive attitudes towards the use of the 
product." While other conceptualizations of usability have been proposed [12-14], the 
ISO definition is the most widely accepted and was used by the research team. 

2.1 Evaluation Metrics 

Usability was evaluated in terms of its three constituent components: effectiveness, 
efficiency, and satisfaction. Effectiveness was measured as the percentage of tasks 
completed successfully. Efficiency was measured as the average time to perform a 
task and assessed based on issues observed during performance of the tasks. Satisfac-
tion was measured by post-task questionnaires, post-study questionnaire, written 
feedback, and verbal comments during the session. While effectiveness and efficiency 
measures were quantitative, satisfaction was measured qualitatively. 



374 S.J. Swierenga et al. 

 

2.2 Evaluation Strategy  

Testing was designed to answer the following questions:  

• What do users like and dislike about the flow of the CLG mobile prototype, e.g., 
navigation, organization of task flows, and grouping of content?  

• What aspects of the user interface are hard to understand? 
• What aspects of the process need to be enhanced? 

Tasks designed to address these questions were developed by the project team, which 
consisted of researchers with experience conducting visitor studies in park and out-
door recreation settings and performing user-focused evaluations. The tasks pertained 
to three phases of a typical recreation trip: pre-trip planning, on-site activities, and 
post-trip reflection and feedback. The mobile application tested was not "live," since 
these rural locations have little or no internet connectivity. However, its basic func-
tionality and several levels of screens tied to actual project data were made available 
to Corps recreation visitors for evaluation. 

Participants consisted of a convenience sample of visitors who were recruited at 
two Corps of Engineers lakes in Kentucky: Green River Lake and Nolin River Lake, 
with the permission of the park managers. To maximize diversity in the sample, the 
Corps managers advised the research team of two campgrounds (one at each lake) 
where the team was likely to encounter a fairly large number of visitors who would be 
participating in a variety of outdoor recreation activities. 

2.3 Procedure 

The research team occupied a campground site and set up the data gathering station 
(Fig. 2) consisting of a table, tablet computer with mobile app mock-up and recording  
 

 
Fig. 2. Data gathering station with participant, research team member, tablet with mobile appli-
cation, and recording devices 
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software, video camera for recording tablet usage, and umbrella to darken the screen 
for ease of viewing in a bright, outdoor setting. Visitors were recruited by walking 
around the campground and asking for volunteers, who would receive $25 compensa-
tion for the 30-minute sessions. After reviewing and signing the consent forms and 
filling out a demographic questionnaire, participants performed up to nine tasks and 
filled out a post-study survey on-site about their experience with the mobile applica-
tion prototype. Both audio and video recordings of the interviews were made using 
TechSmith’s Morae® (v3.2.1) software. 

In the Usability/Accessibility Research and Consulting research lab at Michigan 
State University, two independent reviewers, working with written observation notes, 
reviewed the Morae recordings to transcribe relevant user quotes, compute task com-
pletion times, and record difficulties and successes in completing the tasks. This anal-
ysis was verified by the principal investigators and discussions with the independent 
reviewers took place to resolve any differences in interpretation of the data. 

2.4 Participants  

Twelve participants, six females and six males, took part in the usability testing of the 
prototype at Green River and Nolin River Lakes (with 6 users participating at each 
site). Participants’ ages ranged from 19 to 72; five participants were between 18 and 30 
years old, two were between 31 and 40 years old, and four were between 51 and 80.  

3 Usability Results 

Participants attempted up to nine task scenarios using the CLG mobile prototype  
(Fig. 3). The tasks focused on finding information using the application, such as  
directions to the park, weather forecast, activities at the lake, and where to leave  
feedback. Participants were also asked whether they would use the mobile application 
and for what purposes to determine what additional information users would like. 

Participants were mostly or entirely successful on 4 of the tasks, somewhat  
successful for 2 of the tasks, and encountered difficulties with 3 of the tasks. In  
general, participants were able to find the lake and lake area pages (e.g., Nolin River 
Lake is divided into 9 recreation areas), but they often had trouble finding more  
specific information in the lower layers of the application, such as the status of  
boat ramps at a lake (i.e., closed/open) and information about special events at the 
different recreation areas.  

Even though several participants encountered difficulties finding some of  
the information and completing tasks successfully, the majority of participants  
provided positive feedback and expressed interest in using the application in the  
future. They also gave a variety of suggestions for enhancements and information 
they would like to be added to the application, which are being used for revisions to 
the prototype. 
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Fig. 3. Corps Lakes Gateway mobile prototype, Nolin River Lake page 

4 Best Practices Based on Observations and Results 

Usability testing of the mobile application prototype, with our observations and feed-
back from outdoor recreation users in the field, provided results consistent with other 
mobile studies, such as: 

• Clear navigation is needed at the bottom of the screen 
• Minimal scrolling should be needed; pages should be visually easy to scan 
• Clickable features should have large clickable areas 
• Fewest number of clicks needed to reach information 
• Accurate and expected titles for pages, buttons, etc. should be used 
• Links, buttons, etc. should be spaced to allow for easy clickability  

Our usability testing also provided unique findings, specific for an outdoor recreation 
or tourism application for a broad range of users: 

• Many outdoor recreation locations have weak or no wireless signals, and therefore 
users need the ability to download a static or cached version of the application.  

• Options to access weather and a general search feature do not necessarily need to 
be custom made or contained within this type of application, as users often already 
have a preferred resource for this type of information.  

• Environmental conditions, particularly sunlight, need to be considered. Font size 
and contrast should most likely go beyond typical standards to increase readability 
in the environment and also serve a diverse audience.  

• Separate applications should be developed for smartphones and tablet devices in 
order to meet differences in size and user expectations.  
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5 Conclusion 

Researchers created and evaluated a mobile application prototype for the US Army 
Corps of Engineers at two recreation sites in Kentucky with local participants. 
Research-based mobile field testing revealed best practice user interface design 
guidelines especially applicable for mobile recreation applications that require access 
to a large amount of information and diverse audience in outdoor settings.   

The use of multiple methods in usability research, while not unique, is infrequent 
but highly recommended. Particularly, the combination of qualitative and quantitative 
procedures applied to participants in situ enhances the validity of results in contrast to 
single-method evaluations. 
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Abstract. This paper first examines the theoretical underpinnings of a number 
of popular gamification mechanics. Next, it examines the motivational and  
behavioral tendencies displayed by various personality types (based on the 
Myers-Briggs Type Indicator assessment) before attempting to pair them with 
the gamification techniques that most closely map to these tendencies. The spe-
cific gamification techniques were chosen due to their popularity and effective-
ness in commonly used tools and applications, such as productivity tools and 
social games.  The Myers-Briggs Type Indicator was chosen because of its rela-
tive popularity within corporate environments (as compared to other potential  
options, such as the Five Factor Model).  This is seen as beneficial in order to 
facilitate the acceptance and utilization of the research within business-oriented 
settings, such as training programs or consumer applications. 

Keywords: gamification, personality type, MBTI, Meyers-Briggs Type  
Indicator, motivations. 

1 Introduction 

Despite the increasing popularity of the concept of gamification, it seems to be quite a 
polarizing topic. Anyone with an interest in increasing their own performance (or the 
performance of others) may well fall into the pro-gamification side of the argument 
(as is shown by the quantified-self movement or the increasing interest in gamifying 
education). It may be a bit difficult to find fault with those reasons, at least concep-
tually (though a specific implementation is easy to criticize, of course). However, we 
also find huge companies, such as Zynga, building their products (which in Zynga’s 
case, also happen to be games) entirely around various gamification techniques in 
order to elicit the desired behavior from their users. A negative outlook is very  
understandable when people feel like they are the target of someone else’s attempts to 
manipulate them, and gamification has the potential to do that as well.   

One of the more problematic areas of gamification actually lies in the difficulty in 
designing a gamification mechanic to encourage an appropriate outcome. While some 
people may decry the use of manipulative mechanics by massive commercial enter-
prises as unethical, a problem that has the potential to be even more serious is that of 
unintended consequences. Game mechanics can have a very powerful effect on our 
behavior, and even a legitimately well-intentioned gamification attempt can have very 
serious adverse consequences if it incentivizes the wrong behaviors. Consider a  
fitness application that seeks to encourage more exercise among its users. In theory, 
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that sounds like a productive use of gamification, but consider the implications if a 
specific implementation actually encouraged users to race their bicycles at unsafe 
speeds, potentially resulting in tragic consequences. 

The objective of this paper is to present a framework intended to improve the  
gamification efforts of both researchers and practitioners by aligning various gamifi-
cation techniques with the user segments that respond most readily to each. In order to 
accomplish this, the paper will discuss the theoretical underpinnings behind the effec-
tiveness of a number of categories of gamification mechanics. Additionally, similar 
factors must be detailed for each of the personality types.  By making more carefully 
considered choices of the specific mechanics to pursue, hopefully it is possible to 
achieve both a greater effectiveness at eliciting the intended behavior and a reduced 
chance of producing unforeseen negative consequences. 

2 Background 

2.1 Gamification 

In short, gamification is the application of game mechanics to a non-game context 
(though the same techniques are arguably applicable to game-based contexts as well). 
This is typically done in order to encourage (or discourage) certain behavior in a user. 
A simple example might be tracking post counts on an online forum, thus turning  
post counts into a type of pseudo-score, providing more prolific posters with some 
degree of reputation and credibility within the community. Another example is the 
increasingly common addition of badges, or symbols of progression, to various ser-
vices. (While some online services have popularized the notion of badgification, note 
that similar techniques are commonly used in many military organizations, which 
alone should illustrate the power that progression and symbols can have in our lives.) 

Gamification is becoming an essential part of human-computer interaction in any 
area where performance is a concern, and thus, enabling the designers of gamified 
products or tools to improve the performance of their designs could be of great value 
to the field. Despite the best efforts of their respective designers, many current  
implementations of gamification techniques fail to consider the innate tendencies of 
the specific user segments involved. This can cause the efforts to fall short of their 
potential and can even be counter-productive in certain situations. This paper intends 
to provide a framework that can aid in the selection and implementation of various 
gamification mechanics in order to elicit the best possible results based on the perso-
nality types of the users. 

2.2 User Segmentation 

If one were to examine the most popular video games from a variety of different  
gaming platforms and genres, one would be certain to find games that, while each 
individually very popular, have very different audiences.  For example, there is likely 
a minimal overlap between a hardcore, competitive game such as Valve’s Counter-
Strike and the target audience for casual, social games, such as those made by  
the previously mentioned Zynga. Both types of games use mechanics that have very 
powerful effects on their respective users, but the mechanics and their effects are 
often as different as they are powerful. The point is essentially that if you wanted to 
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create a game that caters to a hardcore, competitive audience, you would make a very 
different game than you would make for a casual, social audience. While this seems 
to be well understood in the game industry, it also seems like this distinction often 
gets overlooked by many of the gamification attempts present in today’s products and 
services. Products that are meant to serve a diverse set of users often have a limited 
offering of gamified mechanics which may be effective (and even pleasing) to some 
percentage of the potential users at the expense of being distracting or even actively 
disruptive to others. If anyone attempting a gamified design and implementation 
could segment their users into various categories based on the types of game mechan-
ics that would be most effective (and desirable) by each group, then both the users 
and the product owner would be in a better position. Additionally, if, due to limited 
resources or the desire for a simple solution, only a single mechanic (or some sub-
optimally limited number) were to be used, then it would be reasonable to choose the 
mechanic that would be most effective based on your target group of users. Of course, 
the next issue would be how you could most effectively segment your users. 

2.3 Personality Types 

For many games, an initial jump to the typical demographic breakdowns can be fairly 
effective. However, for products or services that hope to have a broader demographic 
reach than a typical video game, a demographic breakdown may not be sufficient. In 
addition, even among similar demographics, there can obviously be any number of prefe-
rences exhibited among its members. Even though a great many video games end up 
being targeted at the 18-35 year old male demographic, there can still be some amount of 
diverging interest within that group. The method considered here is to segment the users 
by personality type. Though the various personality types may not be fully uniform in 
their distribution, they are likely to be largely independent of factors such as age or gend-
er, which may physically describe a person but tell us little about how that person may 
think or act. In contrast, personality types specifically seek to categorize people based on 
such things as their thoughts, motivations, behaviors, and tendencies. While the myriad 
of various testing methods all have their own specific categorizations, they are all at least 
attempting to sort people into usefully differentiated groups. 

3 Developing a Framework 

3.1 Meyers-Briggs Type Indicator 

As mentioned above, there are many different personality type categorizations that 
this paper could have used. The Meyers-Briggs Type Indicator (MBTI) was chosen 
for this paper largely because of its popularity as a corporate training and develop-
ment tool. While other methods may have a stronger foundation in research, it is ex-
pected that the MBTI’s extensive user-base (more than 10,000 companies and 2,500 
colleges and universities [1]) would enable practitioners to more readily apply the 
suggestions made here in the field, both in industry and in research applications. 

The MBTI, initially developed by Katherine Briggs and Isabel Briggs Meyers, 
built on the earlier work of Carl Jung [2].  The tool has participants rate themselves by 
answering a number of questions which are then evaluated in order to score the partic-
ipant along a continuum in four dimensions.   
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Table 1. The four dimensions of MBTI and their poles [2] 

(E) Extroversion Energy Introversion (I) 
(S) Sensing Perception Intuitive (N) 
(T) Thinking Judgment Feeling (F) 

(J) Judging Orientation Perceiving (P) 
 

Participants are associated with the poles in which they rank highest, giving them a 
four-letter indicator of their personality type.  For example, someone who ranked 
highest in each of the leftmost poles from the table above would be an ESTJ. It should 
be mentioned that it is possible to score extremely high on one pole or just slightly, 
but that isn’t clear from simply looking at the letter indicator. Even though there are 
sixteen different indicator rankings, there are multitudes of different potential out-
comes when the specific points on the dimensions are considered.  This is but one of 
the many reasons that it should never be assumed that all people of a certain type 
exhibit identical thought or behavior patterns. It is certainly possible to behave in a 
different manner than the indicator would predict, and people can potentially  
score differently based on the context (for example, answering the questions as your 
“work-self” instead of your “home-self”). The indicator is simply a starting point  
for examining the potential tendencies of a participant or group of participants. For 
any individual, the results may be considerably less than predictive, but the usefulness 
in user segmentation exists so long as we can make some assumptions about user 
behavior that, on average, tend to be true for the particular segments. 

3.2 Examining the Motivations 

There are a number of ways to interpret the results of the MBTI as applied to an  
individual or group. Participants typically receive information relevant to their specific 
type, and one option is to take each of the sixteen types individually and create motiva-
tional profiles for each. However, depending on the application, that level of complexi-
ty may be unwarranted. In a research or employer/employee setting, it may be possible 
to administer the assessment to each user individually to ascertain the exact makeup of 
the group, but that is likely unfeasible in many settings, especially when the application 
in question is a product or service. Also, even where individual testing may be a  
possibility, it may be more resource-intensive than would be preferred. 

There are a number of ways to narrow the field of choices to a more manageable 
level. It could be possible that the potential user-base has a higher than typical con-
centration of a specific type or group of types.  For example, one study [3] found that, 
among software engineers, certain types, dimensions, and pairs of dimensions were 
significantly over or underrepresented compared to the distribution for all US adults. 
For specific types, INTJ was the most over-represented type, at 3.4 times the frequen-
cy of the general population, though still only making up 7% of the sample. For the 
pairs of dimensions, it found that Intuitive Thinkers (NT) was the most  
over-represented, making up 26% of the sample but only about 10% of the general  
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population, and for individual dimensions, Thinkers (T) made up 81% of the sample 
while only constituting about 40% of the general population. To keep things quite 
simple, focusing on techniques that would be most effective for Thinkers would seem 
to be a sound strategy in the software engineering field, while looking at the data for 
the general population might lead to the opposite conclusion. 

Table 2. Selected dimensional tendencies [4] 

Extroverts: 
• Talk more than listen 
• Think out loud 
• Act, then think 
• Like to be around others 
• Prefer to do many things simulta-

neously 
• Be attuned to their external environment
• Learn best through doing or discussing

Introverts: 
• Listen more than talk 
• Think inside their head 
• Think, then act 
• Feel comfortable being alone 
• Prefer to focus on one thing at a time 
• Not take action 
• Be attuned to their inner world 
• Prefer to communicate in writing 

Sensors: 
• Focus on details and specifics 
• Admire practical solutions 
• Notice details and remember facts 
• Live in the here-and-now 
• Trust actual experiences 
• Like step-by-step instructions 
• Work at a steady pace 

Intuitives: 
• Focus on the big picture and possibil-

ities 
• Admire creative ideas 
• Notice things that are new or different 
• Trust their instincts 
• Prefer to learn new skills 
• Like to figure things out for themselves 
• Work in bursts of energy 

Thinkers: 
• Make decisions based on logic and 

evidence 
• Be direct 
• Appear to be reserved 
• Be convinced by rational arguments 
• Value honesty and fairness 
• Take few things personally 
• Be motivated by achievement 

Feelers: 
• Make decisions based on their values 

and feelings 
• Appear to be friendly 
• Be convinced by how they feel 
• Be tactful 
• Value harmony and compassion 
• Take things personally 
• Compliment others 

Judgers: 
• Make decisions easily 
• Pay attention to time 
• Finish projects 
• Work first and play later 
• See the need for rules 
• Make a plan and stick to it 
• Find comfort in schedules 

Perceivers: 
• Have difficulty making decisions 
• Be less aware of time 
• Start projects 
• Play first, work later 
• Keep their options open 
• Question the need for many rules 
• Keep plans flexible 
• Be spontaneous 
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Another way to segment MBTI users is in quadrants based on certain pairings of 
the dimensions. One common pairing consists of the 2nd and 3rd dimensions, what 
Pearman and Albritton call the Cognitive Core [2]. The combinations of these pair-
ings, makes up the four quadrants, ST, NT, SF, and NF. 

Table 3. Cognitive Core tendencies [2] 

Sensing with Thinking (ST): 
• Tough-minded 
• Reasonable 
• Matter-of-fact 
• Practical 
• Verifies facts – weighs, measures 
• Orderly 
• Self-controlled 
• Internally consistent 

Intuition with Thinking (NT): 
• Psychologically minded 
• Ingenious 
• Analytical 
• Focuses on theoretical relationships 
• Likes autonomy 
• Has defined interests 
• Pride of objectivity 
• Methodically attentive to theory 

Sensing with Feeling (SF): 
• Factually oriented 
• Gentle and modest 
• Seeks to meet needs 
• Expresses personal warmth 
• Seen as compassionate 
• Responsible 
• Conscientious 
• Focuses on things concretely af-

fecting others 

Intuition with Feeling (NF): 
• Tender minded 
• Enthusiastic 
• Insightful 
• Seeks new projects, complexity 
• Identifies symbolic and theoretical 

relationships 
• Aesthetic 
• Inventive, non-conforming 
• Unconventional thought process 

3.3 Choosing the Mechanics 

Once a specific user segment is chosen, an attempt to design a gamification implemen-
tation catered specifically to that segment’s tendencies and preferences could be  
engineered. This can be done by considering the motivations behind the effects that 
each game mechanic has on its users. These mechanics often have, at their root, some 
aspect that triggers the effect because of a cognitive bias or behavioral quirk, such as 
intermittent reinforcement schedules, commitment/consistency, and intrinsic focus 
maintenance. We can also look to a number of topics in behavioral economics to build 
an understanding of the motivations behind certain game mechanics, such as loss aver-
sion and sunk costs. Historically, the designers creating these mechanics likely weren’t 
formally considering these theories when using the mechanics (though they may have 
had an instinctive notion of the effects), but they have evolved over time, with design-
ers keeping the mechanics that proved effective, regardless of the reasons. Included 
here are the results at an attempt to translate the tendencies listed above for each of the 
MBTI dimension poles into motivations or preferences relevant to game mechanics, 
and then, based on this translation, a number of game mechanics are suggested that 
could be especially appealing to the users associated with that dimension pole. 
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Table 4. Suggested game-related tendencies and corresponding mechanics 

Extroverts: 
• Robust communication channels 
• Social play 
• Multiple objectives 
• Identity 
• Quickly accessible 

Extrovert Mechanics: 
• Voice or face-to-face interaction 
• Multiplayer (competitive or coopera-

tive) 
• Opportunities to multitask (arcade-

style engagement) 
• Avatar customization 
• Quick/intuitive play 

Introverts: 
• Limited communication channels 
• Solo play 
• Focused objectives 
• Things to ponder or consider 
• Deep, complex content 

Introvert Mechanics: 
• Text chat, or no interaction 
• Single-player 
• Clearly identified goal to pursue 
• Story arcs/lore 
• Deep rule sets with optimization op-

portunities 
Sensors: 

• Limited choices 
• Managing data 
• Dealing with immediate issues 
• Specific processes 
• Linear progression toward objectives

Sensor Mechanics: 
• Few but meaningful choices 
• Resource management 
• Real-time challenges 
• Repeatable sequences of events 
• Gradually “grindable” progression 

Intuitives: 
• Variety of choices 
• Mystery, discovery 
• Conceptual coherence 
• Customization of progression 
• Irregular play sessions 

Intuitive Mechanics: 
• Open-ended or branching decisions 
• Plot-twists, exploration 
• The context must make sense 
• Enable progression along multiple 

paths, and horizontal progression 
• Infrequent but long sessions should 

be rewarding 
Thinkers: 

• Mental challenges 
• Open to competition, if fair 
• Status building 
• Progression 

Thinker Mechanics: 
• Puzzles to solve 
• Sports, contests, etc. 
• Awards/badges, public ranks/titles 
• Leveling up, objective chains 

Feelers: 
• Social challenges 
• Cooperative activities 
• Diplomacy 

Feeler Mechanics: 
• Situations to deal with/figure out 
• Caretaking/support roles  
• Negotiation, political activities 
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Table 4. (Continued.) 
 

Judgers: 
• Exercising control 
• Urgency 
• Completionists 
• Complexity 
• Planning 
• Work towards a reward 

Judger Mechanics: 
• Numerous decisions to make 
• Timers and deadlines 
• Collections, progress tracking 
• Deep, unintuitive rule sets 
• Min/maxing opportunities 
• Long, difficult progression 

Perceivers: 
• Freedom 
• Unbounded play 
• Try a bit of many things 
• Simplicity 
• Surprise/delight 
• The game is the reward 

Perceiver Mechanics: 
• Sandbox style play 
• No restrictions/penalties 
• Variety of activities 
• Simple rules (if any) 
• Unexpected events, “Easter eggs” 
• The mechanics themselves should 

create enjoyment, not as a means to 
an end 

4 Conclusion 

4.1 Implications 

The end result of this paper is a simple framework, made up of a number of tenden-
cies and accompanying mechanic suggestions that any researcher or practitioner can 
use to potentially improve their gamification attempts by selecting the mechanics that 
most closely match the motivational and behavioral tendencies of their specific users. 
To achieve the greatest improvement possible, the gamification designers would like-
ly need to specifically test their users for personality types, which should be possible 
in a research setting though admittedly more difficult in a commercial endeavor. 
However, if the target market of a commercial gamification attempt is focused 
enough, it should be possible to make reasonable assumptions about the users within 
that market. 

4.2 Future Work 

Future work would likely benefit from expanding the research with different methods 
of user segmentation to allow for more focused targeting options.  Additionally, con-
ducting experiments to measure the effect of various gamification techniques on user 
segments based on personality types could be incredibly valuable in order to help 
quantify the theoretical differences asserted by this paper.  A first step in this direction 
could be to test a single game mechanic on a population of known personality types, 
attempting to verify if it has more of an effect on some types than others.  This could 
eventually be expanded to include most major game mechanics, providing what 
would essentially be a codification of game mechanic effectiveness. 
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Abstract. This research is part of an ongoing study of the usefulness of avatar-
based collaborative environments in comparison to software platforms that  
mostly utilize audio and video in two dimensional settings like those used in 
GoToMeeting/Traning. Second Life is explored as a viable option for avatar-
based collaborative teams and other telework. This research investigated a poten-
tial relationship between engagement, in terms of leader-member exchange and 
team interaction in software platforms that utilized an avatar-based collaborative  
environment in relation to one that did not. This initial pilot study examining 
feedback gathered from user experience of engagement and leader-member ex-
changes is used to develop insight into the proper instrument selection that will 
be utilized to conduct a larger quantitative study. A mixed methods approach 
consisting of inquiry from past instruments that measure engagement (Gajendra 
et al., 2012), satisfaction (Camman et al., 1998), social presence within a virtual 
environment (Witmer & Singer, 1998) and the technology acceptance model 
(TAM)(Shroff, Deneen, & Ng, 2011) is used.  The findings suggest that avatar-
based environments may impact leader-member exchange through increased en-
gagement. 

Keywords: 3D web and virtual worlds, Computer-supported collaboration, 
Gamification in business, Ubiquitous commerce. 

1 Introduction 

There is research that suggests there is a large population of Chinese citizens that are 
very fond of (information technology) IT and SNSs and are seeking to maximize inte-
gration potential for business collaboration. Clark, Nooruddin, and Zhang (2012) 
write that No-one loves social media like the Chinese. In fact, research firm Forrester 
has dubbed them ''hypersocial''. 

China controls close to a tenth of the online/virtual game global market, which 
makes China the third largest market in the world, and second only to South Korea in 
Asia (South Korea has 32%): the United States has about 21% and all of Europe com-
bined only represents 23% of the market (Yue & Stuart, 2009). The growth implica-
tion are huge not only for game designers and social networking applications, but also 
for any business that can successful bridge their business experience with this “hyper-
social” love for gaming. There is no doubt China will be the strongest consumer of 
innovative use of avatar-based game-like collaborative products for the foreseeable 
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future. It is strategic for businesses looking to conduct business in China to create 
customer interactions that include social media and engaging avatar  
mediums that cater to the sense of play consistent with a video game. 

Schackman (2010) discusses the implications for India and the engaged use of  
avatars in Second Life (Linden Lab, 2011). His discourse includes that India is the 
second most populated country in the world, and also has one of the top five GDP’s in 
the world as well. 

1.1 The Virtual Landscape  

In order to maximize organizations ability to quickly become the next globally integrated 
enterprise (GIE), leaders need to understand how these evolving environments work  
in order to maximize their resources and stay competitive in a world where organizations 
are beginning with becoming “global” in mind (Cateora, Gilley, & Graham, 2011;  
White & Rosimilia, 2010). Research by top Stanford communication professor and vir-
tual reality researcher, Dr. Jeremy Bailenson explains that “The brain often fails to diffe-
rentiate between virtual experiences and real ones.  The patterns of neurons that fire 
when one watches a three-dimensional re-creation of a supermodel, such as Giselle or 
Fabio, are very similar-if not identical- to those that fire in the actual presence of the 
models” (Bailenson & Blascovich, 2011, p. 1). That suggests that there is a blur between 
things that are virtually there and those things that are real.  This blurred distinction  
between the “real” and the virtual explains the expansion of the study of virtual environ-
ments into the disciplines of leadership and business due to the increased frequency. 
Computer-mediated collaborative work environments, telework, geographically  
dispersed teams, and computer-mediated communication among workers that are  
geographically collocated is prominent in global business practice, and understanding 
what keeps these virtual workers engaged is critical (Richardson, 2013).  

Leaders must remain flexible while planning for the integrations of technological 
advances that innovative software and mobile applications are demanding in the glo-
balized world. Global leaders must utilize strategy in combination with research, de-
velopment, knowledge management and information management to ensure they are 
moving at the speed of technology to adjust for a rapidly shrinking global market.  
Critical concerns in maximizing the impact of global leaders’ efforts in managing 
geographically dispersed teams are managing the intersection of digital technology, 
and culture with globalization. 

1.2 Technology Advancing 

Digitally-based technologies are the most important driving force behind the contin-
ued interconnectedness of people as they transition into a true global village (Bartlett 
& Beamish, 2011). Digital-based technologies are leading businesses to operate and 
explore the virtual global market that is quickly becoming the hideaway of choice for 
consumers disenchanted with the typical shopping experience that involves travel, 
lines and time that could be dedicated to other home-based responsibilities resulting 
in nothing less than  a “virtual Diaspora” (Schackman, 2010). The consequences of 
this Diaspora, is the evolution of a new way of communicating and connecting. 
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2 Team Member Interaction 

Communication scholars have compartmentalized  NVC into nine distinct categories;  
i.e. kinesics, more commonly referred to as body language; physical appearance; 
chronemics, or communication through time; proxemics, or communication using 
space; paralanguage, communication through tone of voice; artifacts, communication 
by physical objects; haptics, communication through touch; facial expressions;  olfac-
tics, communication by means of smells; and oculesics, more commonly referred to as 
eye contact (Richmond, McCroskey, & Hickson, 2008).  An informed understanding 
of virtuality and an effective use of computer-mediated communication through the 
use of avatar-based platforms will allow leaders to maximize confidence, control of 
virtual outcomes and decision-making (Nardon & Aten, 2012). 

Virtual teams are not traditional face-to-face teams over technology (Nicholson, 
Sarker, Sarker, & Valacich, 2007).  Many of the same problems that affect face-to-
face teams persist on virtual ones; specifically poor communication and trouble with 
decision-making.  The newer avatar based software systems could allow for more 
specific interpersonal communication, but without solutions to some of the other lea-
dership and planning problems they could be easier to criticize (Cash-Baskett, 2011).  
Bad agenda and planning problems, as a result of poor leadership execution, could 
just expedite and magnify the recognition of frustration and disapproval by team 
members and create more conflict within the group.  Thorough research conducted on 
current business oriented systems could provide more insight into whether or not 
problems are more a result of poor virtual leadership or lack of understanding of the 
use of progressive medium (Bosch-Sijtsema & Sivunen, 2013).  Also, seeking face-
to-face solutions to virtual problems could prove challenging and ineffective.  The use 
of avatars should be researched 

2.1 Effective Communication 

There is something intrinsic about the way that the human experience facilitates the 
development of trust and closeness (Lohle, 2012). Communication theorists believe 
that closeness is developed through interpersonal communication, which covers theo-
ries based around the reduction of uncertainty, social construction, social information 
processing and shared contexts based around narrative (Griffin, 2009; Mehrabian, 
2008; Poole & Hollingshead, 2005). Also, Mehrabian (2008) has researched that be-
tween 65 and 93 percent, of communicative depth comes from nonverbal richness. 
Avatars provide one of the easiest ways to increase communicative effectiveness and 
develop human interaction skills that will take virtual participants to higher levels of 
meaningful interaction (Gillath, McCall, Shaver, & Blascovich, 2008). These trends 
collectively suggest that there is merit in studying the effective use of avatars in de-
veloping strategies pertinent to the future of global leadership and management. 

2.2 Virtual Worlds Enhance Nonverbal Communication 

The patterns of neurons that fire when one watches a three-dimensional re-creation of 
a supermodel, such as Giselle or Fabio, are very similar-if not identical- to those that 
fire in the actual presence of the models” (Blascovich & Bailenson, 2011, p. 1). This 
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implies that there is a blur between that which is virtually there and that which is real. 
Increases of virtual work and the distribution of work load to virtual team members 
geographically separated, of increasing amounts of distance, leaves team members 
feeling disassociated and unhappy due to stress, time management and a missing 
component of attachment (Bosch-Sijtsema, Fruchter, Vartiainen, & Ruohomäki, 
2011). The focus behind using virtual world environments for virtual team workplac-
es is that the simulation of the actual world may allow virtual workers to identify with 
the shared context and themselves in the form of a three dimensional (3D) graphical 
representation or human simulation of an actual person; often referred to as avatars 
(Yee & Bailenson, 2009). This mixed methods research study proposal is primarily 
concerned with how individual members of global virtual teams experience different 
degrees of engagement when interacting in 3D virtual collaborative environments 
versus when they interact in audio and video meeting software/programs through the 
understanding of a shared context within a social constructivist’s understanding of 
semiotic and symbolic interaction (Johansen & Larsen, 2002)  

2.3 Global Leadership  

Global leaders are often found in working in groups over large divides of geography 
with virtual workers in environments dominated by audio and email (Cash-Baskett, 
2011; Meyer, 2010). Those teams speak of virtuality as if it were all or nothing.  
Research explains that organizations have varying levels of virtuality (Mihhailova, 
Oun, & Turk, 2009), but there is a need for additional research that can support 
whether more money should be invested in the development and continued use of 
virtual worlds as vehicles for distributed work. “According to KZERO, a consulting 
company focusing on virtual worlds and virtual goods, the total market for virtual 
items created and exchanged between users was worth around 5 billion USD in June 
2010 and the value is expected to more than double within the next two years. The 
Asian market is the largest with around USD 3.8 billion being generated in 2009 
(OECD, 2011, p. 14) Global business leaders should recognize that Asian markets are 
not the only global regions interested in the continued development and investment of 
virtual worlds. European countries are conducting business research and information 
gathering in virtual environments (Atlas & Putterman, 2011).   According to one of 
the leading providers of business information on technology information gathering, 
the French market research firm Repères, the cost for a qualitative focus group within 
a virtual setting is about 33% lower, and quantitative surveys can be conducted at half 
the cost of a comparable real life project (Kaplan & Haenlein, 2009). The investment 
of large sums of money could be indicative of the type of returns foreign countries 
plan to receive, which would make these very expensive “games.” 

2.4 Global Leaders and Technology 

Clark Aldrich (2009) makes his call to action clear. The Complete Guide to Simula-
tions and Serious Games is “nothing less than a manifesto intended to overthrow the 
intellectual legacy of civilization to date” (p.iv).  Aldrich is signaling the end of the 
age of Gutenberg, a time of great learning, no doubt, but of linear learning—learning 
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“how to know” rather than “how to do” or “how to be” in a complex, interactive 
world. Why should you care? If you are an education reformer, Aldrich’s revolution 
could transform the way we learn. If you are a CEO, this is the way the next genera-
tion will want to be addressed. And if you are an entrepreneur, the intersection of 
serious games and simulations may signal one of the greatest investment opportunities 
in a generation” (Aldrich, 2009, p. xxi). 

2.5 Leadership and Technology 

The existing research on virtual teams focuses on the roles of leaders, and the emer-
gence of leadership as an important factor to the success of virtual teams. Leadership 
has traditionally been conceptualized as an individual-level skill. Review of global 
leadership theory covers individual traits, behaviors, opinions and self-efficacy (Jex & 
Britt, 2008; Osland, 2008; Yukl, 2010). However, recent research speaks to the shared 
aspects of leadership and how they are more playful and innovative than traditional 
interpretations of leadership phenomenon (Hoch, 2013; Kark, 2011). There is a call 
for action to investigate technologies that advance social context within groups using 
innovative technologies.  

There are many businesses that have worked or are currently in avatar-based colla-
borative environments like Second Life or other similar virtual worlds, like Learning 
Immersive Virtual Environments (LIVE), that are exploring the usefulness of avatar-
based collaborative environments. Research suggests that there are significant advan-
tages and increased engagement from the teams that use avatar-based virtual collabor-
ative environments for innovative work and prototype creation (OECD, 2011). A 
mixed methods study of how present education, business, IT professional experts and 
future employees would give new direction to research and development sections of 
new technologies interested in using virtual worlds for virtual/dislocated teams, while 
simultaneously providing them strategic environments that gives them every opportu-
nity to succeed, save money, stay engaged and communicate as clearly as possible 
(Boughzala, de Vreede, & Limayem, 2012; OECD, 2011). 

3 Research Rationale 

The research for this study explores the viability of theories that support in-creased 
interest and engagement of workers in these worlds are true or not. If they are found to 
be unsupported, then researchers can spend more time developing other methods of 
virtual team interaction that is not focused around the graphic heavy conception of a 
virtual environment. If the theories are supported then that would provide research and 
development a vector towards improving these environments for more effective use. 
The next step of research could be to provide insight into useful strategies for global 
leaders of virtual teams to employ when working with foreign nationals in foreign 
countries. The business, professional and educational institutions would be able to 
create a more uniform program with true unilateral continuity and uniformity and more 
intuitive controls for computer users not so skilled with the virtual world technologies 
that presently exist. The research would be used by industry and businesses that  
could produce software that could be purchased by university officials and then use it 
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to provide better education for the evolving job market and future employees. There 
are over 150 universities with a presence in Second Life and over 80 with their own 
island in Second Life (OECD, 2011). The proposed research will prove invaluable to 
the planning and development of those institutions. It is in the best interest of contin-
ued education and instructional design that universities and business build more soli-
darity on the most effective ways to use the virtual world and cyberspace for the pur-
pose of advancing global cooperation and intercultural understanding. 

3.1 Leadership Constructs to Be Evaluated 

This mixed methods research study proposal is primarily concerned with how indi-
vidual members of global virtual teams experience different degrees of engagement 
when interacting in 3D virtual collaborative environments versus when they interact 
in audio and video meeting software/programs through the understanding of a shared 
context within a social constructivist’s understanding of semiotic and symbolic inte-
raction (Griffin, 2009).  Other interests include the manifestation of shared leadership 
within avatar-based virtual environments, leader/team member cross-cultural commu-
nicative exchange, if individual member engagement is altered through the use of 
avatar-based virtual environments used for virtual team collaboration in the pursuit of 
achieving team goals, and if using these environments bring significant value to the 
efforts of the leaders of global/virtual teams with distributed workloads? Ultimately, 
this research will provide much needed insight into the possibility of using avatar-
based collaborative environments to understand individual engagement and contribu-
tion to global virtual teams. 

3.2 Research Questions 

The specific Research questions for this research are: 

1. Do individual members of global virtual teams experience different levels of en-
gagement when interacting in 3D virtual collaborative environments versus when 
they interact in audio and video meeting software?  

2. Can global leaders use avatar-based simulations in professional virtual worlds as a 
leadership tool for knowledge workers?  

3. How do simulations within virtual worlds support global and professional commu-
nication in a virtual/geographically distributed context?  

4. How does the environment that knowledge work takes place in, both physically 
and virtually, affect distributed work? 

This research could lead to measures that could be validated in terms of effectiveness 
through the use tools that are created from past instruments that measure engagement 
(Gajendra et al., 2012), satisfaction (Camman et al., 1998), and social presence within a 
virtual environment (Witmer & Singer, 1998). The lack of validated instruments  
that properly measure the virtual team and leadership experience exclusively would limit 
the effects of the groups experience as it would only be described in relating terms that 
did not capture the effect of the specific experiences of the participants  
as it is capture in time and dynamic occurrence. However, current research (Shroff,  
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Deneen, & Ng, 2011) has focused on “the technology acceptance model (TAM) because 
the research seeks to understand the relationship between perceptions (such as perceived 
usefulness and perceived ease of use of technologies) and usage behavior” (p. 601). 

4 Pilot Study 

A pilot study was conducted with undergraduate college freshman students randomly 
selected to participate in either the control (GoToMeeting) or the avatar-based (Second 
Life) environment first before they switch to the other. The participants had no expe-
rience with either Second Life or GoToMeeting.  Instructors recommended students to 
the study that did not have experience in either platform. A list of participants was 
determined and then randomly arranged. A randomly selected student was assigned the 
role of the group leader.  There were 8 teams of four to six individuals on each team. 
Four of the teams started with Second Life and four started with GoToMeet-
ing/Training. Then when both groups completed the experiment, they were inter-
viewed.  For the purposes of the experiment the GoToMeeting groups represented 
more traditional teleconferencing software because it has audio, video and screen-
sharing capabilities as well as text and private text. The participants were from several 
different countries and background and brought a substantial amount of credibility to 
the weight of the results as there wer(Van Pelt, 2009)e cross-cultural implications with 
the findings. The participants were separated before they have a chance to interact with 
each other in group work or with one another in any other virtual setting. The partici-
pants were diverse with nationalities ranging from China, USA, Cameroon, Venezuela, 
Bermuda, Singapore, Colombia and Russia. The teams simulated virtual work in these 
environments by being separated and then completing assigned tasks that represented 
the type of work typical in virtual team settings like collaboration, negotiation and 
problem solving (Davis, Murphy, Owens, Khazanchi, & Zigurs, 2009; Van Pelt, 2009). 

5 Findings 

The feelings were mixed and the order did not change the fact that members of both 
of the groups felt more engaged when they were in Second Life than they reported 
when they were in GoToMeeting/Training.  The groups that felt stronger affinity and 
connection with the leader of the group also reported higher levels of engagement.  

5.1 The Second Life Starters 

The teams that started with Second Life first and then switched to GoToMeet-
ing/Training Second reported higher levels of affinity towards the leader of the groups 
in both environments. The groups who started with Second Life first seemed to  
describe GoToMeeting/Training with less enthusiasm. The participants explained that 
the initial experience was overwhelming and that feeling made it difficult to focus on 
the tasks. The group also explained that it became easier to focus on the tasks as the 
time went on. The group that started with Second Life first explained that they had a 
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better sense of where the other team members were located and that made it easier to 
associate names with voices than when they later interacted in GoToMeeting/Training.  

5.2 The GoToMeeting/Training Starters 

The teams that started with GoToMeeting/Training reported that it was much easier to 
get started on tasks and process with team communication because they were not 
overwhelmed with heavy technological skill requirements that became instantly ap-
parent after they switched to Second Life. These teams also reported that the members 
would often disconnect from each other to work on separate computing endeavors 
even though they were all in the same virtual place. The teams that started with Go-
ToMeeting/Training also reported that it was not as disrupting to not have a headset 
and microphone in GoToMeeting/Training unlike Second Life where it was very chal-
lenging to prevent audio overlap and redundancy of communicative efforts. 

5.3 Miscellaneous Findings 

A strong majority of the participants, regardless of which medium they started with, 
expressed that it was difficult for them to think of GoToMeeting/Training as an actual 
environment. The two-dimensional nature of if seemed more like an accessory, but 
operating in Second Life seemed more like an interaction.  

6 Discussion 

These introductory findings have fashioned an underpinning for the completion of addi-
tional, and significantly larger quantitative research study that is being conducted to  
investigate the relationship between leader-member exchange, engagement and comput-
er-mediated platforms that serve as virtual environments for virtual teams. The projected 
route for this research includes the different levels of engagement experienced by leaders 
and team members as experienced in different virtual circumstances and different  
reported levels of leader-member exchange. There are indications made buy this prelimi-
nary work that would suggest some answers to the research questions. 
 
Do reported levels of engagement differ between teams interacting in 3D virtual 
collaborative environments compared to audio and video meeting software? 
The interviews of the participants are indicative of individuals who are more involved 
with sharing the Second Life experience. Those participants have longer and more de-
tailed responses to questions. There was a broad array of engagement levels reported, but 
they were mostly more supportive of continued use and exploration of the use of Second 
Life as a place for meaningful collaboration. Comments like: The interaction that I had 
with one of the members in my group was very engaging. It definitely broke some com-
munication boundaries between us even though we were in an online environment and I 
liked the use of second life because you have a visual indicator of the guys on your team. 
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Can global leaders use avatar-based simulations in professional virtual worlds as 
a leadership tool for knowledge workers? 
The leadership qualities of the participants were not readily available. The emergence 
of leaders in many situations is not always scripted and leaders with many different 
levels of knowledge, experience and formal training can emerge as leaders. These 
findings suggest that leaders of engaged virtual teams can use an avatar-based simu-
lated worlds, like Second Life, to keep workers engaged and inclined to communicate 
more effectively with the leadership.  

How do simulations within virtual worlds support global and professional com-
munication in a virtual/geographically distributed context? 
The participants of this research reported higher levels of exchange, engagement and 
leader-member exchanged. The participants did not put as much pressure on the lead-
er when they were operating inside of Second Life as compared to when they were 
operating in GoToMeeting/Training. The research would suggest that the heightened 
sense of the individual’s awareness of both themselves and the other team members 
made for more meaningful communication engagement and interaction.  

How does the environment that knowledge work takes place in, both physically 
and virtually, affect distributed work? 
The research addressed an interesting aspect to what exactly an environment is and 
what it means to team members to be in an “environment” or not. Some of the partici-
pants did not recognize GoToMeeting/Training as an environment and discussed it as 
if it were like using a telephone. The findings could support that maybe environments 
are places were meaningful rapport is built and tools are more processing information 
and solving problems. 

7 Future Research Implications  

The research conducted here suggests that there are many different components to 
understanding team communication and nonverbal interaction. The findings suggest 
that a study with more teams provide quantitative data that can provide clarity about 
the qualitative results. Would instruments that gage the relationships and levels of 
engagement experiences by virtual team members support what was observed with this 
pilot? More research should be conducted on the effects of avatars on team collabora-
tion not only in terms of engagement, but in relation to the appearance of the avatars 
used. In Second Life the users have the option to not only be humanoid in appearance, 
but they can also be animals and fictitious characters like vampires and vehicles.  

8 Conclusions 

The results of this study and the continued research being conducted can be joined to 
question the practicability and maximization of the utilization of avatar-based collabora-
tive environments for the purposes of meaningful virtual team building and telework 
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(Boughzala et al., 2012; Lohle, 2012)  The next phase of the research into the differenc-
es between avatar-based collaborative environments and audio/video environments like 
GoToMeeting/Training is a larger scaled study that will include more small teams of 
international participants across the globe. The researcher will limit the use of having 
both groups of teams switch mediums and only have users report on experiencing the 
first medium. The quantitative measures will include the Pearson correlation to deter-
mine relationships between engagement and leader-member exchange. 
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Abstract. We synthesized the literature on gamification of education by  
conducting a review of the literature on gamification in the educational and 
learning context. Based on our review, we identified several game design ele-
ments that are used in education. These game design elements include points, 
levels/stages, badges, leaderboards, prizes, progress bars, storyline, and feed-
back. We provided examples from the literature to illustrate the application of 
gamification in the educational context. 

Keywords: Gamification, Game design elements, Education, Learning. 

1 Introduction 

Gamification refers to the application of game design elements to non-game activities 
and has been applied to a variety of contexts including education [1]. Various ele-
ments have been used in gamification to increase user engagement. Examples of these 
elements include points, badges, leaderboards, and storyline [2]. Educational institu-
tions are interested in gamification of education, where educators create gamified 
learning environments to enhance learner engagement and improve learning outcomes 
[3-5]. Given the potential of gamification of education, we are interested in identify-
ing game design elements that have been used to gamify education as well as the  
impact on learner outcomes. Hence, in this paper, we review the literature on gamifi-
cation of education and report our synthesis of the findings from the literature. 

2 Review of Literature 

We carried out a review of the literature on gamification in the educational and learn-
ing contexts. Various design elements for gamification of education are discussed in 
these papers along with their impact on the learners, which we referred to as learner 
outcomes. Table 1 provides a summary of the review. 

                                                           
* Corresponding author. 



402 F. F.-H. Nah et al. 

 

Table 1. Summary of Literature Review 

Reference Design Elements for Gamification Learner Outcome(s) 

Barata et al. 
(2013) 

Experience points, Levels, Leader-
boards, Challenges, Badges 

Engagement, Participation 

Berkling & 
Thomas 
(2013) 

Levels, Progress bars, Points, Im-
mediate feedback, Leaderboards, 
Peer interaction and collaboration 

 
 

Betts et al. 
(2013) 

Experience points, Levels, Freedom 
to choose difficulty level 

 
 

Brewer et al. 
(2013) 

Points, Prizes Motivation 

de Freitas & 
de Freitas 
(2013)  

Experience points, Levels, In-game 
rewards 

Engagement, Enjoyment 

Eleftheria et al. 
(2013) 

Onboarding, Points, Levels, Badges, 
Challenges, Replay or do over, Un-
lockable content, Customization 

Engagement, Enjoyment, 
Productive learning expe-
rience 

Gibson et al. 
(2013) 

Badges Motivation, Engagement, 
Sense of achievement, 
Status  

Goehle (2013) Levels, Experience points, 
Achievement 

Engagement, Sense of 
accomplishment 

Kapp (2012) Storytelling, Feedback Engagement 

Kumar & 
Khurana 
(2012) 

Levels, Stages, Points, Badges Engagement 

O’Donovan  
et al. (2013) 

Storyline, Visual elements, Goals, 
Rewards - Points, Progress bars, 
Badges, Leaderboard 

Engagement, Performance 
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Table 1. (Continued.) 
 

Raymer 
(2013) 

Frequent feedback, Progress bars, 
Rewards, Character upgrades, Peer 
motivation 

Engagement 

Santos et al. 
(2013) 

Badges Achievement, Engagement, 
Motivation, Recognition 

Todor & Pitic 
(2013) 

Avatar, Feedback, Points, Badges, 
Rewards 

Interest in course 

Villagrasa & 
Duran (2013) 

Storyline, Scoreboard Engagement, Motivation 

 
Barata et al. [6] gamified a course in Information Systems and Computer Engineer-

ing by introducing multiple game design elements into the course design, including 
experience points, levels, leaderboards, challenges, and badges. The results suggest 
that the gamified course led to greater student engagement and participation in online 
course activities based on the number of downloads of the lecture slides and number 
of online posts (e.g., online discussions of class materials and online queries related to 
course content). The gamified approach also had a positive influence on lecture atten-
dance. However, gamification did not significantly improve student grades. 

Berkling and Thomas [7] introduced a gamification platform that was used to teach 
a course in Software Engineering. A web-based learning platform that contained 
game dynamics, such as status, achievements, competition, altruism, and game ele-
ments, such as points, levels, progress, immediate feedback and leaderboards, were 
introduced to students to learn the course. A survey was administered to the students 
to understand the effectiveness of the new teaching method. The results revealed that 
students were generally not interested in such a gamified environment because they 
did not find it helpful. Berkling and Thomas [7] noted that students who underwent a 
traditional classroom style of education for more than 12 years did not automatically 
get enticed to the new ways of learning. 

Betts et al. [8] described a gamified web-based collaborative learning tool called 
Curatr (www.curatr.co.uk) that was used in an online course. Game design elements 
such as experience points, levels, and freedom to choose difficulty level were used. 
The results show that the number of experience points earned was correlated with 
assignment scores. There was also a correlation between the level of participation and 
the overall scores. However, those who received the highest overall scores did not 
have the most experience points, whereas those who received the lowest overall 
scores had the lowest experience points. Hence, the authors suggest that quality or 
performance may not be reflected by experience points. Instead, educators may use a 
minimum participation threshold for assessment of effort that can be integrated into 
the final grades. 

Brewer et al. [9] conducted a lab experiment to assess the effect of gamification on 
children. To address the problem of lack of motivation among children, the authors 
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introduced the scoring system and the prize system into the experimental tasks. The 
result indicates that the task completion rate increased from 73% to 97% with the 
gamified systems. Hence, gamification helped to increase the motivation of children 
in task completion. 

de Freitas and de Freitas [10] applied the concept of gamification into a system 
called “Classroom Live” which was used in a computer science class for undergra-
duate students. The authors took into account various game design elements including 
experience points, levels, and in-game rewards. The learning experience of the stu-
dents was more enjoyable while students’ engagement was also enhanced. 

Eleftheria et al. [11] proposed using augmented reality and gamification techniques 
to design a gamified augmented reality book for learning science. By using aug-
mented reality, a book can provide 3D simulations of science experiments to increase 
student understanding of the concepts. To enhance motivation and engagement of the 
students, game design elements such as onboarding, points, levels, badges, chal-
lenges, replay or do over, unlockable content, and customization were applied. The 
objective of gamification was to create an alternative method to make the learning 
experience more engaging, enjoyable and productive. 

Gibson et al. [12] explained that badges, when used with points and leaderboards, can 
be a powerful means of creating competitions and signaling goal attainment, achieve-
ment, and status. Badges can also motivate learners to improve their performance 
through higher engagement, greater skill acquisition, and time spent on learning.  

Goehle [13] implemented two video game mechanics, i.e., leveling/experience 
points system and achievement system, into a web-based homework program called 
WebWork. By comparing the final levels and achievements of the students, it was 
found that most students with high scores on their homework also received high 
achievement scores, indicating that their high engagement levels could be attributed 
to the achievement system. The results also suggest that the implementation of the 
leveling/experience points system and achievement system heightened the sense of 
accomplishment of the students. 

Kapp [14] indicated that gamification can increase learner engagement in the learn-
ing process. Game design elements such as storytelling and feedback were discussed. 
Storytelling refers to the narrative of the game which can be used to sustain learners’ 
interest and engagement. The frequency, intensity, and immediacy of feedback are 
also important for sustaining engagement throughout the learning process. Kapp [14] 
also noted that the balance between learning and gameplay is a key success factor for 
a gamified educational project. 

Kumar and Khurana [15] found that students did not show much interest in  
learning programming languages, such as C and C++, in the traditional method of 
classroom teaching.  Students were, however, interested in a gamified approach to 
learning programming languages. Utilizing the gamification approach, a game design 
was proposed that incorporated elements such as levels, stages, points, and badges to 
motivate students to learn. In addition, students were assigned different levels of ex-
pertise, such as “Beginner”, “Intermediate”, “Advanced”, and ”Expert”, as they  
progressed through the gamified learning process. Kumar and Khurana [15] indicated 
that the goal of gamifying an educational scenario or a pedagogical approach is not 
fulfilled unless the objective of “learning with fun” is incorporated into the game. 
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O’Donovan et al. [16] utilized storyline, vivid elements, goals and subgoals, points, 
progress bars, badges, and leaderboard to gamify a game development course  
and assessed the effectiveness of gamification using a questionnaire administered to 
students. The results indicate that student engagement (e.g., lecture attendance) and 
performance (e.g., course grade) improved as a result of gamification. 

Raymer [17] suggested that providing frequent feedback, measuring progress,  
offering character upgrades, rewarding effort, and utilizing peers as a source of moti-
vation can help to increase learner engagement.  

Santos et al. [18] conducted a case study that explored students’ experiences while 
earning badges in a learning process. More than 90% of the students agreed that  
the badge system in education made them more focused, motivated, and engaged. The 
results suggest that badges are considered as “symbols of recognition” and they offer 
a sense of achievement during classroom activities. 

Todor and Pitic [19] incorporated game elements such as avatar, feedback, points, 
badges, and rewards into an e-learning platform for a course in electronics. The  
results indicate that after applying the gamified platform, the students’ interest in the 
course increased. 

Villagrasa and Duran [20] introduced gaming components, such as storyline and 
scoreboard, in gamifying a 3D art class for university students. The goal of gamifica-
tion is to increase engagement and motivation of students as compared to traditional 
teaching methods. 

3 Game Design Elements for Education 

Based on our review of the literature, we identified eight game design elements that 
are used extensively in the educational and learning contexts. 

1.  Points  
The point system functions as a measure of success or achievement. These points 
may be used as rewards, as a form of investment for further progression towards 
the goals, or to indicate one’s standing. There are different types of points and they 
vary across games. For example, Experience Points (XP) (i.e., points earned by 
completing tasks) and Steam Points (i.e., points that correspond to in-game curren-
cy) were used for some of the role-playing games in education [16]. Points can also 
be considered as credits in an academic environment [15]. 

2. Levels/Stages  
The level system is used in various game designs to give players a sense of pro-
gression in the game. Initial levels tend to require less effort and are quicker to 
achieve, whereas the advanced levels require more effort and skills. Even though 
levels/stages are a widespread and popular gamification concept and they serve as 
a form of rewards for task or assignment completion, students’ learning abilities 
may not progress or improve as a result of leveling [13].  

3. Badges  
Badges are recognized as a mark of appreciation or task accomplishment during 
the process of goal achievement. In order to maintain learners’ motivation, the use 
of badges is helpful for engaging the learners in subsequent learning tasks. Badges 
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are effective in inspiring learners to work towards future goals [16]. The majority 
of the student respondents in Santos et al.’s [18] survey also felt that badges helped 
to keep them engaged, especially in the classroom context, and motivate them to 
carry out future learning tasks. 

4. Leaderboards  
The objective of a leaderboard is to keep the learners motivated and create a sense 
of eagerness to advance their names for the achievements they have accomplished. 
Leaderboards are used to create a competitive environment among students. A lea-
derboard is used to display the current levels of high scorers and the overall scores. 
In order to avoid demotivation for those who are lower ranked, leaderboards usual-
ly display the top 5 or 10 scorers only. The survey findings by O’Donovon et al. 
[16] suggest that leaderboards rank highest in motivating learners. 

5. Prizes and Rewards  
The use of prizes has been found to be effective in motivating learners [9]. The 
timing and scale of rewards can also affect learner motivation [17]. In general, it is 
better to give multiple small rewards than one big reward. Also, the schedule for 
giving out rewards should be evenly distributed throughout the learning process. 
An example of in-game rewards is character upgrades [17]. A character upgrade is 
a way to motivate learners by displaying their progress in the form of characters. It 
allows others to recognize the amount of effort a learner has spent to reach his or 
her current level. In order to use character upgrades as a game design element, one 
must be given a virtual character which allows him or her to upgrade from time-to-
time by means of the points or rewards earned [17]. 

6. Progress bars  
Several researchers [7], [16], [17] have utilized progress bars to gamify education. 
While badges demonstrate achievements towards a particular level/goal, progress 
bars are used to track and display the overall goal progression. In an educational 
game, progress bars are used as a display mechanism to motivate people who are 
close to achieving their educational goal or sub-goals. Progress bars can also en-
courage them if they are falling behind in their progress. 

7. Storyline  
Storyline refers to the narrative or story in the game. Kapp [14] suggests that a 
good storyline can help learners to achieve an ideal interest curve, where interest 
peaks around the beginning and end of the learning process, and to stay motivated 
throughout the learning process. A storyline also provides a context for learning 
and problem solving as well as helps to illustrate the applicability of concepts to 
real-life [16].  

8. Feedback  
The frequency, intensity, and immediacy of feedback are helpful for learner en-
gagement [7], [14], [17]. The more frequent and immediate the feedback is, the 
greater the learning effectiveness and learner engagement. Clear and immediate 
feedback has been shown to be important for attaining the flow state, which is a 
state of engagement and immersion in an activity [2], [21], [22]. Hence, feedback 
is an important criterion for performance and engagement. 
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4 Examples of Other Gamified Educational Applications 

A variety of applications have been developed based on the gamification concept. In 
order to engage and motivate learners, companies and educational institutions are 
investing time and money into gamification. An example of such applications is a 
website development tool provided by DevHub (www.devhub.com) [23]. In this par-
ticular website, users can develop and launch their own websites. An interesting com-
ponent of this website is that as users progress towards their goals, online rewards, 
such as points and badges, will be awarded. The use of progress bars also keeps users 
motivated. Another example is Stack Overflow (www.stackoverflow.com) where 
computer programmers interact with one another in a community-like environment 
[24]. Those who answer questions posted by their fellow website users will earn re-
wards such as reputation points and badges. After collecting a certain number of 
points, they will be provided with special privileges, such as moderator, which  
enhance the user’s reputation. 

The gamification concept is also being implemented in a library by an application 
development company, RunningInTheHalls [24]. In order to reward those who use the 
libraries frequently and to make academic studies or search tasks in a library more 
interesting, a library game (www.rith.co.uk/#librarygame) was developed. Using the 
game, some of the activities, such as borrowing a book, spending time in the library, 
and visiting the library frequently, will be rewarded. There is another variant of this 
library game called ‘Lemontree,’ where the focus is on libraries in academic institu-
tions. A trial of this game was conducted at the University of Huddersfield where 
positive feedback and outcomes of the game were received. Based on observations, it 
was found that students utilized library resources more effectively and the game faci-
litated friendly competition among students and between departments. 

There are many gamified systems in the market to help increase user engagement 
when learning new techniques. Games, such as “QuizeRo”, that are based on geo-
locations have been shown to be of interest to users by motivating them to explore 
places and learn about new locations [25]. Microsoft Ribbon Hero 
(http://www.ribbonhero.com/) offers an example of gamification in learning Micro-
soft Office tools. Adobe LevelUp (http://success.adobe.com/microsites/levelup) is a 
gamified system to help users explore Photoshop through puzzle games. Online ser-
vices, such as Khan Academy (http://www.khanacademy.org), are available for users 
to learn about various subjects while experiencing gamefulness [6]. 

5 Conclusions 

In this paper, we carried out a review of the literature on gamification of education 
and identified several game design elements that have been used to gamify education. 
Gamification of education has increased in popularity but systematic studies to assess 
and evaluate its impact on learning are in the infancy stage. We encourage practition-
ers and researchers to use a design science approach [26] to evaluate the impact of 
gamification in education. Specifically, they can develop gamified educational appli-
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cations and carry out systematic evaluations of them using scientific approaches and 
methodologies such as experiments and surveys. 
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Abstract. We investigated the user interface features of seven different types  
of crowdsourcing applications, which were classified along three dimensions of 
task type: (1) Task Structure:  does the task have a well-defined solution? (2) 
Task Interdependence: can the task be solved by an individual or does it require 
a community of problem solvers? (3) Task Commitment: what level of  
resources is required to perform the task? Our initial investigation revealed a 
number of differences in the seven categories including: site searchability, on-
line credentialing, community building features, gamification, mobility, and the 
use of wiki software. 

Keywords: crowdsourcing, user interface, task complexity. 

1 Introduction 

Howe [1] defines crowdsourcing as, “the act of taking a job traditionally performed 
by a designated agent (usually an employee) and outsourcing it to an undefined, gen-
erally large group of people in the form of an open call.” In recent years, this trend 
has taken several different forms and meanings, including, but not limited to:  distri-
buted labor marketplaces, online contests, customer-driven innovation and other 
forms of open innovation, distributed data collection, crowdfunding, crowdsharing, 
open-content projects like Wikipeda, among a host of other applications.  Due to the 
breadth and variety of the crowdsourcing approaches, we created a taxonomy that 
characterizes the crowdsourcing applications by degree of task complexity [2].  Our 
view is that a primary reason for using crowdsourcing is that a company or individual 
wants to use the crowd to perform some kind of task on its behalf; hence a taxonomy 
based on task type is a natural way to classify crowdsourcing approaches.  

There has been much confusion and disagreement in the literature as to what 
crowdsourcing is and what it is not.  Some definitions of crowdsourcing have been 
very inclusive and have included everything from social media sites (Facebook, Twit-
ter, and Vine) to Google flu epidemic prediction using Google search results [3].  
Others have been more restrictive in limiting what constitutes crowdsourcing, like 
Brabham [4] who defines crowdsourced initiatives as those that are “managed from 
the top-down by a sponsoring organization issuing the task” (p. 121). (This definition 
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excludes from consideration requestors who are individuals). We define crowdsourc-
ing, broadly, as a four-step process in which: 

1. A requestor (either an individual or organization) identifies a specific task to be 
performed or problem to be solved. 

2. The requestor broadcasts the task or problem online.  
3. The crowd performs the task or solves the problem. 
4. Depending on the nature of the task, the requestor either 

(4a) sifts through the solutions and selects the best solution (Selective Crowdsourc-
ing), OR  

(4b) aggregates/synthesizes the crowd’s submissions in a meaningful way (Integra-
tive Crowdsourcing).  

Notably, while our definition of crowdsourcing is broad enough to include a  
wide range of activities and applications, it does not include all activities involving a 
crowd. For example, we exclude from consideration problem-solving that is not 
broadcast online (for example, a contest that is held within an organization). Further-
more, according to Step1, we require that a specific task is requested.  By this restric-
tion we do not include social media sites, or content sharing sites like YouTube.  

2 Classifying Crowdsourcing Approaches by Task Complexity 

We report in [2] on how we arrived at our taxonomy on crowdsourcing approaches 
based on task complexity. Review of the prior literature on task types and task  
complexity suggests highly complex tasks can be classified along a number of dimen-
sions: (1) unknown or uncertain alternatives [5], (2) non-prescribed processes, in 
which there exist several ways to complete a task [6,7], and (3) multiple performance 
dimensions [8], among others. Campbell [9] provides a good overview of the litera-
ture on task complexity. We created a dimension, task structure, that represents in an 
aggregated way the degree of structure in terms of alternatives, process, and outcome 
measures.  

To capture the nature of the group dynamics involved in the crowdsourcing ap-
proach, we drew from the literature on virtual teams. Bell and Kozlowski [10] distin-
guish between team processes that are low in complexity versus those that are highly 
complex. Low complexity team dynamics have weak linkages: “they require minimal 
collaboration and information sharing among members” (p. 19). Many of these team 
tasks are structured such that activities are performed separately by individuals and 
then combined into a finished product. In contrast, high complexity team dynamics 
are more challenging, involving “greater levels of synchronous collaboration and 
information sharing among team members” (p. 19). Because of this, such tasks re-
quire collaborative and intensive workflow arrangements. Again, to keep our model 
simple, we created a binary dimension to represent task interdependence: independent 
tasks vs. interdependent tasks. 
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Independent Tasks 
(Individuals) 

Interdependent Task 
(Virtual Communities) 

Well-Structured 
Tasks 
(The solution to 
the problem is 
well-defined.) 

I. Contractual Hiring 
Low Commitment:   
Human intelligence tasks 
Crowdsharing marketplaces  
High Commitment:  
Online employment platforms  

II. Distributed Problem-Solving 
(Coordinated Interdependence) 
Low Commitment 
Geo-located data collection 
Distributed knowledge gathering 
Crowdfunding 

Unstructured 
Tasks 
(There is no 
known or well-
defined solution to 
the problem.) 

III. New Idea Generation – Solo 
Low Commitment:  
Consumer-driven innovation 
High Commitment: 
Online problem-solving platforms
Contests 

IV. Collaboration 
(Conflicting Interdependence) 
Low Commitment:  
Real-time idea jams  
High Commitment: 
Open source software develop-
ment  
Open source design of hardware 
Open content projects 

Fig. 1. A Task-Fit Model of Crowdsourcing (Source: See [2]) 

Finally, we added a third dimension, task commitment (or task difficulty) to our fi-
nal taxonomy. The literature suggests that task difficulty is related to, but not syn-
onymous with task complexity. Some tasks, without necessarily being complex, are 
difficult because they require a high effort to perform [9]. Other tasks are difficult 
because they are complex.  

In the end, our final taxonomy is based on three dimensions of task complexity 
(see Fig. 1): 

(1) Task Structure:  Is the task well-defined or does it require a more open-ended 
solution?  (well-structured vs. unstructured) 

(2) Task Interdependence:  Can the task be solved by an individual or does it re-
quire a group of problem solvers? (independent vs. interdependent) 

(3) Task Commitment: What level of effort and resources are required to perform a 
task? (low vs. high) 

Although the three dimensions, taken together would result in eight (2X2X2) cate-
gories, we discovered that well-structured and interdependent tasks were, by nature, 
low commitment.  Hence our final taxonomy contains seven categories. 

3 User Interface Features of Each Category of Crowdsourcing 

In this section, we explore one representative example in each crowdsourcing task 
type, and investigate user interface features associated with each. Some of the user 
interface characteristics that we explore in this section include the following: searcha-
bility of information, stickiness of website (i.e., the use of gamification and other 
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techniques to create an addictive user experience), online credentialing, community 
building, features of a mobile phone user interface, the ability to learn from crowd 
reports, and other features.   

3.1 Contractual Hiring, Low Commitment 

Tasks that fall in Quadrant I (see Fig. 1) are well-structured and solved independently.  
For example, Amazon Mechanical Turk is a marketplace in which anyone can post 
tasks to be completed and specify a price to be paid for the successful completion of 
them [11, 12]. The motivation behind this system is to allow human users to complete 
simple tasks (known as human intelligence tasks or HITs) that would be difficult for 
computers to complete—e.g., tagging video images, judging the relevance of search 
results, transcribing podcasts.  In general, the type of tasks publicized in Mechanical 
Turk require little time and effort to perform.   

With 265,965 HITs posted (as of 2/5/2014), an important and necessary user inter-
face feature is to have extensive searching capabilities.  Mechanical Turk allows you 
to search and filter by a number of criteria, including reward amount, date created, 
expiration date, time allotted,  and title (of task).  An interesting feature is that the 
user interface allows for online credentialing:  some HITs are available only to users 
with certain qualifications.  You can earn qualifications by taking online tests to 
demonstrate your ability to give high quality answers.   In terms of site stickiness, a 
dashboard enables you to display a list of daily activities and earnings, along with the 
number of HITs that were submitted, approved, rejected, or pending that day.  This 
ability to monitor and track your progress, can keep some users “hooked” to the site. 

3.2 Contractual Hiring, High Commitment 

Elance bills itself as the world’s leading online employment agency. The Elance web-
site allows businesses to post jobs and search for freelance professionals. Through the 
web user interface, you can evaluate contractors applying for jobs.  Unlike Mechani-
cal Turk, Elance specializes in tasks requiring more skillsets to complete and more 
effort to perform—e.g. design a web site, write an article, or write a program. 

Because of the large database of online jobs available, Elance allows you to easily 
search for information.  For instance you can search by job categories (IT, Web, & 
Mobile, Data Science, Writing, Translation, Design & Multimedia, and so on). The 
site has several features that promote stickiness and community building. For exam-
ple, you can track job progress, set milestones, view works-in-progress, and video-
conference with other freelancers.  In addition you can rate jobs and post comments 
about freelancers you have used in the past. Job seekers can post a “portfolio” of 
work—e.g. if you are a graphic design artist, the user interface enables you to upload 
samples of your work. Elance skill tests are offered in a variety of areas including IT 
and Programming, Writing and Translation, Design & Mulitimedia. For example, in 
Design & Multimedia, you can take tests in 3D Modeling, Adobe Photoshop,  
Pagemaker, and a host of other topics. 
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3.3 Distributed Problem-Solving (Coordinated Interdependence) 

In this quadrant, crowd individuals perform a well-structured task, and still act inde-
pendently, but the outputs of the individual’s activities are combined and aggregated 
(i.e., coordinated) in some meaningful way.  We have found that tasks that fall in this 
category tend to be low commitment by nature [2].  We discuss two types of crowd-
sourcing applications:  (1) geo-located data collection and (2) distributed knowledge 
gathering. 

Geo-located Data Collection. Waze is a GPS app that enables a community of driv-
ers to share real-time traffic and road information.  Because it involves the reporting 
of geo-located data, it is most effective on a GPS-enabled mobile device such as a 
smartphone or tablet computer.  In fact, almost all crowdsourcing applications that 
require geo-located data collection are primarily used on mobile devices (another 
good example is ATT’s Mark the Spot, an app that lets you report wireless coverage 
problems). All this real-time information is aggregated so that the GPS knows how to 
re-route you to a different route based on traffic reports and other road alerts reported 
by the crowd.  The ability to learn from crowd reports is a key user interface feature 
of Waze. 

The user interface enables you to very easily report events with one or two mouse-
clicks (the driver—in some cases the passenger—of the vehicle must be able to do 
this very quickly while driving).  A Report icon on the main screen quickly takes you 
to a Report screen, which contains a number of icons, representing the different types 
events you can report:  traffic jam, police, accident, and hazard.  An interesting fea-
ture is the Map Issue icon, which lets you report maps errors, and other driving errors 
as a result of receiving wrong driving instructions—hence Waze, unlike a traditional 
and  more static GPS system, is able to correct errors in real time. 

In terms of building community, Waze offers a number of features:  Because of 
the immediacy of the app, and its ability to detect real-time events, Wazers feel a part 
of a community of drivers united by their mutual hatred of traffic. You can also con-
nect to Facebook to arrange meet-ups with your friends.  Other features promote 
stickiness:  map chat lets you chat with other Wazers; a gas option shows the prices 
of gas around your area; and a points system allows you to earn a higher status, the 
more you use Waze . 

Distributed Knowledge Gathering. Like Waze, CureTogether involves distributed 
data gathering, except that it does not collected geo-located data.  CureTogether is a 
web site where patients around the world can share quantitative information on their 
medical conditions.  By gaining access to millions of ratings reported to the web site, 
patients can learn from the experiences of other patients suffering from similar medi-
cal conditions. 

The user interface enables you to browse from over 500 conditions organized topi-
cally—e.g., mental health, digestive system, eyes and ears, cardiovascular, and men’s 
health.  By clicking on a particular condition, you can get statistics on symptoms, 
treatments, side effects, and causes. For example, by clicking on treatments you can 
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retrieve statistics on average effectiveness, popularity, and % reporting major im-
provement (rank-ordered from top to bottom).  One information graphic—a 2D 
plot—helps you visualize the effectiveness versus the popularity of treatments.  In 
terms of building community, members of CureTogether can connect with other 
members suffering from a similar condition. 

3.4 New Idea Generation – Solo,  Low Commitment 

These crowdsourcing approaches, which fall in Quadrant III, involve unstructured 
tasks in which individuals in the crowd, working solo, generate new ideas. Low 
commitment task examples include companies that use the Internet to listen to  
customer input on new product ideas and offerings, what is often referred to as cus-
tomer-driven innovation. A good example is Dell’s IdeaStorm, which was launched in 
2007 to allow Dell to understand and gauge which ideas are most important by their 
customers.  

The user interface allows visitors to easily search for ideas by different categories, 
for instance: Product Ideas (Accessories, Desktops and Laptops, Mobile Devices, 
Operating Systems, etc.) as well as Topic Ideas (Education, Enterprise, Gaming, 
Small Business, and so on). Visitors can comment on other’s ideas, as well as vote on 
them.  Gamification techniques are employed so that contributors can earn points for 
their ideas, with the top recent contributors displayed on the home page.   

3.5 New Idea Generation – Solo, High Commitment 

High commitment tasks typically follow one of two approaches:  (1) direct compen-
sation for online problem-solving or (2) contests.   

Direct Compensation. One of the most well-known online problem-solving  
platforms is Innocentive. InnoCentive is an open innovation and crowdsourcing plat-
form that enables organizations to solve their R&D problems by connecting them to 
diverse sources of problem-solvers throughout the world.  When a company internal 
R&D department is stumped by a problem, it can post the problem on Innocentive for 
thousands of professional or amateur scientists around the world to solve it. The com-
pany then pays the problem-solver in exchange for the intellectual property. Success-
ful solvers have earned awards of $5,000 to $1 million [13]. (They also allow for 
simple ideation challenges, so the commitment level can be low or high). 

The user interface (i.e., the Challenge Center) is organized around searching  
for problem-solving challenges.  A visitor can search by area of expertise, award 
amount, company, and submission type (individual solver vs team).  The system  
is gamified in that winning solutions are posted and featured on the site (this enables 
winning solvers to promote themselves in the community).  Community building is 
promoted in that you can join discussion groups and meet like-minded problem-
solvers. 
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Contests. A well-known example of an online contest is Cisco’s quest to find a new 
billion-dollar business.  The business idea had to fit into the company’s strategy and 
take advantage of the company’s lead in Internet technology.  More than 2,500 inno-
vators from 104 countries submitted 1,200 ideas in pursuit of a prize of $250,000 for 
the best business idea [14].  

A technology platform enabled allowed people to sign up, contribute ideas, and 
comment and vote on everyone else’s submissions.  Although this platform assisted 
Cisco in selecting a winning submission, the winnowing process turned out to be 
time-consuming and laborious: “The evaluation process was far more labor-intensive 
than we’d anticipated; significant investments of time, energy, patience, and imagina-
tion are required to discern the gems hidden within the rough stones” [14, p. 1].  
For many unstructured, high commitment tasks, it is very difficult to automate the 
process of selecting the best solution with a computer alone; human leadership and 
intervention is usually necessary. 

3.6 Collaboration (Conflicting Interdependence), Low Commitment 

While Quadrant III (see Fig. 1) can be solved by individuals working independently, 
Quadrant IV collaboration problems require crowd members to cooperate at some 
level and set aside their individual differences and competitive impulses. We refer to 
these problems as “conflicting” interdependence because diverse individuals working 
together may sometimes disagree with one another. In crowdsourcing initiatives,  
mechanisms must be in place—be they technological or otherwise—to resolve these 
differences. 

An example of a low commitment, collaboration task is IBM’s Innovation Jam. In 
2006, IBM which brought together more than 150,000 participants from 104 countries 
and 67 companies, to promote innovation at IBM. Over two 72-hour jam sessions, 
participants posted their ideas on how IBM’s research technologies could be used to 
solve real-world problems, and find new business opportunities [15]. 

To conduct the jam sessions, IBM used a technology platform that enabled partici-
pants to easily post ideas, and see what others were saying in real time. (Interestingly, 
IBM neglected to include an option that allowed participants to vote on and view 
what the most popular ideas were; their belief was that there was a danger of good 
ideas being lost, if participants focused on only the most popular ideas).  A few prob-
lems about conducting the jam sessions are noted by Bjelland and Wood [15].  One 
was that it was very difficult to guide conversations—the freedom of the jam made it 
difficult for a human moderator to exert influence on the online posts.  A second 
problem is that it was rare to find participants who built on, and refined previously 
posted suggestions—there was a tendency to add a new post without much reflection 
on what was said previously.  Future work might look at how a technology platform 
can better support a jam session, and facilitate the difficult task of synthesizing and 
choosing from thousands of separate ideas. (As it turned out, some 50 senior execu-
tives spent a week reviewing the output of the brainstorming session, in order to syn-
thesize it into 31 “Big Ideas.”) 
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3.7 Collaboration (Conflicting Interdependence), High Commitment 

Open source software development, and open content projects fall in this category of 
crowdsourcing approaches.  Here we focus on the mechanisms that Wikipedia uses 
to keep its online encyclopedia up-to-date.  

Wikipedia, the largest and most popular wiki and encyclopedia in the world, is a 
good illustration of how a large crowdsourced project can be managed by the crowd. 
At the top of any Wikipedia page is a tab that says, “Edit this page.”  Using this tab, 
any visitor at all can edit any page.  How does Wikipedia, then, prevent errors and 
vandalism from occurring on its thousands of pages if it is possible for anyone at all 
to edit content? The crowdsourcing effort is largely managed by a team of editors, and 
administrators who work together to fix errors and resolve any conflicts that might 
arise [16,17]. When you enter a change, a community of editors monitor and watch 
out for the change. If they are OK with what you wrote, then the change will remain 
there unaltered. On the other hand, if what you wrote is vandalistic or incorrect in 
some way (e.g., full of grammatical errors), it is likely that someone will quickly  
fix the change. In this way, Wikipedia is a self-monitoring, self-correcting, and  
self-governing system that requires very little top-down management.  

An important point to underscore about a high commitment collaborative project 
like Wikipedia is that the Wiki software and user interface features allow for easy 
editing and updating of the content, but the process of managing the potential con-
flicts must still be performed by human editors and administrators. 

4 Discussion and Conclusions 

Our initial investigation on the seven types of crowdsourcing revealed several differ-
ences and similarities in terms of user interface features.  Among the more important 
findings of our investigation were the following: 

Searchability for Information. In all seven types of crowdsourcing, the user inter-
face allowed for easy searching of information.  The ability to quickly locate infor-
mation generated from the crowd is a key feature of all types of user interfaces. 

Community-Building Features. We found community building features important in 
almost all forms of crowdsourcing. One exception was well-structured, low commit-
ment tasks that involved some form of direct compensation.  This type of crowd-
sourcing appears not to require community building features as much as the others. 

Site Stickiness and Gamification. Gamification techniques were used extensively 
throughout the different types of crowdsourcing. One exception was the Quadrant IV 
(Collaboration) examples.   

Online Credentialing. Not surprisingly, the ability to test for skillsets was especially 
important in the Quadrant I (Contractual Hiring) forms of crowdsourcing in which 
companies and individuals are hiring individuals online. 

Mobility. A mobile user interface was most important for Quadrant II (Distributed 
Problem-Solving) especially for tasks requiring geo-located data collection. 
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Wikis and the Ability to Share and Update Information. The Quadrant IV (Colla-
boration) crowdsourcing examples required a technology platform that supported the 
use of wikis to update and share information among the crowd. 

Future work will involve the collection and analysis on more crowdsourcing ex-
amples. We hope to detect trends in the crowdsourcing examples, and report further 
on the similarities and differences among the seven approaches. 
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Abstract. Gamification is the design process that applies the principles of  
digital games along with behavior economics and psychology to enhance exist-
ing processes that facilitate user behavior transformation. The application of 
gamification remains very much a craft, difficult to understand and harder  
to master without the benefit of experience. Consequently, there is a lack of 
comprehensible tools that lower the barrier to use and leverage the benefits of 
gamification by non-experts. This paper presents the gamification cards created 
within the context of the European MyNeighbourhood project to support co-
design activities by the citizens. The paper also shares the lessons learnt from 
one of the gamification workshops involving stakeholders from neighbourhoods 
from four European cities (Aalborg, Birmingham, Lisbon and Milan).  

Keywords: Co-design, gamification. 

1 Introduction 

It is undeniable the power of user engagement that digital entertainment games have, 
which with careful game design manage to place a user in a state of flow, being suffi-
ciently challenging whilst avoiding both boredom (too easy) and frustration (too diffi-
cult). It is not unheard of users getting lost in time, as they spend time completing 
level after level of a game. Consequently, many have tried to harness the power of 
digital entertainment for other purposes other than enjoyment, thus the emergence of 
serious games across a wide range of fields including management science, econom-
ics, psychology, interpersonal skill development [1]. However, the potential of 
achieving user engagement by leveraging careful game design was attractive, and the 
approach was to reduce the scope to focus on a process. As a result the term gamifica-
tion [2] was coined and its potential success is based on the use of game mechanics 
such as points, badges and leaderboards, supported by careful game design driven by 
behavioral economics and psychology. However, this success may not continue as 
people can get tired of counting their points and following their loyalty programs. 
Designers are challenged in gamifying processes in creative ways that are also  
meaningful for people and their work [3] and most of all, engage and keep them en-
gaged. It is not surprising that Gartner group estimated that 70% of the Forbes Global 
2000 will be using gamified apps by 2015 [4]. However, the same report also states 
that 80% of the gamified processes will fail due to bad design. This corroborates that 
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gamification, similar to the game design of serious games, remaining a craft that only 
a few experts are capable of producing results consistently. 

2 MyNeighbourhood Project 

Our society has evolved over the millennia, with people congregating together in 
urban cities. However, along the way, the social cohesiveness has been lost and ad-
dressing this challenge is the aim of the MyNeighbourhood project. The project aims 
at using ‘smart’ ICT services and citizen/neighbourhood generated data to help 
recreate the social mechanisms which, in the past, ensured that urban neighbourhoods 
coincided with a social system of connected and trusted communities, where the qual-
ity of life was very high and people felt safe and happy with a true sense of belonging. 

MyNeighbourhood builds upon three key components: Urban Living Labs (ULL), 
Neighbourhood and Sustainability. ULL are considered in MyNeighbourhood as crea-
tive environments where diverse stakeholders (non-governmental organisations 
(NGOs), municipalities, business partners, and citizens) collaborate to explore new 
services for tackling their urban issues. Here, creativity has the opportunity to gain a 
market perspective: in such environments, in fact, it is possible to start from consider-
ing daily life problems and the way they are locally experienced; then, citizens’ expe-
riences are transformed into resources for innovation. The neighbourhood is the ap-
propriate urban scale at which creativity for community innovation can be effectively 
activated and cultivated. This conviction is also driven by a firm belief in the urban 
studies domain, which locates at this urban scale some of the biggest environmental 
and economic challenges that cities are currently facing. Moreover, it is at this scale 
the project believes in “community power”, or a sense of community igniting citizens’ 
capacity to become drivers of change. The MyNeighbourhood project does not neces-
sarily look for conventional market solutions, i.e. products and services situated and 
profiled in the market and having a price determined in coherence with the traditional 
“cost based, profit oriented” economic model. Instead, the project assumes that an 
alternative economy is possible, in coherence with the idea that citizens are not only 
service users, but primarily human beings. Therefore, it considers the opportunity to 
rely on non-conventional, non-marketable “micro” solutions: small, practical ideas 
developed ad hoc, to solve problems right where the problems are experienced, at the 
scale they are experienced; frugal services that can be envisioned in urban co-design 
environments, while working with and for the citizens; and that are used to push the 
citizens themselves in the direction towards systemic change.  

At the heart of the MyNeighbourhood is the use of an ICT platform that embodies 
all the concepts in the form of social services. The challenge lies in attracting citizens 
to start using the platform and to interact with their neighbours through the platform 
as well as in the real world. Ideas from playful interactions can be used to support this 
and the gamification process by creating opportunities for people to start interacting 
either with the platform or with one another.  

To evaluate and pilot MyNeighbourhood models, methodologies and tools, the 
project will be piloted in four neighbourhoods distributed across Europe (Aalborg in 
Denmark, Birmingham in the United Kingdom, Lisbon in Portugal and Milan in Italy). 
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3 The MyNeighbourhood Gamification Methodology 

The gamification of a process implies a more narrow scope than building a serious 
game, but the ability of achieving user engagement and behaviour transformation 
through the artful application of game design remains very much a craft. Although 
various elements that support gamification are known, such as points, leaderboards, 
awards, badges, amongst many others, it is not sufficient to combine elements togeth-
er to achieve an effective gamified solution. In fact, on the contrary, poor designed 
solutions may achieve the opposite results, disenchanting the audience and causing 
aversion to desired process. As an example, one can consider the case of leader-
boards, which consist of the ranking of users according to some measure, traditionally 
points attributed or earned by users. In the case of a leaderboard with a large number 
of users, it may discourage a new user to be confronted with the required threshold to 
enter the leaderboard. An improved approach is to always place the user in the middle 
of a leaderboard, indicating two or three other users both above and below the user. 
This will give the encouragement that the user is already on the leaderboard and is 
given hints to what they need to do for progressing further in the leaderboard. How-
ever, when the user is located in the top of the leaderboard, then the traditional ap-
proach to ranking a leaderboard is adopted. 

Within the context of MyNeighbourhood, from the onset of the project it was  
recognized the challenge of applying gamification successfully to either the My-
Neighbourhood software platform or its localized services. The abundant tottering of 
gamification as the silver bullet for improving any solution did little to ameliorate the 
challenge and consequently, the overselling from the hype did little to improve the 
limited understanding amongst the MyNeighbourhood consortium. This made it  
difficult to enhance any of the existing co-design methodologies to incorporate gami-
fication. In addition, emerging approaches for gamification do not provide sufficient 
support for non-experts to carry out gamification of existing processes, as in the case 
of Francisco et al.’s method that is based on four steps without much detail beyond 
the selection of an objective and initial scoping [5]. There exists gamification metho-
dologies based on the use of cards, such as playgen’s  and SCVNGR’s, but these 
solutions require significant gamification experience from the facilitators, which 
makes it inappropriate for the use in the MyNeighbourhood pilots where the expertise 
of gamification is close to non-existent. In addition, the cards of these decks are tai-
lored for more general application domains and do not address the particularities of 
user engagement of communities. Consequently the MyG(ame) methodology was 
created, which consists of a workshop that is divided into three main parts: 

• Setting the context. The MyG methodology makes the assumption that the work-
shop participants know little or nothing about gamification. Consequently, it is ne-
cessary to provide some context with regards to what gamification is along with 
some examples of gamified solutions. This provides the foundation for describing 
the MyG process. 

• MyG Process. The MyG process is an iterative process that supports gamestorm-
ing of ideas and concepts towards a gamified solution. Depending on the time  
constraints of the workshop, the MyG process can be executed one or more times. 
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• Game Pattern. These are the light blue cards in the deck and they represent com-
plex game mechanics that may depend on 2 or more game mechanics. 

Each of the card types are distinctive from each other based on the colour and symbol 
used. This makes it easier to identify the cards without the need of visualizing them.  

3.2 MyG Process 

The MyG process consists of an iterative process that supports gamestorming of ideas 
and concepts towards a gamified solution as co-designed by the citizens. Depending on 
any time constraints, the MyG process can be executed one or more times within a work-
shop setting. Participants work in groups of 4-6, people with one facilitator. The job of 
the facilitator is to support the group as necessary and to ensure that the group remains 
focused and keep their task well scoped. The facilitator will also take the responsibility to 
either document or ensure that the gamified idea is documented by the group. 

The first step in the MyG process is to set up the MyG cards. This is done by se-
lecting a card for the goal, the player type and the player experience. The latter two 
cards are for scoping purposes and should be gradually introduced by the facilitator 
when deemed appropriate. 

Then the cards for the mechanics, the social mechanics, drivers and game patterns are 
selected: 3 cards for mechanics, 2 cards for the social mechanics, 4 cards for the drivers 
and 2 cards for the drivers for the game patterns. All the cards may be selected at the 
same time or the cards for the goal, the player type and the player experience can be se-
lected first and the others later once the goals and the player nature has been determined. 

Once the MyG cards have been selected, the context for gamification must be iden-
tified. Once a context has been decided and agreed upon by the group, the scope of 
the gamification should be determined. This involves identifying a specific goal with-
in the context which can be realised through gamification. This step is encouraged to 
ensure that the group can remain focussed on their context and a specific goal. 

4 Gamified Neighbourhood Services 

The MyNeighbourhood gamification methodology described above has been tried out in 
the project by all the pilots. Gamification workshops consisting of group work among the 
pilots were conducted, where each pilot considered how they could design gamified ser-
vices. Group work was conducted for the phases in the methodology referred to as scope 
definition, scope refinement and gamification mechanics and they lasted about one and a 
half hours, during which time the groups used around 10-15 minutes to prepare the pres-
entation of their gamified ideas to the project participants. Each group was provided a 
stack of gamification cards, a large sheet of paper and coloured pens. Blackboards were 
available in the area for the groups to use as they desired.   

In the rest of this section we will describe the gamified services that were designed 
by stakeholders belonging to three of the MyNeighbourhood pilots. The descriptions 
are based on the input provided by the groups and the presentation material created by 
them during the group work sessions. 
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4.1 Engaging Volunteers 

One of the pilots is based on supporting services for mentally handicapped citizens by 
engaging volunteers. The context for this group was to get a volunteer (user type A) 
to pay a visit to a mentally handicapped person living in a care home (user type B). 
The specific goal was to "build" relations between user types A and B. The final  
gamified idea was presented as a poster as shown in Fig. 2, which also included the 
gamification cards that were used. The gamified process was organising social visits 
for the handicapped citizen and organising and arranging volunteers to support the 
services. The organisation of the services was done my mediators; mediators were 
considered necessary in this context due to the nature of the citizens. The service was 
focussed on engaging volunteers to arrange outings for the handicapped citizens such 
as taking them out shopping or to an event in the city. This requires arranging a bus 
that the volunteers could use when they went on a trip with the handicapped citizens. 

 

Fig. 2. Gamification of volunteer services 

The goal for the service was identified using the card goal or driver "Build". The  
motivations for the service were identified using the Motivator cards "Affiliation" and 
"Belonging", recognizing that the handicapped citizens were motivated to establish con-
nections and their need to belong to a community or a place. Considering that the focus 
was on designing neighbourhood services, the choice of these motivators high-lighted the 
social context of the service. The game mechanics that were used include "Points", 
"Awards" and "Power up". The volunteers received badges based on points indicating a 
tier, e.g. a super care taker. The different types of badges that could be earned were iden-
tified, e.g. a wheelchair badge or a bus trip badge, depending on the activity that the  
volunteer took part in. The recognition through the badges was an indicator to the media-
tors how well a volunteer was progressing and this influenced the assignments that were 
given to the volunteers. Social game mechanics were used to encourage and motivate the 
volunteers to continue contributing to the service. The card "Leaderboards" was used to 
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provide the means for volunteers to compare among themselves and "Gifting" was used 
to reward volunteers for their activities. The feedback provided by both the volunteers 
and the handicapped citizens were considered very important. 

4.2 Overcoming Digital Divide 

Another example of a service that was designed was on the challenge of overcoming the 
digital divide of elderly people by matching them with young ICT students. The service 
was aimed at reciprocity between generations through a synergetic approach: some basic 
needs of the elderly could become opportunities for young people to do work experience; 
e.g. a young student bringing fresh products from the supermarket or the market to an 
elderly citizen and in return gaining a small salary or course credits from the educational 
institution. The actors involved in this service could include elderly people, young ICT 
students, an educational institution and the local shopping mall. 

 
Fig. 3. Gamification of services to overcome the Digital Divide 

The goal for the service was identified as overcoming the digital divide for the el-
derly citizens and the goal card "Overcome" was used. The aim is to engage young 
ICT students to help elderly people overcome their digital divide by providing the 
elderly some help with technology. In exchange, the students would receive some 
credits which can be turned into gifts that are offered from the local shopping mall. 
The poster that was used to present the gamified idea is shown in Fig. 3. It was as-
sumed that the students will be motivated to achieve credits which can be credits on 
their course or redeemed for gifts from the shopping mall. Thus, the motivator  
card "Achievement" was used. The social mechanics cards "Leaderboard" and "Gift-
ing" were used to scale up the service by offering gifts to students who bring new 
students onboard and the high achievers (from the leaderboards) could have the first 
choice in selecting jobs. The "Randomness" card was used to give special gifts on 
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special occasions such as Christmas or Easter as an incentive to sustain the engage-
ment of the students. The game mechanic "Progression" card was used to provide the 
users the possibility to visualize their progress. 

4.3 Engaging Women to Cycle 

Another pilot is based on a project called Women on Wheels aiming to encourage 
women to cycle. The specific goal was to build confidence among groups of women 
and develop a sense of belonging whilst mastering a skill: cycling. The project pro-
vides a course which lasts for 6 weeks and they would like to encourage the women to 
continue cycling after the end of the 6 week course. Thus, ideas of gamification were 
explored to identify how the women could be encouraged to continue, enroll new 
women and become active cyclists as well as trainers for new beginners. 

 

Fig. 4. Gamification of services for social re-engagement and while mastering cycling 

Unlike the first two examples, this one focused on describing the type of user or 
player using cards of the types Player type and Experience. The poster in Figure 4 
shows the ideas for the gamification of the services. The cards were not included in 
the poster. However, the terminology used to describe the gamified service indicates 
the cards that were used. The card for the goal was "Social Re-engagement". The 
cards that were used to indicate the player type were "Socializer" and "Explorer" and 
the user experience was "Novice" as most of the people enrolled in the project were 
novice cyclists. However, it was clear that achieving the goal of the service  
would lead to users of the type "Master", who belong to the community and identify 
them-selves with the community; thus using the –Motivator cards "Belonging" and 
"Identity". The game mechanic "Power up" was used to recognise cyclists that have 
achieved a certain level, which may be based on a number of different things such as 
their attendance, improvements in skills and contribution of ideas. 
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Some comments provided by the participants as responses to the open questions in 
the questionnaire are: "Very productive! Shaping … thoughts, common concept and 
aiding the process overall", and "Good way of taking an idea and thinking about how 
it could work in detail - focus on demand from users". 
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Abstract. This article presents the current stage in the development of a serious 
game. The main goal of this game is to provide an environment where students 
and professionals can train Supply Chain Management (SCM) accordingly to a 
qualitative point-of-view. The Serious Game consists of a Roleplaying Game 
system for SCM training and simulation, where players simulate, as characters, 
organizations placed into a Supply Chain with mutual interdependence relation-
ships. During the play session, players respond to situations faced in a simu-
lated organizational setting (a market, a producer or consumer of goods and 
services) and experience the challenges of an organizational environment. The 
research method consisted of four consecutive phases: research, development, 
application and evaluation of this game. The article concludes pointing future 
possibilities to use the game system in purposes related to SCM area, such as 
Quality and Environmental Management, Health and Safety, development of 
new products and services, among other. 

Keywords: Gamification in business, Supply chain management, Serious 
Games. 

1 Introduction 

One of the possible tools for building knowledge in organizations is the use of games 
and simulations, particularly the use of Serious Games (games developed for purposes 
beyond simple entertainment, such as games that simulate behavioral situations, 
processes, among other themes in the management of organizations). 

This paper describes a survey done as part of T. S. Uhlmann Master's thesis at the 
Post-Graduate Program in Design in UFPR – Universidade Federal do Paraná (Feder-
al University of Paraná), in Brazil. The main objective of this research is to develop 
and apply a Roleplaying Game that simulates Supply Chain Management (SCM), in 
order to verify the usefulness of this game system as training and simulation tool. The 
name of the game is SCMDesign (Supply Chain Management Design). The target 
public are business courses students and business and management professionals. 

During a game session, players respond to possible situations occurring in a simu-
lated organizational setting (a market, a producer or consumer of goods and services) 
and experience the challenges of an organizational environment, under the mediation 
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of another player, called Game Moderator. The Game Moderator presents a narrative 
that contains situations and proposed challenges to be solved by the players using the 
resources provided by the game. 

The research described in this paper is mainly justified based on three arguments. 
First, the need for further research on possible applications of Design concepts and 
tools in areas related to SCM, in particular 3PL activities (Third-Party Logistics Ser-
vice Providers) [11]. Second, the authors noticed the lack of games, in particular, 
Roleplaying Games, addressing qualitative issues related to Strategic Management, 
Quality Management or SCM [10]. The SCMDesign game intends to fill this gap. 
Finally, the authors detected the existence of board games for entertainment available 
in the market that discuss various issues related to SCM, as well as academic papers 
that address the development of games with these themes. But these board games, as 
well as the games developed in these academic papers, use a quantitative approach in 
SCM (players essentially manages quantities such as, for example, numeric demands, 
currency values, among others). SCMDesign, however, simulates behavioral, social 
and relationship elements between people involved in organizations, which are part of 
a supply chain structure. 

2 Methodology 

This research was divided in 4 phases described below. 
 
Phase 1. The first phase was a literature review. At this phase, academic and com-
mercial games related to SCM and Collaboration/Professional Training (especially 
Management Training) were evaluated. [12] 
 
Phase 2. The second phase was about the development process. Based on the infor-
mation collected in phase 1, the first prototype of the game was developed. The  
development process considered three main parts: Roleplaying Game system, game 
elements and game narratives (stories to be played using the developed game system). 
The game elements were created considering Järvinen’s approach [6] (figure 1). The 
narratives were developed based on literature evaluated in phase 1, and based on  
information collected in interviews conducted with two SCM professionals. However, 
only one of the narratives has been used so far. 
 
Phase 3. The third phase comprehended the tests. Game play sessions were con-
ducted, with several groups of students and professionals whose interests include 
SCM. In all, five game sessions were conducted, three of them in an academic  
environment (under-graduate and graduate business courses) and two of them in a 
business environment (SCM professionals, both in a multinational electrical ap-
pliances industry, and in a national logistic provider company). The play sessions 
were moderated by one of the authors and thoroughly monitored in order to ascertain 
the effectiveness of the game. 
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By gaining cross-company visibility and control, companies can identify and pursue  
opportunities for SC improvements. Both buyers and suppliers can benefit by collabo-
rating on critical SC issues.” [7] 

Collaboration and interconnection are principles used also in Design Thinking 
processes. Thus the developed game system intends to stimulate, among other factors, 
creative thinking in solving organizational problems according to the mentioned De-
sign Thinking principles. 

Design Thinking, as mentioned by Brown [3], “is a discipline that uses the design-
er’s sensibility and methods to match people’s needs with what is technologically feas-
ible and what a viable business strategy can convert into customer value and market 
opportunity.” According to this definition, the game system developed was based also 
in Design and Business Modeling frameworks, such as MSD – Multilevel Service 
Design. “The MSD method unites the contributions of different fields and designs the 
service offering through the different levels of customer experience. This method re-
cognizes that organizations cannot design customer experiences, but service systems 
can be designed for the customer experience.” [8]. According to Patricio [8], this me-
thod is based on four steps: design of the service concept, design of the service system, 
design of the service encounter and design of the service offering. A similar method is 
used by SCMDesign to design the simulated Supply Chains. First, the concept of a 
Supply Chain is defined. Second, the Supply Chain system is created by designing the 
narrative to be applied using the game. Third, situations between the narrative compo-
nents (such as the narrative characters, represented by players) are created. 

3.2 Game Design 

Also, this research considered Game Design concepts, such as Roleplaying Games 
and Serious Games, as described below.  

A Roleplaying Game “is one in which the player controls one or more characters, 
typically designed by the player, and guides them through a series of quests.” [1] By 
completing these quests, players become winners. There is a narrative presented by a 
Game Moderator, and, according to the situations presented, the players make deci-
sions using their characters, which are present in the applied narrative. 

A Serious Game, according to Iuppa and Borst [5], consists of a game that, in addi-
tion to providing entertainment to the players, enables learning, persuasion and beha-
vior transformations. The SCMDesign game intends to be a Serious Game because  
its main goal is to simulate situations in a Supply Chain, emphasizing  learning,  
persuasion, and relationships between the participants, among other elements. In order 
to achieve this goal, the game development was also based on other educational and 
commercial board games, as described below. 

4 Board Games and Academic Games 

The game system development was also based on existing games. 
One of the academic games considered is the classical Beer Game, developed in 

the 1960s by Jay Forrester at MIT - Massachusetts Institute of Technology, and also 
commercially available in different versions. 



 Applications of a Roleplaying Game for Qualitative Simulation 433 

The Beer Game “is a replica of a system for producing and distributing a single 
brand of beer. There are four positions at each game board: Factory, Distributor, 
Wholesaler and Retailer. Two people are typically assigned to each position, one to 
actually play the game and another to keep score. The number of participants at each 
position is flexible and can vary depending on the number of people in the class.” [4] 
Different from SCMDesign, the Beer Game adopts a quantitative view of SCM  
(players manages time, demand, monetary values, among other quantitative values). 
SCMDesign adopts a qualitative view, emphasizing behaviors and relationships in the 
management of the simulated supply chain. 

Another game considered was Brass [14]. The game scenario is England in the  
Industrial Revolution era. The board is composed of places like Liverpool, Ellesmere 
Port, Southport, among others. Each place has its own vocation (some have ports, 
other are iron or coal producers, among other characteristics). The objective of the 
game is to manage a Supply Chain and evolve in terms of score. Figure 2 illustrates 
this game. 

 

Fig. 2. Brass game (Source: photo taken by the researcher) 

5 Game Development (First Version) 

The first version of SCMDesign game was developed using the theoretical elements 
described previously and concepts found in available academic and commercial board 
games. 

The game board, a major component of the game, represents the Supply Chain 
where organizations, stakeholders and characters controlled by players are role-
played. Figure 3 illustrates the first version game board. The square black chips 
represent units (production, storage or contact) controlled by the players. The colored 
chips represent the different stakeholders of the organization controlled by players. 
The characters role-played by the players were described in cards. 
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manual to be distributed to the players before the game session. In this case, players 
could read and understand the game system before they started to play. 

Once again, according to one participant, the time available for the game session 
was insufficient to fully understand the game system and play. 

Participants also recommended a more balanced distribution of players around the 
table; for example, participants that represent characters that will have conflicts could 
sit in a face to face position. 

In addition, there were suggestions regarding the introduction of badges identifying 
the characters, as well as the department to which they belong in the simulated  
organization. 

Based on this feedback, the authors decided to stimulate the use of the game board. 
They incorporated to the game ten-sided dice to represent materials and product quan-
tities in the supply chain simulated in the game (quantities of raw material, finished 
products, and stored products, among others). Also, houses were included in the game 
board, which are in turn covered by pieces representing the characters; in every house 
covered, the player must make a decision related to that house. The movement of 
pieces on the board is the players’ responsibility. Besides, nameplates were devel-
oped, to be positioned on the table in front of each player. This new component can 
help the identification and positioning of each character. 

The improvements made after these two tests resulted in the current game version, 
described in Figure 9. Further tests will result in new improvements to the game. 

 

 

Fig. 9. The final version of SCMDesign game system (Source: author photo) 
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7 Final Considerations 

The game evolved with respect to its board shape (from the format described in  
Figure 3 to the current hexagonal format presented in Figure 9), to the characters used 
in the narrative (who acquired personality traits, as suggested by some players), to the 
counters used (the format of the counters was also modified according to the sugges-
tions collected in the tests), and to the rules (they were more adapted to SCM  
concepts in accord to each test results). 

The research, as described above, faced several limitations, especially in the time 
available for play sessions in colleges and organizations. However, it was possible to 
reach the current version, which will be used in a future work – an electronic version 
of the game. 
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Abstract. Mobile apps have been developed for marketing purposes and for 
creating new opportunities for firms to communicate with and satisfy their 
target audience. However, numerous mobile apps are added daily to the Google 
Play and Apple App Store. This study developed a mobile application to 
encourage customers to participate and engage in a marketing campaign in 
order to increase their potential opportunity for making purchases in an 
internationally branded apparel store. In this study, we applied a systematic 
framework of Internet marketing with four strategic stages: attract, engage, 
retain, and monetize, for guiding and ensuring the success of the marketing 
campaign. Two human factor researchers were planned, and we administered a 
focus group interview with six computer game designers for retrieving 
persuasive game mechanics from existing games. Afterward, we classified the 
collected gamification mechanics into the four stages, according to their 
Internet marketing functionality. By referring to the generated gamification 
mechanics, we then developed a mobile application for supporting a apparel 
store marketing campaign. Customers’ engagement behavior and purchase 
results were measured. This paper discussed the implications of this study on 
both research and practice. 

Keywords: mobile app, gamification, augmented reality, social network. 

1 Introduction 

Gamification design is a new HCI approach that involves using the application of 
computer game design elements to solve nongame problems, which is a new HCI 
research area involving several real cases, particularly for applications in sales and 
marketing [1-2], management and administration [3-4], and educating young people 
[5-7]. Gamification technologies have been proven to be able to manipulate either 
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individual or social factors for motivating customers’ intentions and changing 
customers’ behavior [8-10]. For example, a Starbucks mobile app, called My 
Starbucks Rewards, provides customers with an incentive system that promotes repeat 
visits. The Starbucks app rewards customers with a gold star every time they use it to 
pay for a transaction. As the customer reaches the first 5-star milestone, that customer 
is immediately rewarded with a “Green Level” status and is granted free refills of 
coffee purchased that day. 

In this study, we applied gamification technologies to develop a mobile application 
for encouraging customers to engage in a marketing campaign and increasing the 
potential opportunity for making purchases in an internationally branded apparel 
store. Specifically, we first developed a gamification framework with four strategic 
stages: attract, engage, retain, and monetize, by adopting an online marketing 
framework [11]. Based on the proposed framework, the related gamification design 
feature, which we expected to achieve the Internet marketing goal of each stage in 
general, was generated and introduced in session two. Session three involved 
identifying the appropriate gamification feature from the results of session two, and 
we realized those features as a mobile application regarding iOS and an Android 
version in session four. Finally, we analyzed the campaign marketing results by 
collecting data from both the mobile application database and the brand’s Facebook 
page insights. 

2 The Internet Marketing Framework and Related 
Gamification Technologies 

In this study, we developed a framework with four stages: attract, engage, retain, and 
monetize, for general online marketing and Internet business operation purposes. 
Using gamification technologies, the framework was expected to reinforce the 
participants’ motivation to engage in a marketing campaign and to retain the mobile 
application of the marketing campaign. The ultimate goal of the gamification 
framework was to increase the purchase intention of the campaign participants and to 
monetize the apparel store. 

Specifically, “attract” refers to enticing customers, so that they become aware of, 
understand, and ultimately accept and adopt the services or products; for example, 
free for a limited time gamification mechanics cross-site quests, and dynamic social 
feeds. “Engage” represents satisfying customers through positive experiences in 
interacting with the provided services or applications; for example, by using 
gamification mechanics such as the progress bar, item collection, and leaderboards. 
“Retain” involves the customers’ loyalty to reuse or revisit the services or products, as 
well as related gamification mechanics such as daily visit rewards, virtual characters, 
and community systems. “Monetize” means to increase customers’ intentions to 
purchase and, in turn, to create revenue or cash flow for the Internet service; for 
example, by using gamification mechanics such as sale packages, group buying, and 
transition feeds.  
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Based on the proposed framework, the related gamification design feature achieved 
the goal of each stage of Internet marketing, as expected. Two human factor 
researchers and six junior multimedia designers were invited to gather, classify, and 
evaluate each gamification mechanic by reviewing and identifying possible 
gamification mechanics based on existing online services, including gamification 
platforms (e.g., Badgeville and Bigdoor), web services, mobile apps, and online 
game-user experience research [12]. Each of the mechanics are associated with one of 
the four stages of the proposed framework by using the card sorting technique. The 
following sections explain the four stages and the 30 gamification mechanics.  

2.1 Attract—Make Users Aware of the Available E-marketing Events 

The purpose of the attract stage is to encourage increasingly greater numbers of 
Internet users to become aware of, understand and ultimately use the service. There 
are thirteen gamification mechanics to attract users:  

● voting contests: organize public voting contests using a social network plug-
in (e.g., Facebook’s “Like” feature); each vote will generate viral promotion 
for the service.  

● referral rewards: allow users to share the service with their social networks 
for a reward (e.g., Dropbox users invite others to earn extra space).  

● O2O (online to offline) rewards: cross-promote with physical brands. Users 
can obtain coupons from inside physical products and use them online. 

● high visibility interaction: design mobile online services to include a high 
visibility gesture (e.g., some puzzle games require a special gesture to play) 
that will catch other people’s attention when someone uses the service in a 
public space. 

● require a team: require users to join or form a team before using the service 
(e.g., before playing table games or chess games, which require multiple 
users).  

2.2 Engage—Encourage Users to Remain on the Site for Longer 

The engage stage involves satisfying users and encouraging them to continue using 
the service. thirteen gamification mechanics to engage users: 

• virtual try-on: providing users an on-line in-store changing room – that is, it 
enables users to try on clothes to check one or more of size, fit or style, but 
virtually rather than physically. The virtual try -on engage users by providing them 
more immersive experience. 

• progress bars: simplify user tutorials into a few steps that are easy to follow. 
Additionally, provide rewards (e.g., points or applause) and offer clear hints to 
encourage users to move to the next step. 

• avatar tutorials: help new users to quickly develop an understanding of the service 
by using a character-based tutorial (e.g., Microsoft Clippy).  
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• leveling systems: a common way to encourage use by allowing users to master 
each level at the appropriate speed. Each user’s level must be visible to other 
members so that they can gain recognition from fellow users. 

• effort-based rewards: reward users according to their contributions to the service or 
community; for example, reward them for sharing useful information or inviting 
friends to sign up for the service. 

• item collection: provide item collection systems that encourage users to collect 
cards, badges or resource collections. Users will make an effort to complete the 
collections and will be satisfied with their achievement when they do so. 

• group quests: create group-level goals. This will encourage the user to exert more 
effort on the site, not only for himself or herself but also for the team. 

• virtual currency: use a virtual currency system (usually with points as the currency) 
to create an economic system within the service. Users will participate in a system 
of supply and demand and will make an effort to earn points.  

• points for time spent on the site: provide virtual rewards (e.g., Experience point, 
virtual currency, or gifts) to users based on how long they stay on the site.  

2.3 Retain—Make Sure That Users Revisit the Service and Event Frequently 

The purpose of the retain stage is to ensure that users revisit the site or use the service 
frequently. To ensure that users will return, one must consider both personal and 
social user motivations.  

• leaderboards: leaderboards are an effective way to motivate people to compete for 
high rankings.  

• daily visit rewards: each user can receive a default or random gift on his or her first 
site visit per day. 

• real world events: give special gifts to celebrate real world holidays and events 
online. 

• continuous login rewards: encourage users by offering daily login rewards: those 
who use the site on more days will receive higher-value rewards.  

• locked stages: motivate user quests using locked stages: users must pass through 
one stage before they can progress to the next. Offer high-value rewards in high-
level stages.  

• time-declining items: depreciate the value or function of virtual items over time. 
Users will return to the service to prevent the depreciation of virtual goods. 

• subscription fee: charge users a monthly or annual subscription fee. Users will tend 
to return to the service frequently once they have pre-paid the fee. 

• time-interval rewards: make attractive rewards available within a quest at a certain 
time of day (e.g., 3:00 pm). Users will tend to revisit the service at that time. 

• one-week marathons: use a weekly ranking leaderboard to encourage high-ranked 
users to return for daily competitions and to encourage laggards to return the next 
week.  
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2.4 Monetize—Motivate the User to Pay for the Service 

The purpose of the monetize stage is to create business revenue. This study has 
identified gamification mechanics that support two consumption methods—top-up 
and direct payment. 

• sales package: sell points in packages. Users can obtain more points (or other 
rewards) when they purchase a large number of points at one time. 

• accumulate rewards: provide rewards to users when their top-up quotas reach a 
certain level. 

• highlight VIP users: make user levels visible on their profiles. This can help 
encourage users to top-up to gain recognition and benefits (ex: sales promotion 
code or prize) from others. 

• group buying: allow users to top-up their accounts together with a certain number 
of friends to obtain special discounts or extra rewards. 

• special talents: sell items that allow users obtain superpowers that they can use in 
the online service. The superiority of an item can encourage users to purchase their 
first top-up points. 

• earned coupons: Provide coupons after user purchases that may help them to secure 
a win. The coupon should be able to stimulate consumption, but issuing the coupon 
should not cost the service anything. 

• crowdfunding: Make collective action possible for users, allowing them to pool 
their money to do good things such as disaster relief or scientific research. 

3 Applying Gamification Mechanics to Design the Mobile App 
for the Marketing Campaign 

The mobile marketing campaign application was designed by following the proposed 
four Internet marketing stages, and was realized by applying both gamification 
mechanisms and informative technologies for achieving customer satisfaction. The 
mobile application was developed by the Service Systems Technology Center of the 
Industrial Technology Research Institute (ITRI) in Taiwan, and the application was 
uploaded to both Google Play and Apple’s App Store by December 1, 2013. 

3.1 Attract 

As illustrated in Figure 1, we used O2O (online to offline) rewards as the gamification 
mechanism to appear in in-store posters, street flyers, and staff t-shirts for improving 
the marketing campaign’s visibility. Users were motivated to participate in the 
campaign because of the appealing rewards that appeared on the posters and flyers. 
Based on the results of this study, we can ensure that customers will be willing to 
download and access the marketing campaign’s mobile application. 
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Abstract. Developing a usable checkout process is pivotal for e-business suc-
cess. However, recent research has shown that users frequently abandon their 
shopping carts and lacking a clear direction through the process. In this context, 
aiming to improve the usability and overall user experience of checkout proc-
esses in ecommerce Web-sites, this paper reports on a study, primarily inspired 
by concepts driven from theories of individual differences in cognitive process-
ing, and considers content presentation and navigability as a measure of check-
out usability and task quality. Concurrent think-aloud, short interviews and 
questionnaires were conducted with a convenient sample of 15 users to under-
stand the preference of a particular type of checkout process, and users’ task 
completion time while interacting with ecommerce Web-sites for a set of differ-
ent checkout scenarios. Preliminary results revealed that cognitive styles have 
an effect on users’ task completion and checkout process preference. 

Keywords: Ecommerce, Checkout Process, Individual Differences, Cognitive 
Styles, User Study. 

1 Introduction 

Ensuring that checkout process design in an ecommerce retail environment is in 
alignment with the task at hand and providing satisfactory user experience (UX) is 
critical to business success. Meanwhile, user behaviours are changing profoundly; 
particularly due to the ways that technology is now being used as part of the shopping 
process. Researchers have devoted effort to develop metrics, guidelines and theories 
of Web-site and ecommerce usability, yet there still is a lack of consensus on the 
multi-faceted dimensions of checkout process as well as the relationships among user 
cognitive styles and their influence on checkout designs. The checkout process has 
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become widely known over the years on the World Wide Web and making purchases 
online is a fairly standard process, with clear steps and expected outcomes [1]. De-
spite its popularity, research reveals that astonishingly between 60-70% of online 
users abandon shopping carts [2, 3], while a recent study by [4], investigating the top 
100 ecommerce checkout processes showed that 82% have usability issues. The au-
thors in [2] argue that despite placing items in virtual shopping carts, online shoppers 
frequently abandon them; an issue that perplexes online retailers and has yet to be 
explained by scholars. Shopping cart abandonment occurs when a potential customer 
initiates an order by starting the checkout process, but exits the Web-site before the 
purchase is made. The most important reason for shopping cart abandonment appears 
to be that users are not given a clear direction through the process [4].  

Studies on shopping cart abandonment mainly focused on the influence of psycho-
logical factors on this phenomenon [2, 5, 6, 7].  Moreover, several studies examined 
the relationship between navigational decisions and online purchase behavior [8, 9, 
10]. In this realm, taking into consideration that human-computer interactions during 
a checkout process are in principal cognitive tasks, we suggest that these interactions 
should be examined in more detail based on cognitive styles. Among numerous  
dimensions of individual differences in cognitive processing proposed in the literature 
[11], the work presented in this paper focuses on cognitive styles of the human mind 
as prior research has shown that cognitive styles of individuals affect user preference 
and performance in hypermedia systems [12]. Accordingly, the main research ques-
tion is as follows: Do cognitive styles affect user preference and performance in dif-
ferent checkout process designs?  

The remainder of the paper proceeds as follows: Section 2 briefly describes the 
relevant work on checkout process and theories of individual differences in cognitive 
styles. Section 3 describes the study methodology and results. Finally Section 4 con-
cludes the paper. 

2 Related Work 

The World Wide Web has dramatically changed the way consumers purchase goods 
and services, collect information to compare products, and companies conduct their 
business. Recent statistics indicate that although there is a growing number of people 
that use the World Wide Web to search for product information, to do price compari-
sons, and to collect useful information in order to make their purchasing decision, the 
number of actual online purchases remains still relatively small [8, 13]. Although in 
the last years many scholars have provided frameworks and a number of methods to 
evaluate ecommerce Web-sites [14, 15], there is generally a lack of theoretical justifi-
cations of the frameworks and evaluation criteria they adopt. Moreover, these  
approaches do not effectively model the cognitive process of online users that deter-
mines how they perceive the quality of the Web-sites that are experiencing. Indeed, 
information processing and cognition are central activities when consumers interact 
with Web-sites [16]. 
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2.1 Checkout Processes 

Recent findings by industry analysts revealed that online consumers are impatient, 
easily dissatisfied and are likely to abandon their shopping carts and move to a differ-
ent retailer if a Web-site’s features fail to meet their expectations [17]. The work in 
[17] reports that attributes such as fast loading of pages, ease of navigation, efficient 
search and detailed product content are some of the features that online consumers 
expect from retail Web-sites and decrease the likelihood that consumers will leave 
sites without making purchases. The study in [6] found that besides immediate pur-
chase intention, online shopping carts are also used for hedonic purposes such as  
securing price promotions, organizing items and as a ‘wish list’ for future purchases. 
This can be explained by the fact that, similarly to traditional retail shoppers, consum-
ers shop online with utilitarian (e.g., goal-directed, task based) and/or hedonic (e.g., 
enjoyment gained by the shopping experience) motivations [18, 19]. Perceived risk 
related to privacy issues (e.g., sharing personal information with third parties), secu-
rity aspects (e.g., non-delivery of products, transaction), and perceived waiting time 
(loading time), were found to influence shopping cart abandonment [2, 7]. The study 
in [5] also found contextual factors (e.g., time pressure, uncertain need) and consumer 
characteristics (e.g., attitude toward online shopping) as factors influencing this phe-
nomenon. The authors in [20] investigated the customization of the online purchase 
process of 422 electronic retailers relevant to the two constituent sub-processes in the 
online purchase process: i) decision customization; the customization of the informa-
tion content delivered to users to help them in the decision-making sub-process; and 
ii) transaction customization; the customization of the purchase transaction sub-
process for each user. The results indicated that decision customization that provides 
choice assistance by way of personalized product recommendations is positively  
associated with user satisfaction; and transaction customization, oriented towards 
making the transaction sub-process personal, convenient, and interactive is positively 
associated with user satisfaction with the purchase transaction sub-process. Addition-
ally, the results indicate that both decision customization and transaction customiza-
tion are associated with overall customer satisfaction with the online purchase process 
of electronic retailers. Recent research by [21] compared static displays with two rich 
media presentation formats (product videos and virtual product experience) and their 
impact on purchase intentions and willingness to pay in online stores. The results 
confirmed that the rich media displays enhanced the feeling of informedness about the 
examined products and increased excitement regarding the shopping experience. Vir-
tual product experience had a direct positive effect on consumer purchase intentions, 
suggesting that virtual product experience-focused tools have the potential to outper-
form passive videos. Moreover, consumers showed higher willingness to pay values 
for experience products than for search products when interaction was possible. 

2.2 Individual Differences in Cognitive Styles 

Among numerous dimensions of individual differences proposed in the literature  
[22, 23, 24], the work presented in this paper focuses on cognitive styles. Research on 
cognitive styles is an area of human sciences that explains empirically observed dif-
ferences in information mental representation and processing. Different theories have 
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been proposed over time suggesting that individuals have differences in the way they 
process, remember, and recall information.  

A widely accepted and accredited cognitive style dimension is considered the 
Wholist/Analyst cognitive style [11, 24] that refers to how individuals organize in-
formation and indicates a preference of structuring information as a whole to get the 
big picture (Wholists) or structuring the information in detail (Analysts). The main 
characteristics of each cognitive style are as follows:  

Wholists: Users that belong to the Wholist type view a situation and organize in-
formation as a whole, proceed from analyzing the whole to its parts and organize 
information in loosely clustered wholes. Wholists have higher levels of assertiveness, 
and especially in extreme types, they are decisive in different situations. 

Analysts: Users that belong to the Analyst type view a situation as a collection of 
parts, stress one or two aspects at a time, proceed form the parts to the whole and 
organize information in clear-cut groupings (chunking down). Analysts have low 
assertiveness and especially in extreme types, they are indecisive. 

Several studies revealed that the Wholist/Analyst dimension has an effect on users’ 
learning patterns and navigation behaviour within hypermedia systems [12, 26, 27]. A 
recent work in [12], which investigated the effect of cognitive styles on users’ learn-
ing patterns within Web-instruction programs, revealed implications of cognitive style 
on users’ preferred ways of using different navigation tools and display options.  
In particular, analyst users tended to actively group relevant concepts utilizing an 
alphabetical index tool of the hypermedia system, while Wholist users tended to  
be passive and relied on hierarchical maps to build relationships among different  
concepts [12]. A more recent study in [26] revealed a relationship between the 
Wholist/Analyst dimension and the users’ navigation behaviour in terms of linear-
ity/non-linearity. In particular, results revealed that Wholists tended to follow linear 
hyperlink sequences within online encyclopaedia articles, in contrast to Analysts who 
did not reveal any significant differences in navigation behaviour. 

3 Checkout Designs 

Based on the theoretical analysis, given that the Wholist/Analyst dimension is particu-
larly related to the way hypermedia content is structured [12, 26], this paper aims to 
investigate the effect of the Wholist/Analyst dimension on user performance and pref-
erence of different content representation and navigation designs of checkout proc-
esses. We utilized different checkout designs of three existing ecommerce Web-sites: 
nordstrom.com (Nordstrom), discovery.com (Discovery), amazon.com (Amazon). 
The selection of the Web-sites was based on their different content presentation  
designs (i.e., textual or diagrammatical representation of content), and different  
navigation techniques (i.e., top-down checkout process or horizontal step-by-step 
checkout process). Figure 1 illustrates screenshots of each of the Web-sites. Table 1 
presents the features of each Web-site based on the content presentation and naviga-
tion techniques used in the checkout process.  
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Fig. 1. Checkout process designs 

Nordstrom illustrates content in a diagrammatical representation and follows a 
simple top-down navigation style in which users can freely enter the required infor-
mation for performing the checkout process. All required information (shipping in-
formation, payment information, etc.) is visible in one single Web-page. This design 
has been selected since it freely enables users to access all steps of the checkout proc-
ess in a single Web-page and could be related to the analytical approach that Analysts 
follow. 

Table 1. Content presentation and navigation styles of each Web-site used in the study 

 Content Presentation Navigation Technique 
Nordstrom Graphical Top-down with all steps visible 
Discovery Graphical Top-down step-by-step with only one 

step active a time 
Amazon Textual Horizontal step-by-step with only one 

step active at a time 
 
Discovery similarly illustrates content in a diagrammatical representation and  

follows a guided top-down navigation style, with a single section being only active 
for entering the required information. In particular, users can only view and enter the 
required information for a single section (e.g., shipping information), and then need to 
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submit the entered data in order to proceed to the next section. This design has been 
selected since it provides a top-down approach, guiding the user throughout all the 
steps of the checkout process and could be related to the wholistic, linear approach 
that Wholists follow. 

Amazon illustrates content in a textual representation, without any additional 
graphical illustrations as in the other two Web-sites. A guided horizontal step-by-step 
navigation style is utilized for the checkout process in which users can only enter 
information of a particular section, and then proceed to the next section. A horizontal 
menu is utilized illustrating the current active section of the checkout process. Simi-
larly to Discovery, the design of Amazon has been selected since it provides guidance 
throughout the checkout process that could be also related to the wholistic dimension 
of cognitive styles since it once more presents content through a constrained, guided 
environment. The main difference is that Amazon provides a horizontal guided  
approach and illustrates content in a clear textual representation, in contrast to the 
graphical representation of content in Discovery. It is important to mention that we 
intentionally selected two different content representations (textual vs. graphical) 
since we subsequently aimed to investigate whether the different type of content  
representation would affect the user interactions. 

4 Method of Study 

4.1 Sampling and Procedure 

A total of 15 individuals (10 female and 5 male) participated voluntarily in a user 
study carried out during the first week of December 2013. All participants were  
undergraduate students and their age varied from 20 to 25. The participants first com-
pleted a series of questions using a Web-based psychometric test based on Riding’s 
CSA [25] that measured the response time on two types of cognitive tasks and com-
puted the ratio between the response times for each task type in order to highlight 
differences in cognitive styles. Participants were required to compare whether two 
figures are identical, and whether one simple figure is part of another complex figure. 

A within-subjects design was followed in which all participants navigated in three 
different ecommerce Web-sites; Nordstrom, Discovery and Amazon, for a set of dif-
ferent checkout scenarios. In each scenario, users were provided with a virtual credit 
card and assigned to select a product of their choice by adding it in their shopping 
basket and then execute the checkout process until buying the product. Given that 
users were interacting in a hypothetical, and not a real scenario of purchasing prod-
ucts, the think aloud protocol was conducted to investigate whether participants 
would complete or abandon the checkout process. In order to elicit users’ subjective 
preference and perception of each Web-site checkout process, short interviews were 
conducted and questionnaires were provided at the end of each navigation scenario. 
Finally, the total time to complete the checkout process was measured to compare the 
usability of each checkout process in terms of efficiency. 
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4.2 Hypotheses 

The main hypothesis of this research is that cognitive styles affect task efficiency and 
user preference of checkout processes with different navigation styles. In particular, 
the following hypotheses were formulated for the purpose of our research. 

H1. Wholists are more efficient when interacting with designs that provide a step 
by step guided approach throughout the checkout process. 

H2. Analysts are more efficient when interacting with non-constrained designs that 
enable full controllability of users during the checkout process. 

H3. Cognitive styles affect user preference towards different design types of 
checkout process. 

4.3 Analysis and Results 

Results of the psychometric tests classified users as follows regarding their cognitive 
styles: 7 Wholists and 8 Analysts. The analysis investigates whether differences exist 
in task completion time and user preference toward a particular checkout design 
among users having different cognitive styles. 

Task Efficiency. The total time to complete the checkout process for each design was 
recorded with the aim to investigate effects of cognitive styles on task efficiency of 
the different checkout designs. Table 2 illustrates the mean of time to complete the 
checkout process in each Web-site per cognitive style group. Results indicate that on 
average, Nordstrom had the most efficient checkout process. Based on the cognitive 
style groups, Analysts were more efficient in Nordstrom, whereas Wholists were 
more efficient in Amazon. Also, a comparison between the two cognitive style groups 
revealed that Analysts were more efficient in Nordstrom than Wholists, and Wholists 
were more efficient than Analysts in Amazon. Given that Wholists need more guid-
ance in a hypermedia environment, the guided navigation style provided in Amazon 
has improved task efficiency of the checkout process. On the other hand, given that 
Analysts follow a more analytical approach during navigation and proceed from the 
parts to the whole, the fully-controllable and non-constrained checkout process of 
Nordstrom has positively affected task efficiency of that particular user group. 

Table 2. Means of performances (in sec) for each checkout process and cognitive style group 

 Wholists Analysts Overall 
Nordstrom 117.07 99.88 107.9 
Discovery 134.71 170.38 153.73 
Amazon 116 130.88 123.93 

 
The results are very promising and indicate a tendency of verifying Hypothesis 1 

and Hypothesis 2, however further studies need to be conducted with a larger sample 
to investigate main effects of cognitive styles on task efficiency in different designs of 
checkout processes.  
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5 Conclusions 

Checkout is an important stage of online purchasing; thus allowing users more  
efficient decision-making and supporting their information processing and cognitive 
ability is of critical importance. In this realm, aiming to understand users during inter-
actions within checkout processes, a user study was conducted that explored the im-
pact of the Wholist-Analyst cognitive style to evaluate checkout process from the user 
viewpoint in a retail ecommerce setting. Preliminary results based on quantitative and 
qualitative measures revealed that cognitive styles affect users’ task completion and 
checkout process preference. In particular, Wholist users have shown a preference 
toward checkout processes following a more guided approach, as in the case of Ama-
zon. Quantitative measures obtained have shown that Wholist users were also more 
efficient during interaction in Amazon. Similarly, Analyst users were more efficient 
and preferred Nordstrom which did not follow a guided approach and provided more 
freedom to users for entering their information. Such a result suggests that designers 
and developers should bear in mind individual differences in cognitive styles when 
designing checkout processes. A practical implication of this result would be based on 
a personalization engine for providing the “best-fit” navigation style (non-constrained 
or guided) in a checkout process, considering the users’ cognitive styles. 

Findings of this study are expected to provide useful insights for practitioners to 
develop more usable checkout processes and for researchers to better assess the effect 
of user cognitive styles on online checkout process behavior. In future work we plan 
to further extend our study with a larger sample and different checkout process de-
signs as well as utilize different cognitive styles such as the Verbal/Imager dimension 
[11], and more basic cognitive processes such as Working Memory. 
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Abstract. We investigated the influence of photo-realistic avatars and reputa-
tion scores on trust building in online transactions. In Experiment 1, 126 partic-
ipants played a computer-mediated trust game with three avatar conditions 
(trustworthy, untrustworthy, and no seller avatar) and three reputation condi-
tions (positive, negative, and no seller reputation). Both trustworthy avatars and 
positive reputation scores led to higher purchase rates. We also found a signifi-
cant interaction between avatars and reputation scores, suggesting that the effect 
of avatars was stronger when the reputation score induced uncertainty. To  
further support this effect, we systematically varied uncertainty levels in Expe-
riment 2, in which 147 participants played another trust game. Results again 
confirmed that participants relied more on avatars in their decisions under high 
uncertainty. Taken together, the results show that avatars can help to reduce  
uncertainty and to improve trust building in e-commerce settings. 

Keywords: Trust, Avatars, Reputation, E-commerce. 

1 Introduction 

Disembodiment has been identified as a major threat to trust in online transactions. 
However, virtual avatars can help to re-embody social interactions and to increase 
trust in online encounters [1]. Future e-commerce platforms can be expected to pro-
vide virtual market places, in which trading partners are reunited in time and space, 
thus allowing for embodied encounters between actors. Avatars as representatives of 
real persons will play a crucial role in these environments, and it is important to ex-
plore whether real life principles of social interaction and perception apply to such 
settings [2]. Even though seller photos have been shown to have a considerable im-
pact on online trust [3-5], empirical evidence for a comparable influence of avatars is 
still missing. Thus, we analyzed the influence of photo-realistic avatars on purchase 
decisions in a standard trust-game. 

2 Experiment 1 

2.1 Background and Hypotheses 

The Influence of Seller Reputation on Online Purchase Decisions. One central 
feedback in e-commerce is the reputation system [6,7]. Previous findings have shown 
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that reputation and trust are closely related phenomena and that reputation scores 
constitute a very influential factor in online transactions [8-10]. Also, Bente et al. 
[11], on which our study builds, found a significant effect of reputation scores on 
trust. Positive reputation contributed toward buyers’ trust and higher purchase rates 
while missing reputation performed worse than negative reputation [11]. In line with 
this empirical evidence, we formulate the following hypothesis: 

Hypothesis 1: Reputation scores affect purchase behavior in online transactions. Posi-
tive reputation leads to higher purchase rates than negative and missing reputation 
(H1a.) Negative reputation leads to higher purchase rates than missing reputation 
(H1b). 

The Influence of Seller Avatars on Online Purchase Decisions. Photos are another 
central feedback for trust in e-commerce. The effects of photos on trust in CMC and 
C2C transactions are more equivocal than the effects of reputation [3-5]. With regard 
to impression formation, it has been shown that the human face, even if only visible in 
the form of a photo, can serve as evidence for the disposition of honesty [12] and 
trustworthiness [13]. Furthermore, it has been shown that impressions based on faces 
are largely automatic and extremely fast [14-16]. Bente et al. [11] found that trustwor-
thy photos contributed toward buyers’ trust and higher purchase rates. There was no 
significant difference between missing and untrustworthy photos [11]. A reason for 
this result might be the act of self-disclosure by putting a photo on an e-commerce 
website. It holds the potential to foster trust and cooperative behavior in online trans-
actions by reducing interpersonal uncertainty and potentially making the discloser 
recognizable and "appear vulnerable" [17]. With regard to the impact of avatars as a 
signal of trustworthiness [18], we follow the assumptions of Bente et al. [11], using 
avatars instead of photos, and hypothesize: 

Hypothesis 2: Seller avatars affect purchase behavior in online transactions. Trustwor-
thy seller avatars lead to higher purchase rates than untrustworthy or missing avatars 
(H2a). There is no difference in purchase rates between avatars with an untrustworthy 
appearing seller or missing avatars (H2b). 

The Effect of Involvement on the Influence of Reputation and Seller Avatars. 
According to the Elaboration Likelihood Model [19], decisions can be influenced by 
two different pathways or routes of information processing: the peripheral and the 
central route. The peripheral route relies on a quick but shallow processing of tacit 
cues, whereas the central route uses elaborative cognitive processing of factual infor-
mation. The central route should prevail when involvement is high and cognitive  
capacity is sufficient to process the available information. Bente et al. [11] found 
equal effect sizes for reputation (η²p = .27) and seller photos (η²p = .20), indicating 
that participants were equally influenced in their decisions by tacit cues (seller pho-
tos) and factual information (reputation scores). One possible explanation for this 
might be the low cognitive involvement of the participants, which caused them to use 
a shallow mode of processing. In order to vary the involvement of the participants in 
this study, we varied the amount of virtual units at stake in the trust game. In our high 
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involvement game (high amount at stake), we expected that a central processing mode 
based on factual information (reputation scores) should prevail. In our low involve-
ment game (low amount at stake), we expected participants to use a peripheral mode 
based on tacit cues (seller avatars). Therefore, we hypothesize: 

Hypothesis 3: Seller avatar and involvement show an interaction effect. High  
involvement leads to a weaker influence of seller avatars on purchase decisions (H3). 

2.2 Methods 

Design and Experimental Setup. To analyze the influence of avatars, reputation 
scores, and involvement on purchase decisions, we used a 3 (avatar: trustworthy vs. 
untrustworthy vs. no avatar) × 3 (reputation: positive vs. negative vs. no reputation) × 2 
(involvement: high vs. low) design, with avatar and reputation as within-subjects fac-
tors and involvement as a between-subjects factor. 

Seller avatars and reputation scores were presented in a standard trust game [20], 
which models a trust situation framed as a sales transaction between a buyer (trustor) 
and a seller (trustee). Instead of real products only monetary equivalents are  
exchanged in the game. Figure 1 depicts the payoff matrix for the trust game. 

 

Fig. 1. Payoff-matrix for the trustgame 

If the buyer decides not to buy (Case 1), both buyer and seller keep their 35 units. 
If the buyer decides to buy and the seller ships the product (Case 2a), both buyer and 
seller receive 50 units for the successful trade. If the buyer decides to buy and the 
seller does not ship the product (Case 2b), the buyer loses his/her 35 units to the  
seller, who receives 70 units. 

The trust game was conducted as a web survey, allowing for the full experimental 
control over the pay-off matrix, fictitious sellers, and reputation scores (see Figure 2). 
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Fig. 2. Screenshot of the trust game user interface with avatar and reputation score 

Stimulus Materials. 30 virtual avatars (15 male; 15 female) were created using the 
software FaceGen (Singular Inversions, 2011). In a prestudy, 35 participants (8 male; 
27 female; Mage = 27.00) rated the trustworthiness of the avatars on a 7-point scale  
(1 = high distrust to 7 = high trust). Based on the trustratings in the prestudy, six 
trustworthy and six untrustworthy avatars were selected. The trustworthy avatars were 
rated to be significantly more trustworthy than the untrustworthy avatars, t(34) = 8.69, 
p < .001, d = 1.48. The remaining avatars were used in filler trials. 

Reputation was presented in the form of a five-star-index, indicating the percentage 
of previous trades in which a seller had shipped the product after payment (one star: 
0–20%; two stars: 21–40%; three stars: 41–60%; four stars: 61–80%; five stars:  
81–100%). In another prestudy, 30 participants (16 male, 14 female) rated the trust-
worthiness of the different levels of the reputation score on a 7-point scale (1 = high 
 distrust to 7 = high trust). Two of the star-indexes were identified as adequate repre-
sentations of negative and positive seller reputations: Three stars (the seller shipped  
41–60% of past trades) led to a low average trust rating representing a negative repu-
tation, whereas four stars (the seller shipped 61–80% of past trades) led to a high trust 
rating indicating a positive reputation. The positive reputation received significantly 
higher trust ratings than the low reputation, t(29) = 8.95, p < .001, d = 1.7. 

Participants' involvement in the trust game was modified through the amount of 
units at stake in the game. In the low involvement condition, both buyer and seller 
received a basic amount of 35 units. In the high involvement condition, the amount 
was raised to 3500 units. 

Participants. Overall, 126 students (66 male, 60 female, Mage = 24.15, SDage = 5.66) 
participated in the online trust game. Participants were recruited by the use of email 
invitations sent via several mailing lists of a large University in Western Germany 
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where the study was conducted. Participants were invited to play an online trust game 
in which they could earn between 7 and 10 Euros. 

Procedure. All participants completed the study online using their own computers. 
First of all, participants were randomly assigned to the high or low involvement con-
dition. Regardless of this assignment, all participants were subsequently assigned to 
the role of the buyer and were informed that they would play online with several other 
participants, who had been randomly assigned to the role of the seller. Participants 
were further informed that the sellers were represented by virtual avatars that had 
been generated out of their real photographs. After that, participants were introduced 
to the five-star reputation score indicating the percentage of previous trades in which 
the seller had decided to ship the product. The buyers were told that there would be no 
immediate information about the shipping decision of the seller but that the money 
they earned would be added up depending on the seller's decisions. After that, partici-
pants were presented with the individual profiles of the sellers that included the sel-
lers' avatar and reputation and decided for each profile whether they would buy from 
that particular seller. 

2.3 Results and Discussion 

Effect of Involvement. Buying decisions were analyzed in a 3 × 3 × 2 mixed 
ANOVA (avatar × reputation × involvement). There was neither a significant main 
effect of involvement nor any significant interactions between involvement and the 
other variables, F < 1. Thus, hypothesis H3 could not be supported. The degree of 
involvement did not influence participants' buying decisions. 

Effect of Avatar and Reputation. Because there was no significant main effect of 
involvement, we collapsed the data of both conditions into one single group and per-
formed another mixed ANOVA. The results are shown in Figure 3. 

 

Fig. 3. Effects of reputation and avatar on purchase decisions 

There was a significant main effect of avatar, F(2, 250) = 39.57, p < .001, η²p = 
.240, a significant main effect of reputation, F(2, 250) = 124.58, p < .001, η²p = .499, 
and a significant interaction effect between avatar and reputation, F(4, 500) = 3.66,  
p = .006, η²p = .028.  



466 G. Bente et al. 

 

To test the specific hypotheses regarding the effects of information valence within 
both factors (avatar, reputation), pairwise comparisons for the three levels of each 
factor were conducted separately (see Table 1 and Table 2). 

Table 1. Results of post-hoc comparisons for reputation across the levels of each factor 

Avatar Reputation t(125) p d 

No Negative vs. No   5.35 < .001 0.48 
 Positive vs. No 12.39 < .001 1.10 
 Positive vs. Negative   7.45 < .001 0.67 
Untrustworthy Negative vs. No   5.52 < .001 0.50 
 Positive vs. No 13.51 < .001 1.21 
 Positive vs. Negative   7.19 < .001 0.64 
Trustworthy Negative vs. No   6.15 < .001 0.55 
 Positive vs. No 10.63 < .001 0.98 
 Positive vs. Negative   5.25 < .001 0.49 

Table 2. Results of post-hoc comparisons for avatar across the levels of each factor 

Reputation Avatar t(125) p d 

No Untrustw. vs. No 0.75    .455 0.07 
 Trustw. vs. No 5.71 < .001 0.51 
 Trustw. vs. Untrustw. 5.77 < .001 0.52 
Negative Untrustw. vs. No 0.37    .714 0.03 
 Trustw. vs. No 6.07 < .001 0.55 
 Trustw. vs. Untrustw. 6.32 < .001 0.56 
Positive Untrustw. vs. No 0.82    .415  0.07 
 Trustw. vs. No 2.75    .007 0.26 
 Trustw. vs. Untrustw. 4.43 < .001 0.41 

 
Reputation scores did significantly affect purchase behavior in online transactions. 

Positive reputation lead to higher purchase rates than negative and missing reputation, 
supporting hypothesis H1a. In addition, negative reputation lead to higher purchase 
rates than missing reputation, supporting hypothesis H1b. 

Seller avatars also had a significant effect on purchase behavior in online transac-
tions. Trustworthy seller avatars lead to higher purchase rates than untrustworthy or 
missing avatars, supporting hypothesis H2a. There was no difference in purchase rates 
between avatars with an untrustworthy appearing seller or missing avatars, supporting 
H2b. 

As for the combined effect of reputation and seller avatars, there was a significant 
interaction between reputation and seller avatars. In their original study, Bente et al. 
[11] did not find a significant interaction between reputation and seller photographs, 
which they interpreted as evidence for the independent influence of both cues on pur-
chase decisions.  Our results, however, hint at an important difference in the effect of 
seller photographs as opposed to seller avatars: In the study by Bente [11], the effect 
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of the seller photographs was independent of the effect of reputation. In our study, the 
effect of the seller avatars differed with the levels of reputation. In the negative repu-
tation condition, where there was high uncertainty whether the seller would ship the 
product (only 41–60% of the time), participants were more susceptible to the influ-
ence of the seller avatars. In the positive reputation condition, where there was high 
certainty that the seller would ship the product (61–80% of the time), the influence of 
the seller avatars was weaker. This suggests that even though participants do use sel-
ler avatars in their decision process, they give less weight to this cue as opposed to 
reputation scores. This is also supported by the larger effect size for reputation (η²p = 
.499) as opposed to seller avatars (η²p = .240). However, if the reputation is negative, 
participants rely more strongly on seller avatars in their decisions. Because we did not 
predict this interaction effect, we conducted Experiment 2 to replicate the interaction 
between reputation and seller avatars. 

3 Experiment 2 

3.1 Background and Hypotheses 

As the results of Experiment 1 have shown, there was a significant interaction effect 
between reputation and trustworthiness of the seller avatar. More precisely, the effect 
of avatar was stronger if there was high uncertainty that the seller would ship the 
product. If the uncertainty that the seller would ship the product was low, the effect of 
the trustworthiness of the avatar was weaker. However, Experiment 1 suffered from 
one major limitation: Reputation score number 3 was both more negative and 
represented a higher uncertainty than reputation score number 4 —thus confounding 
negativity and uncertainty. To rule out this possibility, we replicated Experiment 1 
using all five reputation scores. Especially reputation scores 1 (seller shipped 0–20% 
of the time) and 2 (seller shipped 21–40% of the time) are important in this context 
because they are more negative than reputation score number 3 but represent less 
uncertainty—it is certain that the seller will not ship the product. Therefore, to repli-
cate the effect and to rule out other explanations, we performed Experiment 2. Based 
on the results of Experiment 1, we hypothesize: 

Hypothesis 4: The effect of seller avatars is strongest in the condition with the highest 
uncertainty that the seller will ship the product compared to all other conditions. 

3.2 Methods 

Design and Experimental Setup. To analyze the interaction between reputation 
scores and trustworthiness of the seller avatars, we used a 2 (avatar: trustworthy vs. 
untrustworthy) × 5 (reputation: 1 vs. 2 vs. 3 vs. 4 vs. 5 stars) design, with both avatar 
and reputation as within-subjects factors. 

Stimulus Materials. Based on the pretest of Experiment 1, ten trustworthy and  
ten untrustworthy avatars were selected. The trustworthy avatars were rated to be 
significantly more trustworthy than the untrustworthy avatars, t(34) = 8.45, p < .001, 
d = 1.43. 
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To vary the reputation of the sellers, we used the same five-star-index as in  
Experiment 1. 

Participants. Overall, 147 students (21 male, 126 female, Mage  = 23.88, SDage = 4.56) 
participated in the online trust game. Participants were recruited through email invita-
tions sent via mailing lists of several universities in Germany. Participants were  
invited to play an online trust game in which they could earn between 7 and 14 Euros. 

Procedure. The procedure for the study was the same as in Experiment 1. 

3.3 Results and Discussion 

Effect of Avatar and Reputation. To analyze the effect of reputation and avatar on 
purchase decisions, we performed a 2 × 5 repeated measures ANOVA (avatar × repu-
tation). There was a significant main effect of avatar on purchase decisions, F(1, 146) 
= 28.5, p < .001, η²p = .163. There was a significant main effect of reputation on pur-
chase decisions, F(4, 584) = 517.6, p < .001, η²p = .780.  There was a significant inte-
raction effect between avatar and reputation, F(4, 584) = 3.7, p = .006, η²p = .024. 

To break down this significant interaction effect, we subtracted the mean purchase 
decisions for the untrustworthy avatars from the mean purchase decisions for the 
trustworthy avatars for each of the five levels of reputation (see Figure 4). 

 

Fig. 4. Difference in purchase decisions between trustworthy and untrustworthy avatars for all 
five levels of reputation 

To test our specific hypothesis that the difference in purchase decisions between 
trustworthy and untrustworthy avatars should be largest for the reputation score with 
the highest uncertainty that the seller would ship the product, we used a Helmert con-
trast. The difference in purchase decisions between trustworthy and untrustworthy 
avatars for the reputation score with the highest uncertainty (3 stars: 41–60 %) was 
compared to the mean difference in purchase decisions between trustworthy and un-
trustworthy avatars of all other reputation scores (1, 2, 4, and 5 stars). As predicted, 
this contrast was significant, F(1, 146) = 6.26, p = .013, η²p = .041, supporting  
hypothesis H4, which states that the effect of the seller avatar should be strongest in 
the condition with highest uncertainty that the seller would ship the product. 
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4 General Discussion 

Using a standard trust game, the current study aimed to identify differential contribu-
tions of seller reputations and seller avatars on purchase decisions (trust related beha-
vior) in online trading. Overall, we found significant main effects of seller reputation 
and seller avatar. Positive reputation as well as trustworthy avatars led to significantly 
higher purchase rates than negative or missing information. Missing reputation led to 
significantly lower purchase rates than negative reputation, whereas missing avatars 
did not lead to lower purchase rates than negative avatars, supporting hypotheses H1 
and H2. In order to extend the results of Bente et al. [11], we also varied the involve-
ment of the participants by varying the stake size for each transaction. However, our 
results do not show an interaction between seller avatars and involvement (H3). A 
high involvement did not mediate the influence of the seller avatars. The absence of 
this anchoring effect may be due to the fact that participants knew that they could earn 
a reward of up to 11 Euro. Therefore, it is possible that participants did not pay atten-
tion to the amount of units displayed during each transaction. A future study should 
vary the involvement of participants by varying the actual amount of money at stake.  

In contrast to the results by Bente et al. [11], we did find an interaction effect  
between seller avatar and reputation score. When the reputation score was high, the 
avatar had a weaker influence on buying decisions, suggesting that the reputation score 
functions as the primary information source in this trust related e-commerce setting. 
Supporting this notion, we also observed a larger effect size for reputation (η²p = .499) 
compared to avatar (η²p = .240), indicating that the effect of seller avatars was general-
ly weaker than the effect of reputation. Hinting at an important difference in the effect 
of seller avatars as opposed to seller photographs, this result is in contrast to the find-
ings by Bente et al. [11], who found similar effect sizes for reputation (η² = .27) and 
seller photographs (η² = .20). However, as evidenced by the significant interaction 
between reputation and seller avatars in both Experiment 1 and 2, participants' res-
ponses to seller avatars were influenced by the uncertainty inherent in the reputation 
scores. When the uncertainty that the seller would ship the product was high, partici-
pants were more susceptible to the influence of the seller avatars. As our results show, 
there are subtle differences in the effects of virtual avatars as opposed to photographs.  

In sum, our study shows that in online transactions we are influenced by both repu-
tation scores and seller avatars in our decisions. However, the effect of seller avatars 
can be moderated by reputation scores. Our findings support the notion that seller 
avatars can serve as cues to build trust in online transactions, but that reputation 
scores have a greater impact on purchase decisions than avatars. 
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Abstract. Fostered by the emergence of web technologies and of new streams 
like ubiquitous computing, social media or mobile technologies, a lot of atten-
tion has been directed to the field of Web Analytics in order to learn about 
technology usage behavior of end-users, such as customers or employees of  
enterprises. Going beyond the scope of online marketing and business intelli-
gence, Web Analysts can be of relevance for typical Human-Computer Interac-
tion (HCI) activities, i.e. designing user interfaces for new business software or 
evaluating the usability of an existing solution. Thus, this paper aims at elabo-
rating the usefulness of Web Analytics for the HCI domain. Therefore, we  
conducted an empirical study in order to gather working tasks and professional 
competencies of Web Analysts by analyzing international job advertisements. 
Consequently, we draw conclusions on how Web Analysts can support HCI  
activities with regard to this task and competence profile. It shows that Web 
Analysts can be of use in HCI practice, i.e. within the usability engineering life-
cycle, in HCI research, e.g. for typical design science approaches, and whenev-
er users interact with web-based software applications. 

Keywords: E-Commerce, Web Analytics, Job Advertisement Analysis, Work-
ing Tasks, Professional Competencies, Regional Variation, Quantitative  
Content Analysis, Benefits for HCI. 

1 Introduction 

In recent years, Web Analytics has gained attention due to the necessity to measure 
the success of web-based business models as well as the integration of internet appli-
cations in business processes and functions (e.g., online marketing, social media  
marketing). Although Web Analytics is, especially in companies of German-speaking 
countries, still in infancy, its importance will increasing due to the growing amount of 
web data in the next years [1], [2]. Some authors have already concluded that Web 
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Analytics has risen to being a strategic tool for the management of organizations [3]. 
Besides, it can be also considered a valuable instrument for supporting user interface 
designers and improving the usability of software systems [4]. 

Against this background, this paper examines the occupational field of Web Ana-
lytics experts – in further consequence referred as ‘Web Analysts’ – in order to draw 
conclusions on its benefits for Human-Computer Interaction (HCI) research and prac-
tice. It seems that this profession is not accurately defined and accompanied by a lot 
of uncertainties about working tasks, required professional competencies, and the 
organizational assignment [5]. Consequently, we conducted an empirical study in 
order to characterize this profession adequately and on the basis of topical data,  
precisely of international job advertisements. Hereby, we address the following  
research questions: How is the profession of a Web Analyst characterized? To which 
departments are Web Analysts normally assigned to? What are their working tasks 
and professional competencies in companies? After drafting a task and competence 
profile of this profession we explain how Web Analysts could be supportive for HCI. 

The rest of the paper is structured as follows. The next section gives a brief over-
view of Web Analytics and HCI, including possible overlaps between these two fields 
and possible strategies to analyze a professional field. Then, the following two  
sections report about an empirical study which was necessary to create an authentic 
profile of working tasks and professional competencies of Web Analysts. In Section 5 
we depict possible scenarios in which Web Analysts could be supportive for HCI 
practice and research. Finally, the paper is concluded, and an outlook on future work 
is given. 

2 Web Analytics and Its Application for HCI Practice 

2.1 Web Analytics 

Web Analytics can be understood as the “measurement, collection, analysis and  
reporting of internet data for the purposes of understanding and optimizing Web 
usage”, i.e. to optimize websites and web-based marketing initiatives [6]. Going 
beyond this definition it consists of two parts. On the one hand, Analytics is defined 
as the “practice of supporting decision-making through number crunching”, i.e. by 
applying Business Intelligence techniques and tools (e.g., scorecards or dashboards) 
in order to support specific stakeholders in their decision-making process [7]. On the 
other hand, the focus of this discipline is set to web technologies and applications, 
thus restricting the stakeholder groups that interact with web applications and, addi-
tionally, have decision-making power. 

Technically, Web Analytics use different techniques to collect, store and analyze 
data. The most common data collecting methods are log-file analysis that exploits log-
files of web servers and page tagging which is based on pixel that sends user interac-
tion data to a tracking server. Typical activities of Web Analytics comprise tracking 
and measurement of users’ online activities, data analysis, statistical evaluation, or 
analysis of web traffic and click-streams. The application areas comprise the evalua-
tion and improvement of the usability of websites, analysis of usage behavior and 
characteristics of web users, analysis of online and offline marketing activities or 
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analysis of web-based business processes etc. Amongst others, indicators include (but 
are not limited to) number of hits, page views, events, visits, (unique) visitors and 
page impressions or measures like the visit duration, click paths, and so on. However, 
and with respect to HCI, the original objective of Web Analytics was to improve the 
usability of websites [8]. 

2.2 Human-Computer Interaction 

HCI deals with the design and study of interactions between people (i.e., users) and 
computers and can be considered as the intersection between computer science, beha-
vioral science (psychology), user interface design and any field of study in which 
computer software is developed [9]. Accordingly, HCI addresses human-related as-
pects of user interfaces (UI), like information processing of human brains, language 
and communication or ergonomics of hardware, as well as computer-related issues of 
software, like dialogue techniques, interface metaphors, input/output devices and 
graphic designs. The overall goal is to provide a UI design that fits the needs of  
humans. Therefore, the development includes different design approaches, implemen-
tation techniques and tools but also methods to evaluate user interfaces. 

Consequently, HCI focuses on two important application areas. On the one hand, it 
addresses the design and implementation of user interfaces for software applications. 
Hereby, literature suggests following certain mantras, applying well-established  
methodologies or methods, and making use of professional tools and UI elements 
[10]. On the other hand, HCI also deals with the evaluation of user interfaces and 
interactions in order to learn about the usage behavior of end-users and to improve the 
usability of a software application. While the traditional Usability Engineering 
Process builds upon methods for exploratory, formative and summative evaluation of 
user interfaces [10], predictive evaluation aims at estimating how good the usability 
of an application will be. In all of these areas Web Analytics is considered to be  
useful, as it provides indicators and graphics generated from real-world data on tech-
nology usage. Selected experiences from literature are summarized in the following. 

2.3 The Application of Web Analytics in the Context of HCI 

Interactions between Web Analytics and HCI research can be observed in both direc-
tions. On the one hand, HCI techniques are often applied to design and improve user 
interfaces of Web Analytics software or support analysts in their everyday tasks, e.g. 
through contemporary information visualization techniques [11]. The more interesting 
approaches reported in literature comprise the application of Web Analytics tech-
niques to examine or enhance the usability of web applications. 

Amongst others, Hasan et al. [12] report about making use of Google Analytics to 
evaluate the usability of e-commerce sites and identify UI problems, i.e. even for 
specific stakeholder groups. This research suggests that specific web metrics, like the 
percentage of time spent, visits of the percentage of click depth visits, allow a quick 
evaluation of features such as the navigation, the internal search, the information  
architecture, the content and design of the site, the customer service and even the 
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efficiency of the purchasing process. Similar experiences on the usefulness of Web 
Analytics for analyzing and improving user interactions with websites are docu-
mented in other areas, like library services [13]. 

All in all, we consider Web Analytics as an important tool to analyze the usability, 
the content, the layout and design, the navigation, as well as the availability and sys-
tem quality of websites. Yet, given the range of tasks and required competencies of 
Web Analysts, this discipline can even have more benefits for HCI, as we will explain 
later. However, in the first place, we have to characterize the profession of Web  
Analysts, which is being achieved through the empirical study summarized in the 
upcoming sections. 

3 Research Design and Dataset 

In order to get a topical, close-to-market picture of Web Analysts, we decided to con-
duct an occupational analysis [14], i.e. a specialized type of job analysis that aims at 
focusing on how a specific profession is employed across multiple organizations or 
even across a whole industry. Precisely we collected data on the profession and ana-
lyzed it according to different characteristics. Similar experiences have been reported 
over the last decades. For instance, Grob and Lange [15] describe an approach to 
analyze printed job advertisements (job ads) in order to characterize the occupational 
field of Business Informatics. 

Table 1. Distribution of job ads by online job portal 

Online job portal Number of job ads Percentage 
Monster.co.uk 57 25,56% 
LinkedIn.com 38 17,04% 
Stepstone.de 28 12,55% 
Monster.de 23 10,31% 

Monster.com 22 9,86% 
totaljobs.co.uk 12 5,38% 
LinkedIn.co.uk 9 3,98% 

xing.de 9 3,98% 
Jobsearch.co.uk 7 3,13% 

LinkedIn.de 5 2,42% 
Karriere.at 4 1,79% 

derStandard.at 2 0,9% 
Stellenanzeigen.de 2 0,9% 

indeed.com 2 0,9% 
backinjob.de 1 0,45% 
careesma.at 1 0,45% 
xing.com 1 0,45% 
Overall 223 100% 
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For this research study we collected international 223 online job advertisements 
between July 2012 and November 2012 and applied the method of Quantitative Con-
tent Analysis1 along 130 variables (28.990 characteristics) to describe Web Analysts 
and develop a comprehensive task and professional competency profile of this profes-
sion. Moreover we conducted multivariate analysis method, e.g. regression analysis to 
identify correlations between different variables by using SPSS and Excel. In order to 
get a holistic view on this profession we consider job advertisements in the German-
speaking countries (i.e., Germany, Austria and the Switzerland) and compared them 
to the characteristics and job requirements of Web Analysts in the UK and the US. 
During the data collection it has been turned out that job advertisements in printed 
magazines and printed newspapers are hardly verifiably. Therefore, the present  
research study focuses on country-specific and user-highest online job portals and 
online social network portals (Xing; LinkedIn). Table 1 shows the distribution of job 
ads for Web Analysts depending on the different online portals. 

We used the following search words to retrieve the job ads: ‘Internet Analyst’,  
‘e-Business Analyst’, ‘eBusiness Analyst’, ‘e-Commerce Analyst’, ‘eCommerce Ana-
lyst’, ‘Web Analyst’, ‘Webanalyst’, ‘Web Analyse’, ‘Webanalyse’, ‘Web Analytics’, 
‘Web Controller’, ‘Web Controlling’ and ‘Web Insights’. In order to obtain meaning-
ful research results and to get deeper insight into the profession of Web Analysts, the 
present research study includes job advertisements from Austria, Germany, Great 
Britain, United States and Switzerland. We analyzed 84 (37.67%) job ads from Great 
Britain, 67 (30.04%) from the United States, 64 (28.07%) from Germany, 6 (2.69%) 
from Austria and 2 (0.9%) from Switzerland. We sorted out identical job advertise-
ments, which were published in different online portals to ensure the accuracy of the 
research results. About two-thirds (65.47%) of the job advertisements were directly 
published by the company and about a third (34.53%) of the job ads were published 
by recruitment agencies. 

4 Job Profile of Web Analysts 

In the following the profession of Web Analysts is characterized through the results of 
the empirical study we conducted on the basis of the job ads. 

4.1 General Description 

The job title ‘Web Analyst’ is widely used in German-speaking (47.83%) and Eng-
lish-speaking countries (49.09%); almost the half of all analyzed job ads was found 
under this term. Moreover, the title ‘Web Analytics Manager’ is also common in 
German-speaking countries (28.43%) and English-speaking countries (26.09%).  
Besides, job titles such as ‘Online Insight Analyst’ (3.18%) or ‘E-Commerce Analyst’ 
(2.27%) are hardly used in both language areas. In Germany, Austria and Switzerland 
this profession is sometimes called ‘Web Controller’ (8.70%). 

                                                           
1 Raw data and results of the analysis can be requested by the authors. 
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The non-food consumer goods industry has the highest demand for Web Analysts 
(23.94% in German-speaking countries and 20.59% in English-speaking countries). 
Furthermore the industry sectors ‘IT/Software/Telecommunication’, ‘Media/Internet’ 
and ‘Advertising/Marketing/PR’ have a rather high demand for this profession, while 
the healthcare industry, ‘Electrical/Electronics’, social economy organizations, the 
‘Printing/Paper’ industry and the educational sector have started to recognize the im-
portance of Web Analytics but have a lower demand for dedicated specialists. 

Especially the industries ‘New Media/Internet’, ‘Telecommunications and Consult-
ing’ if in German-speaking countries sought Web Analysts. 13.97% of the English-
speaking companies and 2.82% German-speaking companies which are looking for 
Web Analysts can be associated with the ‘Advertising/Marketing/PR’ industry.  
Respectively 11.76% of English-speaking companies are working in the field of IT, 
software or media (film/radio/publishing). 

By comparing the job ads of English-and German-speaking countries we identified 
intercultural differences concerning the operational assignment of Web Analytics in 
companies. The majority of English-speaking companies (38.46%) have already es-
tablished a Web Analytics department in the company, while in German-speaking 
countries only 14.29% companies have such a department and it is more common to 
integrate this business function into the e-Business department. In addition, it is veri-
fiable, that in English-speaking countries Web Analytics is still a part of the market-
ing department (34.42%). Finally, 2 out of 54 German-speaking companies have  
assigned Web Analytics to the controlling department while no English-speaking 
company considers Web Analytics as part of controlling. 

A research study by Zumstein et al. [5] has revealed different research results  
related to organizational assignment of Web Analytics within enterprises in German-
speaking countries. Only a few companies (1%) in the Germany, Austria and Switzer-
land have established an independent Web Analytics department within the company. 
The majority of German-speaking companies (48%) have integrated Web Analytics in 
the marketing department, another 17% of them in the Business Intelligence depart-
ment and 15% in the IT department. 

Salary is an essential part of a job. Only 56 of 223 job ads contained information 
about salary of a Web Analyst. The salary band shows a wide range in Austria, Ger-
many, Great Britain, the United States and Switzerland. The mean value of the salary 
is EUR 3,222.09 per month. Hereby the lower boundary was EUR 1,655 per month 
while the upper boundary for a management position was 7,179 EUR per month. In 
the German-speaking countries the average salary was 2,346.67 EUR (n = 3) and in 
the English-speaking countries 3,377.30 EUR (n = 53). A multiple correlation analy-
sis showed a high correlation between the salary and the required working experience 
(Pearson correlation coefficient r = 0.81 with only n = 5 samples and the significance 
value p = 0.0931) and a good albeit not significant correlation between the salary and 
the required university degree (r=0.36, n=19, p = 0.1334). 

4.2 Professional Competencies 

The majority of companies (62.33%) expect working experience in the field of Web 
Analytics. The required working experience lies between of 2.5 to 5 years and corres-
ponds with a mean of 3.17 years. We identified no significant correlations between 
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the language region and work experience. 61.88% of companies require a university 
degree in technical, economic or scientific numerical studies. In English-speaking 
countries (60%) and in the German-speaking countries (46.67%) technical or numeri-
cal studies are preferred by companies. Overall the required university degree  
indicates high requirements for working as a Web Analyst. 

Profound knowledge about web technologies is required by 29.15% of the compa-
nies. This comparatively low percentage indicates that companies do not necessarily 
expect that Web Analysts make technical changes, while the majority of the compa-
nies a basic understanding of the structure and design of websites. About one fifth of 
the analyzed job ads in both language areas explicitly mention knowledge about 
HTML (19.73%) and JavaScript (18.39%). Knowledge about CSS, XML, jQuery and 
PHP is only sporadically requested in both language regions. 

Experience with dedicated Web Analytics software is a basic requirement for Web 
Analysts. Currently there exists a variety of Web Analytics software products [7]. 
About three quarters (76.23%) of the companies expect experience with at least one 
Web Analytics software solution. There exist intercultural differences between  
German- and English speaking countries. 54.26% of English-speaking companies and 
30.56% of German-speaking companies expect expertise in using Adobe Omniture. 
Google Analytic is free of charge and is regarded as important Web Analytics soft-
ware for companies, especially for novices. Therefore 53.64% English-speaking  
companies and 29.17% of German-speaking companies expect experiences with 
Google Analytics. Hence we assumed that in the English-speaking countries expe-
riences with Google Analytics is a fundamental prerequisite for Web Analysts. 

The research studies by Zumstein et al. [5] gives evidence for a dominance of 
Google Analytics in German-speaking countries. This finding can be interpreted dif-
ferently. On the one hand, Google Analytics is a free of charge and user-friendly Web 
Analytics software solution. On the other hand, it can be assumed that many compa-
nies still have little experience with Web Analytics, and thus Google Analytics  
regarded as a good software solution for novices. Furthermore, Coremetrics (US/UK: 
24.50%; Austria/Germany/Switzerland: 4.17%) and Webtrends (UK/US: 21.19%; 
Austria/Germany/Switzerland: 5.56%) are used occasionally in companies. Other 
software solutions, e.g. Webtrekk, etracker, econda are preferably used in the Ger-
man-speaking companies only. 

We did not identify a dependency between the experience with Web Analytics 
software solutions and salary. Nevertheless conclusions can be drawn concerning 
correlations between the following variables: Experience with Web Analytics soft-
ware is well correlated with Omniture (r = 0.48, n = 223, p < 0.001) and Google Ana-
lytics (r = 0.43, n = 223, p < 0.001) - there are hardly any differences in the both two 
language areas. Moreover, good correlations can be identified for the combined men-
tioning of econda and etracker (r = 0.5, n = 223, p < 0.001), Omniture and Google 
Analytics (r = 0.32, n = 223, p < 0.001), Omniture and Coremetrics (r = 0.27 n = 223, 
p < 0.001) as well as Omniture and Webtrends (r=0.26, n = 223, p < 0.001). Omniture 
and Google Analytics seem to be the state-of-the-art in the everyday practice of Web 
Analysts. 
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4.3 Working Tasks 

The Web Analytics process is the basis for the analysis of working tasks [7]. The 
working tasks can be categorized according to the four process steps, namely (a) 
planning, (b) analysis, (c) reporting and (d) optimization of web sites. 

Hereby, analysis (84.30%) and reporting (85.20%) activities are the most frequent-
ly listed working tasks of Web Analysts in both language areas. About half of the 
companies listed planning (54.26%) and optimization (56.95%) activities as important 
tasks of Web Analysts. Especially German-speaking companies (75%), in comparison 
to the English-speaking companies (44.37%), consider planning as an important  
responsibility of Web Analysts. The optimization activities (56.95%) are, compared to 
the other categories, of less relevance. Moreover, the working tasks in the four cate-
gories differ in terms of the importance which we measured through their occurrences 
in the job ads. We identified a strong correlation between analysis and reporting tasks 
(r = 0.42, n = 223, p < 0.001), while correlations between analysis and optimization 
tasks (r = 0.31, n = 223, p < 0.001) as well as planning and ‘other’ activities (r = 0.31, 
n = 223, p<= 0.001) are moderate. 

The development of analysis concepts (53.52% in German-speaking countries vs. 
31.13% in English-speaking countries) and the definition of key performance indica-
tors (22.54% vs. 25.17%) are the most frequently mentioned planning activities of 
Web Analysts. In German-speaking countries the development of reporting concepts 
is listed significantly more often than in English-speaking countries (38.03% vs. 
8.61%). Therefore, it can be indicated that Web Analytics is in German-speaking 
countries still in infancy, as this activity is specific for novices of Analytics. Only 
5.83% of all companies explicitly mentioned the development of conversation rates as 
a working task of Web Analysts. 

Analysis activities are the second-most frequently listed working tasks of Web 
Analysts (84.30%). Especially, analysis of visitor behaviour is considered to be very 
important in the job ads (50.70% in German-speaking countries vs. 65.56% in Eng-
lish-speaking countries). Furthermore, analysis of conversation rates (32.39% vs. 
35.10%) and statistical testing (33.80% vs. 32.45%) are of relevance for job appli-
cants. Monitoring of key performance indicators (26.76% vs. 34.44%) and analysis of 
marketing activities (23.94%vs. 30.46%) are also required in this task category. 

Reporting activities are the working tasks that appear frequently in the job ads 
(85.2%). Hereby, the preparation of reports (70.85%) and the deduction of recom-
mendations to act (58.74%) are mentioned very often compared to other activities. 
The preparation of dashboards seems to be more important in the English-speaking 
countries than in German-speaking countries (32.45% vs. 15.49%). This difference, as 
already explained, can be considered as an indicator for development stage of Web 
Analytics in German-speaking countries. 

Optimization activities are less demanded compared to other categories (56.95%) 
although this category includes various important tasks of Web Analysts. This  
indicates the efficient use of financial resources and the increased need of coordina-
tion between the different online marketing channels. The optimization of conversa-
tion rates (23.94% in German-speaking countries vs. 35.76% in English-speaking 
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countries) is the most notable optimization activity in this category. The optimization 
of the online marketing activities (21.97%) and the optimization of the website 
(18.83%) are less important, while search engine optimization (12.56%) and the con-
trol of the online budget (5.83%) are hardly mentioned in the job ads in both language 
areas. 

Besides, there were also other activities listed in job ads which cannot be assigned 
to one of the Web Analytics process steps. In German and English-speaking countries 
the Web Analyst has a central communication role (48.83%) within the company, 
which indicates that companies are aware of interdisciplinary role and importance of 
Web Analysts. Moreover, data quality assurance plays a crucial role. Almost 30% of 
analyzed job ads listed data quality assurance (29.60%) as an important working task 
of Web Analysts. The implementation of Web Analytics software is also mentioned in 
many job ads (26.91%). Customer support and customer service (16.14%) as well as 
management activities (16.14%) are less expected tasks of Web Analysts. 

5 Relevance and Implications for Human-Computer 
Interaction 

Based on this job profile of Web Analysts the benefits of such experts for Human-
Computer Interaction are elaborated along two dimensions. From a practical  
perspective, the usefulness of Web Analytics for usability engineers is examined 
according to their typically field of activities. With respect to literature [16] Web 
Analysts can be useful within the scope of formative and summative evaluation, i.e. if 
a user interface mock-up, a web-based prototype or a full-featured web application is 
available. Here, the expertise of Web Analysts for planning evaluation studies, ana-
lyzing results and creating reports seems to be particular benefits. 

An analysis concept in combination with performance indicators might exhibit 
usability problems that cannot be identified through traditional usability engineering 
methods, like a heuristic evaluation of thinking aloud tests. According to the authors’ 
opinion an Analytics approach should be even more sustainable for designing and 
evaluating user interfaces of software solutions, as they provide a framework and 
(domain-specific) indicators for HCI-relevant factors and enable repeated measure-
ment of the performance. Concerning optimization concepts the qualifications of Web 
Analysts seems to be not that relevant – thus HCI has to rely on methods provided by 
software engineering and usability engineering. 

From the scientific perspective, Web Analytics can be applied multi-disciplinary 
fields that include Human-Computer Interaction as a method to develop software 
systems or examine interactions of humans with computers. In this context, Web Ana-
lysts can be also useful due to their competencies concerning reporting and their  
social competencies. Amongst others, possible research areas in which Web Analysts 
can be supportive for HCI comprise e-commerce [17], online and social media mar-
keting [18] and any other applied discipline that involves interactions between  
humans and computers. Similarly to HCI practice, Web Analysts can support scien-
tists through different activities of the four process steps, e.g. in designing a research 
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initiative, determining and measuring performance indicators, evaluating (web-based) 
prototypes and proposing improvements for both the research methodology and proto-
typic software solution. 

In both application areas Web Analytics is useful concerning technology and 
hand-on skills if HCI research includes user interactions with web-based tools and 
platforms. Hereby, scientists would benefit from various competencies of Web Ana-
lysts, like handling and analyzing data-sets, calculating (performance) indicators from 
data, planning data-driven research and design science activities [19]. 

6 Conclusions and Future Work 

Taking into consideration the increasing importance of technology and digitalization 
in our society, this paper argues for the necessity of Web Analytics and professionals 
who fulfill the job requirements for this field. We have conducted a preliminary em-
pirical study in order to characterize the profession of a Web Analyst on the basis of a 
data-set of international job advertisements. Hereby we identified various problematic 
issues, such as the unclear definition of the job title, the non-uniform integration of 
Web Analysts in companies or regional differences in the competency and task  
profiles of this profession. 

On the other hand, we see clear advantages for companies and HCI-related activi-
ties if Web Analysts can be involved. Most notably, the job profile we elaborated on 
the basis of our job advertisement analysis indicates that professional Web Analysts 
can be beneficial in planning HCI activities and measuring their performance. Moreo-
ver, they can be supportive within initiatives that deal with or aim at developing  
web-based software tools, in particular in design science approaches which are very 
common in applied science. Overall, Web Analytics is considered to be relevant for 
HCI, as it aims at understanding usage behavior of web users and, thus, can lead to 
valuable results for HCI designers, evaluators and researchers. 

In order to validate our findings, it would be necessary to note down the improve-
ments of HCI activities suggested by Web Analysts or to compare the performance of 
HCI procedures that involve a dedicated Web Analytics expert to those that are  
conducted by regular HCI experts (i.e., single and double specialists [10]). It is worth 
mentioning that for the latter case – comparative studies about Analytics-enhanced 
HCI – Web Analysts can be beneficial for defining and measuring performance indi-
cators of activities and processes. Moreover, we would like to argue for the involve-
ment of Web Analysts in the context of (web-based) digital ecosystems due to the 
data-driven and dynamic nature of such systems. Finally, and as part of future work, 
we see a clear need for developing methods and metrics for Analytics-enhanced HCI. 
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Abstract. This research is to investigate what persuasive tactics are utilized by 
current e-commerce Web sites, how consumers react to the persuasive triggers 
on e-commerce Web sites, and what about the relative importance of the salient 
persuasive factors that are salient to online consumers. A total of 15  
persuasive tactics and 9 salient factors were identified from the data of Web site 
reviews and user interviews. The AHP analysis revealed that the persuasive  
factors appealing to a site’s credibility and logic are more important than  
appealing to users’ emotions. 

Keywords: persuasive design, e-commerce, Web design. 

1 Introduction 

Web sites is an important medium that facilitates online transactions. The design of an 
e-commerce Web site plays an important role in its success [6]. Researchers have 
suggested that while usability is still important for effective Web site design, it is no 
longer the key differentiator. A successful e-commerce Web site should be able to 
inspire their customers’ trust, engage them, and persuade them to buy products or 
services. [1, 5, 9, 10] 

This research is to investigate what persuasive tactics are utilized on current  
e-commerce Web sites, how consumers react to the persuasive triggers on e-commerce 
Web sites, and what about the relative importance of the persuasive factors that are 
salient to online consumers. 

2 Related Research 

A broad range of persuasion principles have been identified. Cialdini [2] argued that 
many tendencies to comply with another’s request can be explained in terms of  
six principles of influence: reciprocity, commitment and consistency, social proof, 
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scarcity, liking, and authority. These principles serve as rules of thumb that assist in 
decision making. Fogg [3] focused on human-computer interaction and describes 
more than forty principles. His framework, the functional triad, shows that interactive 
technologies can operate in three ways: as tools, as media, and as social actors. Oinas-
Kukkonen and Harjumaa [7] adopted and modified Fogg’s framework in their Persua-
sive System Design (PSD) model and listed twenty-eight principles for persuasive 
system content and functionality. Their principles are grouped into four categories: 
primary task support, dialogue support, system credibility support, and social support. 
Winn and Beck [11] argued that e-commerce sites and the design elements from 
which they are built serve a classic rhetorical function: they are means of persuading 
potential customers to explore, to interact, and ultimately to reach the act of purchas-
ing. They examined how design elements on an e-commerce Web site carry out the 
rhetorical function of persuasion, and suggested that the way design elements are 
presented on a site affects their persuasive power. Besides, the visual manifestations 
of price, variety, product information, effort, playfulness, tangibility, empathy, recog-
nizability, compatibility, assurance, and reliability are among those persuasive trig-
gers in e-commerce Web design. Weinschenk [10] applied the research on motivation, 
decision-making, and neuroscience to the Web design and presented the concept of 
Neuro Web Design. She argued that several principles, such as invoking scarcity, 
using pictures and stories, and speaking to the unconscious mind, can be applied to 
make Web sites more persuasive and take users from ‘can do’ to ‘will do’ and ‘still 
do’. Jones [5] highlighted the importance of content and argued that content should 
not be excluded from the discussion of persuasive design and must have a central role 
in planning, executing, and evaluating a persuasive experience. Chak [1] described 
that ‘persuasive web sites guide users by providing good navigational usability, they 
educate users on how to make an informed choice, they allow users to be motivated 
by eliminating any qualms about trust and security…In short, persuasive web sites 
remove barriers and motivate users toward transaction.’ 

3 Study 1: E-Commerce Web Sites Review 

3.1 Method 

Study 1 was to explore what important persuasive tactics are leveraged by current  
e-commerce Web sites. We selected six most popular shopping Web sites in Taiwan 
and 10 most frequently browsed product categories from the data provided by a con-
venience sample of 32 online shoppers. For each selected Web site, we chose 10 Web 
pages for investigation, including the home page, two category pages, three product 
pages that promote products of the most frequently browsed categories, one registra-
tion page, one instruction page, and two checkout pages. Therefore, a total of 60 Web 
pages were reviewed. Based on the literature, we identified 33 persuasive tactics for 
Web investigation. The selected Web pages were then reviewed feature-by-feature 
with the list of the 33 persuasive tactics. 
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3.2 Results 

The six popular shopping Web sites selected in this study were: 

• http://buy.yahoo.com.tw 
• http://www.pcstore.com.tw 
• http://www.momoshop.com.tw 
• http://books.com.tw 
• http://www.7net.com.tw 
• http://www.lativ.com.tw 

The most frequently browsed product categories were clothing, bags, shoes, mobile 
phones, digital cameras, foods, skin care, stationery, tour packages, and articles for 
babies. 

From our results, a total of 15 prominent and often seen persuasive triggers were 
identified. They were reduction, tailoring, personalization, rewards, reminder, sug-
gestion, similarity, attractiveness, trustworthiness, surface credibility, third-party 
endorsements, social proof, scarcity, real-world feel, and tunneling. The followings 
describe how these tactics were utilized and manifested: 

• Reduction was used to reduce users’ efforts and enable them to navigate easily and 
search successfully. Example manifestations were product categorization, search 
boxes, winnowing tools, and sorting tools. 

• Tailoring was used to provide particular information for different users groups. 
Example implementation was categorizing the products based on users’ characte-
ristics, rather than product attributes, and presenting product information for par-
ticular user groups such as office girls, electronics hobbyist, and housewives. 

• Personalization was used to provide information or services for specific individual. 
Example implementations were elements of ‘Recently Viewed Items’, shopping 
cart, member preference, and the setting of ‘Security Stamp.’ 

• Rewards were used to motivate users to register or to buy by offering gifts or price 
preference. Marketing programs that offer welcome gifts for new members, dis-
counts for those who buy in bulk, reward point accumulation for frequent buyers, 
benefits for higher grades of membership, were commonplace. Somewhat surpri-
singly, reciprocity was not found on the pages investigated. 

• Reminder was used to remind user of or call user’s attention to certain target beha-
vior. For example, when a user login, the system will display how much the user 
should spend more to get a membership upgrade. Another example was to repeat-
edly display certain information, such as a new service announcement or the  
information about a marketing campaign, on the screen to catch users’ attention. 

• Suggestion was used to present message to guide the thoughts or behaviors of the 
users. For example, on the registration page, system would suggest re-setting a 
stronger password when an account was created with a less secure password. The 
‘People Who Bought This Item Also Bought’ feature on the checkout pages was 
another example of implementing suggestion.  
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• Similarity was used to remind users of themselves in some meaningful ways so as 
to establish rapport and create likability. Example implementations were to embed 
the fashionable topics, popular expressions, or emoticons in the titles, copies, or 
content of product information. 

• Attractiveness was used to draw users’ attention and create favorable impressions. 
Example implementations were to present a professional Web design look, an  
eye-catching title, large and high quality photos, and a beautiful model or famous 
spokesperson.  

• Trustworthiness is to capture the perceived goodness or morality of the vender or 
Web site. Example implementations were to highlight the security and privacy pol-
icies and present logos of reputed brands on the Web site. 

• Surface credibility relied on a site’s overall look and feel and surface features for 
giving the impression that the site is believable and competent. Most of the sites 
under investigation were clear, uncluttered, and looked professionally designed. It 
was observable that none of the selected sites had remarkable problems with sur-
face credibility. 

• Third-party endorsements means to solicit recommendation or testimonial from an 
entity other than the manufacturer and seller of a product. Example implementa-
tions were to display seals of certificate secured transaction on the Web site or 
place seals of product certification on the product pages. 

• Social proof means to persuade by showing the user what other people are doing 
on their Web sites. The ‘Number of items sold’ indicator and customer feedback on 
the product pages were examples of implementing social proof. 

• Scarcity was used to create shopper urgency. ‘Limited quantities’ and ‘expiration 
date’ indicators were the most common implementations. 

• Real-world feel means to increase the site’s credibility by showing the people or 
organization behind the site. Most of our selected shopping Web site have detailed 
company profiles and contact information on the pages of ‘About us.’ 

• Tunneling means guiding the user by leading him/her through a predefined se-
quence of actions. Prominent examples can be found at the pages of registration, 
checkout, and user’s guide. 

The results of the Web site review revealed that a persuasive trigger can be as  
simple as a single icon, a button, a label, or a line of text; it can be as complex as a 
combination of multiple interactive elements (such as incorporating pull-down menu 
within the breadcrumbs trail) or even a mechanism crossing several pages. In addi-
tion, same design element can be used to implement different persuasive tactics at the 
same time. 

From the perspective of persuasive tactics implementation, tailoring, rewards,  
similarity, third-party endorsements, social proof, scarcity, and real-world feel are 
mainly related to content design; attractiveness and surface credibility are mainly 
related to appearance design; tunneling is mainly related to functionality design; per-
sonalization, reminder, and suggestion are mainly related to content and functionality 
design; reduction is mainly related to functionality and usability design; and trustwor-
thiness is mainly related to appearance and content design. 
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4 Study 2: User Research 

4.1 Method 

Study 2 was to understand online shoppers’ reactions and experiences in response to 
the persuasive triggers on the Web sites when shopping online. We conducted a series 
of semi-structured field interviews with 12 experienced online shoppers (7 females 
and 5 males ranging in age from 21 to 33). The interviews mainly addressed, but not 
limited to, the persuasive tactics identified in the Study 1. The interview questions 
included “How do you assess the persuasiveness of a shopping Web site?”, “What is 
your favorite shopping Web site? Why?”, “Do you think the tactics (on our list) can 
persuade you to take such actions as registering, browsing, buying, or revisiting? Why 
or why not?”, “How do you assess the persuasiveness of the tactics (on our list)?”, 
and “Please describe your online experiences of being persuaded to make unplanned 
purchases?” The data obtained from the interviews were recorded, transcribed, and 
then interpreted. 

4.2 Results 

The followings are a number of important findings from the results of our interviews:  

• While most of the participants felt alright with the site look, site organization, 
product categorization, and customer services of current shopping Web sites, sev-
eral participants indicated need for better winnowing and more intelligent search 
tools. How to successfully locate a desired product and make purchase decisions 
seemed to be their most important concerns.  

• When participants had no specific product to look for, they relied on site brand, site 
look, navigation design, and photos quality to assess a shopping site’s overall per-
suasiveness. When they had something to look for, product variety, product price, 
product information, and search functions became dominant persuasive factors. If a 
Web site is not easy to use or cannot guide them through the processes of registra-
tion or checkout, they were more likely to abandon the shopping process or even 
discard the site. Usability seems to be a hygiene factor and is not enough to moti-
vate users to make a purchase. 

• Most of the participants did not make good use of the personalized services that 
required users to login for identification. They preferred entering personal data at 
the stage of checkout. 

• Though tailored content was recognized to be able to make product search faster 
and give the impression of benevolence and respect, users treated the tailored con-
tent as merely another ordinary product categorization and were not sure that the 
content was tailored to their needs and interests. 

• Though we did not find examples of using reciprocity on the selected sites, most of 
the participants indicated that they did not feel obligated to return favors performed 
for them, meaning that the principle of Reciprocity was not so compelling in the 
B2C context. However, when shoppers were interested in or considering buying a 
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specific product, messages indicating that there are some rewards offered or the 
product is running out would become the last push to motivate them to take buying 
actions. About half of our participants inclined to buy or buy more due to vendors’ 
rewards programs or the scarcity of the products. 

• For some participants, showing them an unavailable but interesting product can 
decrease their trust in the vender as well as the Web site. Nevertheless, for other 
participants, “Sold Out” or “Coming Soon” indicators add credibility to the other 
scarcity warnings and add a sense of urgency to the shopping process. 

• Reminders were found helpful when used to notify shoppers of something impor-
tant or personally related. However, they would be considered annoying when used 
as tools of product promotion. 

• Participants were interested in viewing the product information suggested by 
‘People Who Bought (or Viewed) This Item Also Bought (or Viewed)…’ The  
information of ‘Best Sellers Ranking’ also worked well in raising users’ interests. 
However, the product groups labeled as ‘Hot Sales’ or ‘Recommended by the 
shop-owner’ appeared to fail in attracting users to browse the detailed information. 
Knowing what products are really popular seemed to be important for users to 
make purchase decisions. 

• Younger participants appeared to be more susceptible to the title or product  
descriptions that contain fashionable topics or popular expressions. Female partici-
pants tended to pay more attention to the product photos of beautiful models or 
spokespersons. Salient texts and big photos that deliver nice and beautiful visuals 
can attract users’ attention. However, the labels with vaunted writing and the  
advertisement with exaggerated copy were loathsome to all of the participants. 

• Most of the participants indicated that using multiple persuasive tactics, such as 
scarcity, social proof, and rewards at the same time would be more likely to affect 
their attitudes or behaviors than using any of them individually. 

• The page layout with clean and minimal design was positively related to a site’s 
surface credibility. Though error information may affect a site’s credibility, partic-
ipants seemed not too care about the typos or small mistakes in the product  
descriptions as long as they were not made at prices and did not occur very often. 

• Third party endorsements appeared to be effective to build consumers’ initial trust 
towards unfamiliar Web sites, products, or vendors. The expert endorsements were 
useful in promoting health-related products while celebrity endorsements worked 
well with the clothing and accessories. Moreover, participants who though them-
selves as rational buyers would emphasize the celebrities’ credibility rather than 
their attractiveness. 

• There is a mismatch between what people say is important and what they actually 
do. For example, though users claimed that security and privacy protection are vital 
elements in evaluating a site’s trustworthiness, they almost never referred to the 
site’s policies about security or privacy. In addition, many of them were not able to 
recognize the seals of secured transaction. 

• Social proof was a powerful tool in promoting 3C products such as mobile phones 
and digital cameras because it is an implied testimonial. However, for products that 
manifest individuality, using the tactic of social proof may result in opposite of the 
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intended effect. For example, the shoppers who don’t like to wear the same kind of 
clothes as others may consult the social proof information and avoid buying the hot 
selling clothes. 

• When users considered buying high-priced, experience-type, or unfamiliar prod-
ucts, they would spend more time to scrutinize the product descriptions and other 
customers’ comments/ratings about the products of similar categories. We also 
found that free riding, i.e. buying from a shopping Web site other than the primary 
source of product information, occurs more often for high-priced products. 

• As experienced online shoppers, our participants were confident in purchasing 
online. Though they were unaware that there are so many persuasive tactics em-
bedded in the interface when interacting with the Web site, they did not feel them-
selves to be gullible and easily persuaded. Showing people or organization behind 
the content or service to create a real-world feel about the venders seemed not to 
be so important. An e-mail address and a phone number would be fine for them. 

• By and large, the participants felt that the current shopping Web sites were more 
like online brochures or catalogues of the company’s products rather than instru-
ments of persuasion.  

According to [11], knowing factors that are salient to users as they form attitudes and 
intentions to online shopping can help demystify the process of how a persuasive 
tactic can affect the users. Based on the findings of this study, we identified usability, 
product information, premium, scarcity, social conformity, visual appeal, tailor-
ing/personalization, reassurance, and reliability as the salient persuasive factors that 
may influence the persuasive power of a shopping Web site. While some of these 
factors, such as premium determination and reassurance policy making, are beyond 
the scope of design, we believe that their perceptions are shaped by how they are 
presented on the Web site. 

5 Study 3: Importance Ranking for the Persuasive Factors 

5.1 Method 

Study 3 aimed at assessing the level of importance of the salient persuasive factors 
that may influence online shoppers’ attitudes as well as behaviors. Previous research 
suggested that dividing elements into categories allows for a better assessment of their 
importance [12]. According to [11], the persuasive means of logos (appeal to logic), 
pathos (appeal to the emotions), and ethos (appeal to credibility) in classical rhetoric 
are suitable for categorizing the persuasive factors. Therefore, in measuring the rela-
tive importance of the persuasive factors using Analytic Hierarchy Process (AHP) 
method [8], the hierarchy was established by categorizing the persuasive factors with-
in those three means of persuasion. 

Five judges participated in a pretest to group the persuasive factors by assigning 
each of the nine factors into one of the three categories of logos, pathos, and ethos. 
The judges consisted of five experts in e-commerce, business planning, marketing, 
Web design, and advertising. 
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The pair-wise comparisons for the elements in the hierarchy were conducted with 
13 participants (7 females and 6 males with 4-6 years of experiences in online shop-
ping). The comparisons were based on a nine-point relational scale of importance. 
After checking for inconsistencies, two respondents were excluded, giving a response 
rate of 0.846. 

5.2 Results 

The reliability of agreement in the pretest was calculated using the measure of Fleiss’ 
Kappa [13]. The resulting estimate of k = 0.651 indicated that there was a substantial 
agreement among the judges. According to the results of the pretest, we can attribute 
the persuasive power of an online shopping Web site to the persuasive means of lo-
gos, pathos, and ethos. The logos dimension is dependent on the factors of premium, 
usability, and product information; the pathos dimension is dependent on the factors 
of attractiveness, scarcity, personalization, and social conformity; and the ethos di-
mension is dependent on the factors of reassurance and reliability. Fig. 1 depicts the 
hierarchy for the persuasive factors. 
 

 

Fig. 1. Factors hierarchy for the persuasive power of e-commerce Web sites 

Table 2 illustrates the AHP results of the importance weighting as well as ranking 
for the persuasive factors. The aggregated weights were obtained by calculating the 
geometric means of the individual pair-wise comparisons. All of the consistency  
indices (C.I.) and consistency ratios (C.R.) were below 0.1, indicating that the judg-
ments were acceptable. As shown in Table 2, the weights of importance for the salient 
persuasive factors in sequence were: reassurance (22.9%), reliability (22.5%),  
premium (17.2%), usability (11.7%), product information (7.9%), visual appeal 
(6.2%), scarcity (5.0%), tailoring/personalization (4.6%), and social conformity (2.0%). 
The results also revealed that appealing to credibility (45.3%) and logic (36.7%) are 
more important than appealing to the emotions (17.9%). 
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Table 1. The weights and ranking of the importance of salient persuasive factors 

Dimension Weights Persuasive factors 
Weights
(global) 

Ranking 
(global) 

Consistency test 

Appeal 

to logic 

0.367 Usability 0.117 4 λmax = 3.002 
C.I. = 0.001 
C.R. = 0.002 λmax = 

3.001 
 

C.I. = 
0.000 

 
C.R. = 
0.001 

 Product information 0.079 5 

 Premium 0.172 3 

Appeal 

to emotions 

0.179 Scarcity 0.050 7 
λmax = 4.016 
C.I. = 0.005 
C.R. = 0.006 

 Social conformity 0.020 9 

 Visual appeal 0.062 6 

 Personalization 0.046 8 

Appeal to 

credibility 

0.453 Reassurance 0.229 1 λmax = 2 
C.I. = 0 
C.R. = 0  Reliability 0.225 2 

6 Discussion 

In this research we firstly reviewed 60 Web pages of 6 popular shopping Web sites 
and distinguished 15 persuasive triggers that were prominent and often seen on our 
selected Web sites. A series of field interviews were then conducted to explore how 
users coped with and were influenced by these persuasion attempts. From the inter-
pretation of the interview data, a total of 9 salient persuasive factors were identified. 
Finally, the relative importance of these persuasive factors was assessed. 

As indicated, some of the persuasive tactics are effective in grabbing attention, 
peaking interests, or evoking desire, while some are useful in motivating users to take 
buying actions. In addition, different persuasive tactics as well as their manifestations 
may have different suitability for different product types, different product price le-
vels, different user characteristics, and different stages in the consumer decision 
cycle. 

Wide product selection, fast and accurate product search, easily used interface, and 
security/privacy protection appeared to be minimum requirements to form a positive 
users attitude toward the site and make users feel comfortable in participating online 
shopping. However, what can really persuade users to buy and revisit the sites is to 
provide more value added but not superficial enticements. 

The shopping Web sites investigated in our study should have more deeper under-
standing of their users, reach those who are interested in the products or services of 
the sites, remove their barriers, accommodate them with better tailored content and 
personalized services, and help them make informed choice so as to motivate them 
toward transaction. 

7 Conclusion 

Every Web site has its purpose. Persuasive design pushes designers to clearly define a 
Web site’s purpose and its persuasion objectives. Armed with insights from our study, 
designers of e-commerce Web sites can be able to make more informed choices to 
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enhance their sites’ appeal and attain their persuasion objectives. Future researches 
may include: (1) addressing the best practices of implementing persuasive tactics, (2) 
quantitatively examining the persuasive power of the persuasive tactics, (3) investi-
gating the persuasiveness of combining multiple persuasive tactics, (4) exploring the 
implementations of other persuasive tactics, and (5) investigating how persuasive 
techniques are applied to other types of Web sites. 
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Abstract. In this paper, we consider the role of design thinking and human 
computer interaction design (HCID) in shaping conditions for a long-term 
health of technology intensive organizations. Design thinking is gaining accep-
tance in management, strategy and leadership and is increasingly seen as a way 
towards finding solutions to complex problems of today’s economy. We present 
our view on relationships between HCID and design thinking on one hand, and 
creative leadership, vision, values, knowledge and organizational culture on the 
other, as factors in shaping the competitive advantage for IT-intensive organiza-
tions. We find that, while HCID is systematically contributing to design of  
innovative technological solutions, it does so at a micro level, while design 
thinking holds a central position in our competitive advantage framework. 
Through a small case of innovation in the academic library, we provide insight 
in how design thinking and HCID facilitated changes in how the library sees its 
users, products, services and how it, subsequently, started changing its organi-
zational vision, values, culture and knowledge. 

Keywords: design thinking, strategy, HCI design, innovation, academic library, 
competitive advantage. 

1 Introduction 

The academic discourse around design thinking has started more than twenty years 
ago [35]. However, during the last few years the discourse has turned into a multidis-
ciplinary discussion focusing first on design thinking in innovation [6], and then 
broadening to the field of economy, touching in particular management [30], strategy 
[19], and leadership [28].  

Information technology (IT) is an essential element of the infrastructure of compet-
itive economies and a key enabler of sustainable economic growth. However, IT no 
longer evokes images of computers or supercomputers, but of all the computational 
power they had at a fingertip of some mobile device. Computational ability and 
bandwidths are something few think of these days. Business value of technology is 
now more bound to capability of the leadership to invent new processes, procedures 
and organizational structures that utilize potential of these new technologies [7].  
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Researchers in economics investigated the relation between economic growth of a 
nation and how close the nation is to the technological frontier. In, for example, [1], 
the authors analyzed a range of issues related to technological progress and economic 
growth. They conclude that economies that are far from the technological frontier, 
favor investment-based growth strategies, while closer to the frontier, the value of 
innovation based strategies increases. On the other hand, Cairncross [10] claims that 
technology may accomplish one thing globally: it may reduce distances and enable 
truly global businesses, and ultimately, a true global economy. Technologies are, and 
will, continually evolve and improve, but they, according to Cairncross, were already 
at the beginning of this century good enough to enable speculations around their  
potential to influence whole economies and societies.  

Design thinking and technological advancement are thus moving economies  
towards innovation-based strategies. There are various ways to define innovation. 
Oslo Manual [27] defines it as: “the implementation of a new or significantly  
improved product (good, or service) or process, a new marketing method, or a new 
organizational method in business practices, workplace organization, or external 
relations.” 

In line with [6, 26, 28, 30], we consider design thinking as a paradigm changer in 
innovation.  

In this paper, we discuss just how design thinking introduces the change and af-
fects long-term innovation. It is known that, while easy to understand the need for 
innovation and the benefits it brings, innovation is hard to achieve in practice [31]. 
Does and how design thinking changes this? The paper presents the case of innova-
tion at the university library, and the role of design thinking in that process. This 
process has, at its start, applied design thinking through design practice and develop-
ment of new products and services by human-computer interaction design (HCID) 
students [12], then evolved to engage also employees [11], and finally, leadership, 
enabling organizational changes that foster long-term focus on innovation. The 
change was very much bottom-up, powered up by design thinking and designerly 
practices as understood by HCI designers, and not design thinkers from design disci-
plines. Our case differs from, for example, that of Procter & Gamble [25, 30] that 
became a flagship for arguing in favor of design thinking, where a visionary leader 
introduced and enforced design thinking in the company, with remarkable results. 
However, we hope that discussion of the case will help provide an empirical study 
which, together with other similar ones, would lead towards increasing academic 
understanding of how design thinking is used in practice and how it facilitates innova-
tion, and creation of competitive advantage. 

In line with [26], we believe that involving collaborative, multidisciplinary teams 
in innovation processes is a great way to create new opportunities for organizations. 
Collaboration in science, across disciplines, has its challenges, and results may not be 
repeatable [41]. Including design thinkers in collaborative efforts, might change this 
situation. Our experience from the library case indicates that it just might be so. The 
power of design thinking comes, in part, from its ability to synthesize different views, 
and activities in related processes are often experienced as positive and valuable.  
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In other words, it builds teams that are capable of overcoming differences, both indi-
vidual and disciplinary.  

The paper is structured as follows: in Section 2, we discuss design thinking and de-
sign thinkers and draw some parallels and differences from HCI and HCI designers. 
In Section 3, we set up the stage leading towards our framework for gain of competi-
tive advantage for technologically intensive organizations based on creative leader-
ship, vision, values, knowledge and development of exploration based organizational 
culture as factors. In Section 4, we present our framework, where both HCID and 
design thinking are factors. Section 5 presents the case of user driven innovation in 
the academic library and Section 6 short discussion and conclusion. 

2 Design Thinking and HCI  

In [6], Brown defined design thinking as “a discipline that uses the designer’s sensi-
bility and methods to match people’s needs with what is technologically feasible and 
what a viable business strategy can convert into customer value and market opportu-
nity.” Thus, design thinking emerged as a multidisciplinary, human-centered  
approach to innovation. So what does it takes to become a design thinker?  

Martin [30] explicates that everyone can work on becoming a design thinker. In 
order to become a design thinker one needs a stance, tools and experience that facili-
tate design thinking. The stance is related to one’s worldview and the role one has in 
it, tools are the mental models used to understand the world and organize thinking, 
while experience is needed for building of skills and sensitivities. This implies that 
one becomes a keen observer and finder of opportunities for design that could help 
reduce complexities of large, global problems such as poverty, health care, energy, 
education etc. [42].  

Kolko, [21], provides an explicit relationship between design thinking and wicked 
problems:  

    “A wicked problem is a social or cultural problem that is difficult or impossible to 
solve for as many as four reasons: incomplete or contradictory knowledge, the 
number of people and opinions involved, the large economic burden, and the in-
terconnected nature of these problems with other problems. Poverty is linked 
with education, nutrition with poverty, the economy with nutrition, and so on. … 
These problems can be mitigated through the process of design, which is an intel-
lectual approach that emphasizes empathy, abductive reasoning, and rapid pro-
totyping.”  

Even this minimal selection of two definitions shows how the work of a design 
thinker may require different set of skills, yet both Martin and Kolko agree that these 
skills are suitable for tackling complex ‘real world problems’, such as the ones listed 
above. Faced with enormity of this task, we then asked ourselves the question: what is 
it that design thinking can actually do? A lot of scholarly work on design thinking in 
managerial realm was already reviewed and presented in [20]. The authors sort 
through what design thinking can be used for, instead of focusing on what it is: 
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     “As social constructionists we regard an approach that begins with the question, 
‘What is design thinking?’ as an essentialist trap. We do not believe that there is 
a unique meaning of ‘design thinking’, and accordingly we should not look for 
one. Instead, we look for where and how the concept is used in different situa-
tions, both theoretical and practical, and what meaning is given to the concept”, 
[20, p. 12].  

The authors also include an important discussion on the role of design research and 
designerly practices with core concepts which include reflexive practice [36], mean-
ing making and designerly ways of knowing [8].  

The discourse involving the above concepts can also be seen as central for many 
HCID practitioners and researchers. HCI is no longer a field whose main concern is 
the interaction between a human and a computer, with a goal of making a better fit 
between the two [37]. The focus has broadened to include shaping diverse technolo-
gies for the use by people, focusing on a much broader aspects of interaction, includ-
ing user experience design, design of services, environments, ecologies and systems. 
As a discipline, HCI is relevant for all IT-facilitated organizations, although they may 
differ in their use of HCI methods and tools. For example, how Apple Inc. and Micro-
soft design their operating systems is in a stark contrast: while Microsoft makes good 
use of users’ feedback and users’ experience, Apple is secretive about how their 
products are tested and improved [18].  

There is a general trend in HCI to include more design-oriented practices and de-
sign thinking, see, for example, [16]. One of the authors of this paper, has explored 
introducing design thinking and designerly practices in project oriented teaching of 
HCI [13, 14], mainly in order to enable students to bridge the gap between ‘finding’ 
and ‘making’ [33], e.g., understanding intellectually and using making (prototyping) 
to explore possible solutions by visualizing them. Most people, depending on their 
sensory-motor makeup, environment and, in particular, education, develop preference 
for either finding or making. Engaging both makers and finders in collaborative 
innovation may indeed open some new possibilites. 

Winograd and Klemmer, discussing now famous d.school at Stanford, an innova-
tion hub with a core in innovation through design and HCID, say: 

 “The basic premise of the d.school is that students need two complementary kinds 
of training. The disciplinary training provided by conventional departments pro-
vides them with depth in the concepts and experience of a specific field. This gives 
them intellectual tools, but often misses the larger context of relevance and inte-
gration with other kinds of knowledge, which are required to innovate effectively 
in the ‘real world’”, [7, p. 1].  

The school’s basic model of collaboration is centered in design thinking, but 
includes fields of business, technology and human values. 

In our view, design thinking and HCID are complementary when it comes to the 
new product development. Many HCID practitioners are also moving into the area of 
service design, thus bringing HCI as a field closer to business and innovation. HCI 
designers still retain their finding paradigm as the dominant one, which makes them 
valued members of collaborative teams when designing technology, or discussing its 
feasibility. In addition, many of the tools used in HCID trade are very similar to those 
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of design thinkers, such as rapid prototyping. In addition, HCI designers have a very 
rich specter of user involvement tools and techniques in research and design. As we 
see it, the most important distinction between a design thinker and an HCI designer is 
how they view their work domain. While for a design thinker, the complexities of the 
‘real world’ are the focus, the HCI designer have a lot more modest domain of devel-
oping innovative technological products and services. 

3 Design Thinking and Competitive Advantage for IT-Intensive 
Organizations 

The information-technology intensive organizations in industries that were previously 
quite separate are now rapidly converging on the same competitive spaces [22]. This 
is resulting in a ‘dance of the elephants’ – firms such as Amazon, Facebook, Google, 
eBay, Apple, Microsoft and Samsung that did not even exist 30 years ago or were a 
small start-ups and quite agile, have become large and increasingly hobbled in their 
agility by the sheer size and scope of their products and/or services [22]. As Porter 
notes, advanced technology or innovations are not by themselves enough to make 
these industries attractive or unattractive: “Mundane, low technology industries with 
price-intensive buyers, ..., are often far more profitable then sexy industries, such as 
software and internet technologies, that attract competitors”, [34, p. 22]. 

These IT-intensive organizations have in the past used traditional ways to expand, 
by either exploiting known technology on new markets, or by developing new tech-
nology for established markets. However, when one grows to the size of these global 
giants, there are scarcely new markets to win. One way of remaining innovative for 
these firms is to develop innovative services and other offerings, as well as providing 
ways of creating other values in addition to profit [23], for either the organization, or 
its customers. As competition, and thus competitive advantage, is still a central con-
cept in economy, we look into factors that lead to gaining competitive advantage over 
rivals. 

According to Porter, competitive advantage arises from leadership:  

    “[Organizations] must recognize the central role of innovation – and the uncom-
fortable truth that innovation grows out of pressure and challenge. It takes lea-
dership to create a dynamic, challenging environment. And it takes leadership to 
recognize the all-too-easy escape routes that appear to offer a path to competi-
tive advantage…” [34, p. 207].  

In the process of becoming ‘elephants’, Apple, Microsoft, Facebook and other 
afore-mentioned companies had some rather exceptional leaders (e.g., Jobs, Gates, 
Zuckerberg), who also had a strong organizational vision.  

In [24], Larwood et al. have conclusion their study proposing that vision is multi-
dimensional, with factors for vision being formulation, implementation and innova-
tive realism. Vision may start with “I have a dream”, where one clearly sees the goal 
in the future, and that is important. Being capable of implementing the vision often 
requires innovation. Pointing back to Cairncross [10], in IT facilitated organizations, 
technology has been more than powerful these last years, for further growth of the 
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organization and gaining the competitive advantage one needs innovative processes. 
A good example [17, p. 12] is how Apple created a new concept in the consumer’s 
mind, and new relationships between its products, e.g., iPhone and iTunes or Apps 
Store.  

Competitive advantage also grows from the particular, hard to duplicate organiza-
tion-specific knowledge and resource orchestration, discussed, for example, by  
Sermon et al. in [39]. Since this knowledge is hard to duplicate, the companies do not 
compete with others, but are depending on their own capacity for using this knowl-
edge towards innovation. 

Yet another concept, that of a knowledge funnel, is proposed by Martin in [29] as a 
driver of competitive advantage:  

    “Neither analysis nor intuition alone is enough. In the future, the most successful 
businesses will balance analytical mastery and intuitive originality in a dynamic 
interplay that I call ‘‘design thinking.’’ Design thinking enables leaders to inno-
vate along the path of the knowledge funnel, and the firms that master it can gain 
long-term business advantage.”  

This is in line with basis for grounding d-school and Owen’s makers and finders 
categories, as described above. Abductive reasoning, or the inference to the best ex-
planation, balances analytic and intuitive thinking and guides one through the know-
ledge funnel with greater reliability than the intuition alone.  

This brings in yet another discussion, that of organizational culture, and how it 
views innovation. A leader might be visionary and creative, but if all initiatives were 
stopped by rules and regulations, lack of enthusiasm among employees etc., not much 
innovation would happen. A culture, which supports exploration long enough to see at 
least two intuitive breakthroughs, has a much better chance to create truly innovative 
products. As above cited case of Procter & Gamble shows, even exploitation oriented 
organizations, can change and develop skills needed to generate value from explora-
tion insights. 

4 Design Thinking and Competitive Advantage Framework 

From the above discussion, we view leadership, vision, knowledge and resource  
orchestration, values and culture of an organization, to be leading factors in creating 
competitive advantage for organizations facilitated by information technology. For 
these organizations, which are already either global or getting there, traditional factors 
such as clustering and geography become less influential. 

Below, we offer the framework for gaining long term competitive advantage for 
IT-facilitated organizations, Fig. 1. 

Long-term health and effectiveness of these organizations, as mentioned previous-
ly, has been described in terms of values, visions, knowledge work and creative lea-
dership [5, 9, 23, 24]. Originally, design thinking was placed as the fifth instrumental 
factor in promoting this long-term health in Fig. 1, but design thinking is infusing all 
those factors, and has come to play a central role in them, thus the positioning.  



498 A. L. Culén and M. Kriger 

 

 
Fig. 1. Framework for gaining long term competitive advantage for IT players. Exhibit: Culén 
& Kriger. 

The interesting part of Fig. 1, from the point of view of HCID, is that HCI certainly 
has a role in the development of new technology, through HCID and designerly prac-
tices. However, this role is more on a micro-economic level. 

To increase the influence of HCID, the HCID practitioners also need to think big-
ger, as they have started doing within sustainable technology design. 

The sustainable technology design has become one of larger issues in the field of 
HCID [15]. Design thinkers have perhaps paved the road, as they have been instru-
mental in successfully bringing forward and addressing issues of sustainability, see 
for example, [4, 15, 40]. HCID practitioners, on one hand, strive to design technology 
that supports us in our everyday lives, to make technology easier to use, more useful, 
cooler, to support aging and so on. Blevis [3] suggests explicit coupling of invention 
and disposal, as well as renewal and reuse when designing new products. Other re-
searchers within interaction design and HCID are trying to understand why we keep 
some things and discard others [32], can we make green solutions, as well as asking 
questions such as: do we need all this technology [2]? And finally, there are those 
opting for structural change: 

    “Technology creates possibilities for structural change mainly by amplifying 
efforts to achieve existing, institutionally recognized goals. In the context of the 
transition to sustainability, such goals may include the reconfiguration of institu-
tions and infrastructures themselves. HCI can contribute significantly to the tran-
sition to sustainability by exploring how information tools can support such ef-
forts”, [38, p. 1].  

Thus, participation in global changes would position also HCI as a more central 
factor in strategic innovation.  

5 HCID and Design Thinking: The Future of the Library 

We conclude this discussion on innovation, competitive advantage and the role of 
design thinking and HCI in innovative processes with a small case from practice.  

The case is based on a public sector organization, with long and well established 
tradition, and until recently little urge to innovate: an academic library. For the past 
decade, the Internet has been a game changer for academic libraries. Appearance of 
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disruptive technologies, such as eBooks first, and tablets later, posed further chal-
lenges. The libraries, and in particular academic libraries, are practically forced to  
re-think their role in academic life, their use of technology and their willingness to 
innovate.  

One of the authors of this paper started cooperation with the academic library ap-
proximately three years ago. At the time, the main issues the library had were around 
transfer of web-services to mobile devices. Since the author teaches project-based 
course in interaction design, several student projects for the past three years were 
dedicated to developing innovative information technology solutions for the library. 
The way the students work is very similar to Kolko’s description of what design 
thinkers do: they make a series of rapid prototypes, evaluate them with users, brains-
torm, role play, etc. until they find a concept that they want to develop further. Within 
a 3-month time-framework, they develop a high fidelity prototype, which is also eva-
luated in real use context, with actual users. Since students themselves are users of the 
library, the ideas they came up with were many and varied. Already after the first 
semester of students’ projects, the library recognized the value of user-driven innova-
tion and made resources available to support it. After the second year, some of the 
solutions were implemented, and found to be working well, both for students, libra-
rians and library leadership. The “new” concept was taken in use, the concept of the 
living lab [12]. Now design students could work in the science library, engage other 
students and use design thinking to come up with more creative solutions. After the 
third year, a seminar about design thinking, as well as a series of workshops with 
focus on service design innovation were organized and carried out with library em-
ployees, including leadership, digital services, librarians and others [11]. The effect of 
these workshops was that library employees could experience, first hand, design 
thinking. They used service design cards, made and re-made customer journeys, past, 
present and future. The consequence of this work, summative over three years, is that 
we could witness emergence of creative leadership, change of culture towards explo-
ration, change in vision, now dedicated to creating a large user experience center and 
changing the library status to that of a research library, change in knowledge and wil-
lingness to build competence in user experience and innovation.  

6 Discussion and Conclusion 

Considering the case presented above, as well as the attendant discussion, we find 
that, although HCID and design thinking both have their roles in innovation 
processes, in particular for IT-facilitated organizations, HCID could position itself 
more centrally in relation to explaining the long-term health of IT-intensive organiza-
tions.  

Several future avenues are possible. HCID, for example, may focus more on sus-
tainability issues and take a more central role as regards sustainable global develop-
ment. Thus, at a minimum the position as shown in Fig. 2 should be achieved, moving 
the field from incremental innovations towards actively helping to shape future tech-
nology policies. 



500 A. L. Culén and M. Kriger 

 

 

Fig. 2. Possible positioning of HCI in the framework. Exhibit: Culén & Kriger. 

The future is obviously hard to predict. Distribution of wealth is at present highly 
uneven in the world, in both the developed and still developing countries, and as a 
result is not sustainable. Below is a visual summary of the above discussion, some-
what simplified, but nonetheless thought-provoking (see Figure 3).  
 

 

Fig. 3. How HCI and design thinking potentially influence global change Exhibit: Culén & 
Kriger. 

6.1 Conclusion 

This paper has explored the future role of design thinking and HCID in shaping the 
conditions for long-term competitive advantage for IT-intensive organizations. From 
a case of innovation in an academic library, where HCID and design thinking were 
instrumental in starting not only product and service innovation processes but also 
subsequent organizational changes, we find that both HCID and design thinking can 
be important simultaneous facilitators of change. HCID can open doors to innovation 
of products and services, wherein design thinking is a salient element of HCID 
processes and an important initiator of organizational change. However, innovation 
driven through HCID will not be lasting without the presence of supportive, and  
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larger, top-down changes. In our case, design thinking helped to change the vision 
and culture of a library organization. A limitation of the current study is that it uses a 
single case to provide empirical justification. Future research is called for using a 
larger and more diverse sample of organizations. Such future research might aim to 
provide answers the following: (1) a detailed understanding of the processes by which 
such changes happen, (2) what sets these changes in motion in the first place, and (3) 
what causes the results of the change process to endure over longer periods of time.  
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Abstract. Online shopping has progressed from having consumers passively 
browse through web pages of products to having them proactively engage in 
communication dialogs with product sellers via Live-Chat. Through Live-Chat, 
consumers can directly contact the sellers and inquire about their products of 
interest. This study extends the conceptual framework of motivation, 
opportunity, and ability (MOA) to understand the antecedents and consequences 
of Live-Chat usage in consumers’ online shopping process. Our survey involving 
222 online consumers validated the proposed conceptual model and confirmed 
most of our assumptions. For antecedents, we found that MOA factors generally 
influence the Live-Chat usage of consumers in their shopping process. 
Specifically, perceived information asymmetry, fears of seller opportunism and 
perceived personal expertise have strong positive effects on Live-Chat usage. For 
consequences, Live-Chat usage positively affects consumers’ perceived 
interactivity, thereby reducing their uncertainty in transaction. Our findings 
contribute to the understanding of real-time communication technology in 
specific and digital service for e-commerce in general. 

Keywords: Motivation-Opportunity-Ability Framework, Live-Chat, E-Commerce. 

1 Introduction 

Present-day consumers expect more from sellers, particularly in the electronic 
commerce (e-commerce) context. The mere act of passively browsing through the 
web pages of products is no longer deemed adequate. Furthermore, the lack of 
engagement or interaction with sellers, a typically offline marketplace feature, has 
dampened consumers’ purchase inclinations (Jiang et al. 2010; Qiu and Benbasat 
2005). Empirical evidence has shown that engaging in communication dialogues with 
consumers is important in establishing product brand loyalty and sustaining positive 
customer relationships (Guo et al. 2010). A more recent effort among many website 
operators is to embed the Live-Chat feature on the shopping platform, which could 
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provide one-to-one instant responses to consumer questions (Andrews et al. 2002). 
These website operators include large online retailers such as Amazon (United States) 
and “Taobao” (Mainland China).  

Despite the increasingly prevalent Live-Chat medium, which is embedded on 
shopping websites, research on Live-Chat usage by consumers is limited. Our primary 
knowledge on computer-mediated communication (CMC) has predominately focused 
on supporting asynchronous communication among consumers (Adjei et al. 2010), or 
allowing sellers to post additional product information through social platforms such 
as forums (Flanagin 2007). The investigation on synchronous communication, such as 
the Live-Chat medium, is limited. Thus, the current research aims to identify the 
antecedents and consequences of consumers’ usage of the Live-Chat medium, a form 
of synchronous communication tool with sales representatives in online shopping. 

We adopted the conceptual framework of motivation, opportunity, and ability 
(MOA) (MacInnis and Jaworski 1989; MacInnis et al. 1991) to identify and model the 
MOA factors influence consumer’s Live-Chat usage. The framework argues that 
individuals’ engagement in medium usage is influenced by their motivation, 
opportunity, and ability, which enable them to undertake preferred behavior. After 
understanding the key antecedents of Live-Chat usage, this study also aims to explore 
how Live-Chat usage impacts consumer’s online purchase. Consistent with prior 
CMC literature, we propose that Live-Chat use contributes to improving consumer 
perception of interactivity because of its bidirectional and synchronized 
characteristics (Jiang et al., 2010; Merrilees, 2002). With the increased perception of 
interactivity, consumers feel the helpfulness of e-commerce websites, and thus reduce 
their uncertainty in e-commerce transactions (Pavlou et al. 2007). A survey was 
subsequently conducted to examine the relationships among the MOA factors, Live-
Chat use, and the consequences. 

2 Theoretical Foundation 

2.1 Live-Chat Medium in E-Commerce Websites 

Live-Chat is a shopping website-embedded communication tool that facilitates a 
consumer to engage in synchronous text-based one-to-one communication with a 
designated seller to obtain product and service information that may not be readily 
available on a product description web page (Ou and Davison 2009). The Live-Chat 
medium is typically placed on the product-listing page, which can be clicked by 
consumers when they need more information about a product.  

From a seller’s perspective, the use of Live-Chat extends traditional customer service 
channels by providing personalized service for consumers through formulating one-to-
one relationships between sellers and consumers. Having the tool allows e-commerce 
websites to mimic a physical store shopping experience (Goes et al. 2011). Consumers 
have a channel to communicate with the sales representatives and express their product 
expectations. Compared to telephone and traditional email services, communication 
through the Live-Chat medium is immediate, interactive, and efficient (Tezcan 2011).  
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From the consumer’s perspective, he/she can obtain real-time help from sellers, 
and facilitate his/her information gathering process (Jiang et al. 2010). Such 
synchronized communication faciliates consumers’ information gathering and 
therefore reduces their concerns about the transaction before making the purchase 
decision. More importantly, consumers actively engage in the generation of the 
seller’s information disclosure. Ou, Davison, Pavlou, & Li (2008) examined the role 
of Live-Chat in consumers’ purchase processes using survey methodology, and found 
that the medium enhanced consumer perception of interactivity and presence, thus 
leading to improvements in trust, relationship between buyer and seller, and repeated 
transaction intentions. In the following section, we review the MOA framework, 
which serves as the theoretical foundation for our research, focusing on the 
consumer’s perspective. 

2.2 Motivation, Opportunity, and Ability (MOA) Framework 

The MOA framework is adopted in this study to identify consumers’ antecedents of 
the Live-Chat medium use. The essential thesis of the theory is that individuals’ 
behavior is determined by three main sets of factors, namely motivation, opportunity, 
and ability. Traditionally originating from the social marketing literature (MacInnis 
and Jaworski 1989; MacInnis et al. 1991), the MOA framework proposes that the 
behavior of consumers is determined by their motivation, opportunity, and ability 
(Gruen et al. 2007). This theoretical framework has been applied to examine the 
antecedents of consumer’s advertisement information processing (MacInnis et al. 
1991), knowledge-sharing behavior among employees (Siemsen et al. 2008), and 
customer-to-customer information exchange (Gruen et al. 2007; Tseng et al. 2012). In 
information systems (IS) research, Strader and Hendrickson (1999) adapted this 
theory to guide the electronic market research. 

The usefulness of MOA is evaluated as a theoretical approach by linking 
individuals’ attitudes toward Live-Chat usage. An understanding of individuals’ 
MOA factors may help e-commerce researchers to better understand how consumers 
use customer service (e.g., Live-Chat) to facilitate their online purchase. Moreover, 
we further broaden the boundary of the MOA theory by extending this theory to 
observe the antecedent of Live-Chat usage in e-commerce websites. 

3 Research Model and Hypotheses 

3.1 Motivation Factors 

We define motivation as a consumer’s desire or willingness to use the Live-Chat. 
Motivation represents a force that leads individuals toward the target (MacInnis and 
Jaworski 1989). Extending to the Live-Chat use, motivation factors address the 
uncertainty resulting from online shopping, which refers to the degree to which 
consumers fail to accurately predict the outcomes of a transaction due to seller-, 
product-, and process-related issues (Chatterjee and Datta 2008; Pavlou et al. 2007). 
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Two factors are identified as the motivational factors of Live-Chat medium usage, 
namely perceived information asymmetry and fears of seller opportunism. 

Perceived information asymmetry is defined as the extent to which consumers 
perceive sellers to have more information about a product and the transaction process 
(Pavlou et al. 2007). Physical separation renders consumers unable to assess the 
quality of a product through touching and observing it directly on e-commerce 
websites. The provision of information on websites, such as images, descriptions, 
product reviews, and the purchasing process, is limited, and thus may not convey the 
information desired by consumers (Chiu et al. 2005). Dimoka et al. (2012) extended 
information asymmetry literature by proposing that buyers have difficulty in 
predicting the outcomes of online transactions due to information asymmetry, which 
was also confirmed by Pavlou et al. (2007). Two-way communication via the Live-
Chat medium enables consumers to control the form and content of information 
exchanged and accelerates the economic negotiation (Chiu et al. 2005; Peterson et al. 
1997). Thus, perceived information asymmetry, which dampens consumer confidence 
in a product’s quality as well as the order fulfillment quality, encourages consumers 
to use the Live-Chat medium. We thus posit: 

H1: Perceived information asymmetry (PIA) has a positive effect on Live-Chat 
medium usage (LCMU). 

Fears of seller opportunism refer to buyers’ concern about that sellers try to 
exploit the situation to maximize their profits (Pavlou et al. 2007). Because of the 
isolation between purchase and delivery process, online buyers have no opportunity to 
physically check the products when they make the purchase decision. In this situation, 
sellers could maximize their profit by providing low quality or fake products (i.e., 
lemons). Buyers seek for different methods to control and avoid seller opportunism. 
For instance, buyers use the online reviews to gain enough information of the 
products for their purchase decision. Live-Chat medium contributes for buyers to 
reduce their perceived fears of seller opportunism by recording the buyer-to-seller 
communication. Live-Chat medium enables buyers to easily confirm the product 
features and related selling policies by asking the relevant questions to seller. For 
instance, many buyers confirm the delivery policy with the sellers through Live-Chat 
medium. Seller’s response is recorded by the Live-Chat functions. If sellers violate 
the agreements, the record of Live-Chat could serve as the evidence for the 
arbitration. Thus, we posit: 

H2: Fears of Seller Opportunism (FSO) have a positive effect on Live-Chat medium 
usage (LCMU). 

3.2 Ability and Opportunity Factors 

Given that consumers have the motivation to conduct Live-Chat communication, the 
next issue is whether they have the ability to do so. Ability refers to consumers’ 
related skills or knowledge that supports the technology usage. Ability, such as 
personal expertise and proficiency, influences consumer utilization of a given tool 
(Thompson et al. 1994). Personal technological expertise has been recognized as a 
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major ability factor of technology usage, which refers to how individuals perceive 
themselves to be knowledgeable, competent, trained, and experienced in a particular 
domain (Adjei et al., 2010). Fulk (1993) included expertise variables in his model of 
communication technology usage, and stated that individuals’ experience should 
facilitate their technology assessments, which influence their utilization. Users’ 
perceived personal expertise affects individuals’ assessments and mastery of the Live-
Chat medium as a form of technology (Schmitz and Fulk 1991). Consumers equipped 
with such expertise are likely to perceive the advantages of using the medium, 
including gaining access to needed information without the need to exert significant 
effort in learning about the medium. Therefore, perceived personal expertise is 
expected to have a significant impact on consumers’ Live-Chat medium usage. Thus, 
we hypothesize: 

H3: Perceived personal expertise (PPE) has a positive effect on Live-Chat medium 
usage (LCMU). 

Opportunity is defined as the extent to which an environment or situation is 
conducive to achieving a goal. From a positive view, opportunity could be manifested in 
the form of a conductive context, or the low costs required for the action (Gruen et al. 
2005). As a necessary condition for technology usage, the Live-Chat medium provided 
by e-commerce websites offers consumers the opportunity to directly interact with the 
sellers. As an exogenous factor, technology support (i.e., opportunity) is considered as a 
contextual and situational constraint relevant to Live-Chat usage in this research 
(Hughes 2007; MacInnis and Jaworski 1989). “Taobao,” the largest e-commerce 
website in China, provides an embedded communication tool, called “WangWang,” on 
every seller’s web page. Such provision allows consumers to directly interact with the 
sellers before making the purchase decision. Consistent with the suggestion of Strader 
and Hendrickson (1999), we propose that the existence of the Live-Chat support, as an 
opportunity factor, influences consumers’ Live-Chat medium usage. 

3.3 Consequences of Live-Chat Usage 

As a CMC tool, Live-Chat medium usage contributes to the improvement of 
consumers’ perceived interactivity in their online shopping process. Perceived 
interactivity refers to the degree to which a communicator considers the dialogue with 
another person to be bi-directional and occurring in real-time. Compared to other 
customer service technologies (e.g., email), Live-Chat more closely resembles face-
to-face communication because of its real-time, on-demand availability, and short 
waiting time (Zhu, Benbasat, & Jiang, 2010). To understand how interactivity can 
impact consumers’ online shopping, Jiang et al. (2010) controlled the reciprocal 
communication function (i.e., Live-Chat feature) of websites and regarded 
communication as an important factor of website interactivity design. The results 
suggested that consumer perception of interactivity was determined by whether a 
Live-Chat feature was available on websites. Such synchronized interactions improve 
consumer ability to obtain the desired information in real-time and create a sense of 
closeness with the sellers. Perceived interactivity is reflected in terms of several 
aspects, such as bi-directional communication, personalization ability, control ability, 
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and total website shopping experience (Merrilees, 2002; Ou et al., 2008). Live-Chat, 
as a synchronous communication tool, allows consumers to control the information 
seeking process and change their information seeking method from passively reading 
product descriptions to actively addressing related questions concerning the relevant 
products. Thus, we posit: 

H4: Live-Chat medium usage (LCMU) has a positive effect on consumers’ perceived 
interactivity (INT). 

Consumers experience uncertainty during their online shopping experiences, and 
this could be the result of the lack of information about the seller (i.e., seller identity 
anonymity), inadequate product information, and insufficient knowledge about the 
purchase process (Chatterjee and Datta 2008; Dimoka, Benbasat, et al. 2012). In other 
words, uncertainty generally often arises due to the lack of information, which makes 
it difficult for consumers to make decisions (Achrol and Stern 1988). An interactive 
website design (e.g. the Live-Chat medium) alleviates consumers’ uncertainty 
perceptions by enhancing their ability to get information (Weathers et al. 2007). 

Customer support denotes the interactivity aspect most frequently used by 
consumers. As we mentioned previously, a consumer’s perception of interactivity 
refers to the degree in which consumers can communicate directly with sellers at 
anytime and anywhere. The perception of interactivity makes customers feel that they 
are enabled to receive help from sellers during an online shopping process. In the 
research context, it is built upon Live-Chat medium usage and reduces consumers’ 
uncertainty through enhancing their ability to obtain the desired information. A high 
degree of perceived interactivity implies that consumers can get their desired 
information in real-time, and this perception reduces their purchase uncertainty (Adjei 
et al. 2010, Weiss et al. 2008, Berger and Calabrese 1975). Hence, Live-Chat medium 
usage enhances consumers’ sense of interactivity, which leads to uncertainty 
reduction. Thus we posit: 

H5: Perceived interactivity (INT) is positively related to perceived uncertainty 
reduction (UR). 

H6: Live-Chat medium usage (LCMU) has a positive effect on consumers’ 
uncertainty reduction (UR). 

4 Research Methodology 

4.1 Sample and Data Collection 

Our research focuses on the Live-Chat medium. We developed a questionnaire to test 
the theoretically driven hypotheses in “Taobao” website, which captures 79.2% of the 
entire online shopping market in China (You et al. 2011). Existing validated scales 
were adopted where possible. Based on our research context and prior measurements 
of technology usage, we developed three items to assess consumers’ Live-Chat usage 
based on the following scale: “frequently used it to communicate with sellers,” 
“frequently used it to communicate with the sellers before I made a purchase 
decision,” and “frequently used it to communicate with a seller after the transaction.”  
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We adapted items from Pavlou et al. (2007) to measure perceived information 
asymmetry and fears of seller opportunism. To measure perceived personal expertise, 
we adapted scales from Adjei et al. (2010) in consideration of our online 
communication context. Interactivity was adapted to our research context from Ou et 
al. (2008) and Liu (2003). To assess uncertainty reduction, we adapted items from 
Achrol and Stern (1988). Respondents were asked to respond to a questionnaire based 
on a seven-point Likert scale (1=strongly disagree; to 7=strongly agree). Finally, 222 
complete and valid responses were collected. Conducting the t-tests of demographics 
in early and late responders enabled us to determine that non-response bias was not a 
serious problem in our research. Thus, we can argue that the survey process is 
adequately designed. 

4.2 Measurement Model and Preliminary Analyses 

The measurement model was tested by assessing the reliability, convergent validity, 
and discriminant validity. We calculated Cronbach’s alpha (from 0.868 to 0.925) and 
composite reliability (from 0.920 to 0.944) to confirm the reliability of measurements.  

Table 1. Correlations between Constructs 

 
Table 1 displays the means and standard deviations of all variables in the research 

model, along with the correlations among the variables. To assess the convergent and 
discriminant validity of the constructs, the AVEs of the constructs were also 
computed. The AVEs of all constructs were larger than 0.5. Thus, we deemed that  
the convergent validity for the variables was supported by the analysis. In addition, 
the convergent validity is also confirmed by the high level of item loading. The 
discriminant validity of the measurement model was further confirmed as the results 
showed the square root of the AVEs of all the constructs was greater than the 
correlations between constructs. In addition, the correlations among all variables were 
well below 0.6, suggesting that all the constructs were distinct from each other. 

The single survey method of collecting data may cause common method variance 
(CMV) in our research. We used the method suggested by Liang, Saraf, Hu, & Xue 
(2007) to examine CMV. The substantive factors explained approximately 78% of the 
variance, whereas the method factor only explained approximately 0.5% of the 
variance. The results suggested that our data did not suffer from high CMV. 

 Mean S.D LCMU PPE PIA FSO INT UR 
LCMU 4.856 1.749 0.892      
PPE 4.078 1.586 0.328 0.904    
PIA 5.725 1.395 0.223 0.111 0.908   
FSO 4.707 1.257 0.238 0.100 0.357 0.869  
INT 5.122 1.368 0.584 0.353 0.329 0.255 0.843 
UR 4.225 1.372 0.322 0.524 0.234 0.018 0.440 0.921 
Note: The diagonal elements are the square roots of the AVEs; off-diagonal elements 
are the correlations between constructs. 
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4.3 Hypothesis Testing Using PLS 

The PLS results for the structural model are illustrated in Figure 1, in which the 
relationships between perceived information asymmetry and Live-Chat medium  
usage (β=0.135, p<0.05) and fears of seller opportunism and Live-Chat medium usage 
(β=0.163, p<0.05) are significant, thus supporting the hypotheses regarding the 
motivation factors. The results also indicate that ability factor (i.e., perceived personal 
expertise) significantly influences Live-Chat medium usage (β=0.17, p<0.001); thus, 
the positive impact of ability on usage is supported. The results from the inclusion of 
control variables and MOA factors as predictors explain 23.0% of the variance in 
Live-Chat medium usage. 
 

 
Fig. 1. PLS Results of the Proposed Research Model 

For consequences, the results also suggest that Live-Chat medium usage has a 
positive effect on consumers’ perceived interactivity (R2=0.341, β=0.584, p<0.001), 
which in turn significantly increases their uncertainty reduction (R2=0.200, β=0.382, 
p<0.001). The results of mediation effect test also confirm that the impact of Live-
Chat media usage on uncertainty reduction is mediated by users’ perceived 
interactivity. Thus, all proposed conceptual hypotheses are proposed. 

5 Discussion 

5.1 Limitations and Directions for Future Research 

Before discussing the contributions of this study, we first state several limitations in 
this research, which are considered as opportunities for future research. First, this 
research only focuses on a subset of MOA antecedents of the Live-Chat medium in 
the model. Second, the interaction effects among MOA factors are not examined in 
our research. Inconsistent with prior MOA literature, we propose the sub-dimension 
constructs to present the MOA factors. Therefore, we could not simply evaluate their 
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interdependent relationships in our study. Third, our research is based on “Taobao” 
website. Customers may exhibit different behaviors when the Live-Chat medium is 
used on other websites (i.e., Amazon), which may cause bias in the analysis of the 
gratification factors. Therefore, extending this study to other cultures, such as the 
Western websites, will be interesting. 

5.2 Theoretical Contributions and Implications 

Our study contributes to the research in technology use, with a focus on the Live-Chat 
medium, a relatively new customer support technology that is gaining popularity on 
current online shopping websites. The theoretical implications of this study are as 
follows. First, it offers a new explanation for CMC media usage in e-commerce 
websites, a topic that has not yet been completely explored in the IS literature. Our 
research sheds further light on CMC studies by considering the interactive Live-Chat 
medium usage. Existing Live-Chat medium literature has mainly focused on the 
interface design (Qiu and Benbasat 2005) rather than on the perspective of the 
underlying rationale of consumer usage. We believe that this study represents an 
effort to investigate CMC medium usage in consumers’ online shopping process, 
which is important for e-commerce research. 

Second, based on the MOA theory, we explore the motivation, opportunity, and 
ability antecedents of Live-Chat medium usage in consumers’ online shopping process. 
Our research extends the MOA framework to explore the sub-dimensions of the three 
general factors. We conceptualize that two motivation constructs and one ability 
construct positively affect consumers’ Live-Chat medium usage. Although prior studies 
have shed some light on the MOA factors (Gruen et al. 2007; Siemsen et al. 2008), they 
did not propose specific sub-dimensions and empirically test how the constructs of MOA 
factors separately influence technology use in an e-commerce environment. 

Third, the research results contribute in presenting the impacts of Live-Chat usage 
in the e-commerce context. Consumers’ perceived interactivity is enhanced through 
Live-Chat. This premise suggests that the synchronized nature of Live-Chat is seen to 
benefit users by providing immediate information, which may also improve 
consumers’ intention to transact on e-commerce websites. Although prior literature 
provides a rich understanding of how perceived interactivity influences consumers’ 
online purchase, limited research has explained how interactivity influences 
consumers’ uncertainty reduction in e-commerce websites. Our research suggests that 
the impact of Live-Chat medium usage on uncertainty reduction is mediated by their 
perceived interactivity. 

5.3 Practical Contributions and Implications 

This study also has practical implications for website designers and sellers to improve 
their service quality through CMC media in the e-commerce context. In view of the 
need for e-commerce websites to facilitate online shopping, this study offers practical 
implications by identifying the antecedents and consequences for consumers’ usage of 
the Live-Chat medium. This medium is widely adopted by e-commerce websites in 
which consumers experience a high level of uncertainty when they conduct business 
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transactions with strangers. Human-to-human interaction enhances purchasing and 
renders the purchase process similar to a physical store encounter. Our empirical 
findings can provide insights for Live-Chat medium implementation. Furthermore, 
our findings suggest that motivation, opportunity, and ability factors are the key 
determinants of consumer Live-Chat medium usage. If consumers perceive a high 
level of information asymmetry and fears of seller opportunism in the shopping 
process, the Live-Chat medium can be adopted to facilitate purchase decision making. 
Website designers should also provide the necessary training for their consumers to 
improve their skills on using the related tools, such as Live-Chat. Furthermore, 
website designers should promote the use of the medium by consumers. 
Understanding what consumers want from Live-Chat use is vital for sellers. Sellers 
can serve their customers better only if they understand their goals and needs. For 
instance, this study indicates that consumers use Live-Chat to perceive interactivity. 
This finding cautions sellers to quickly answer consumers’ questions and provide 
them with the feeling of companionship with other customers. In addition, improving 
consumers’ perceived interactivity could significantly reduce their uncertainty in 
online transaction.  

6 Conclusions 

Building on the MOA framework, this study investigates consumers’ antecedents and 
the consequences of Live-Chat usage in e-commerce websites. Our empirical findings 
suggest that motivation factors (e.g., information asymmetry and fears of seller 
opportunism), opportunity factors (e.g., existence of Live-Chat support), and ability 
factors (e.g., personal expertise) influence the Live-Chat usage of consumers in their 
online shopping process. The findings also imply that Live-Chat use improves 
consumers’ perception of interactivity, which in turn reduces their uncertainty in 
online shopping. This research reinforces the understanding of the utility of computer-
mediated communication in the e-commerce environment, and motivates website 
designers to offer better support of consumer behavior in information seeking. 
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Abstract. The growingly important role of services in economies leads to an 
increasing competition. Thus, services have to be provided as efficient as possi-
ble. Corresponding to the industrial domain, the management of productivity  
is an important factor of success. Since productivity management of services is 
relatively new compared to the industrial domain, only few scientific studies 
exist. The paper adds to this topic by conducting an extensive survey of the  
current status of productivity management of service companies in Germany. 
The findings could support both business and science by giving a reference of 
service productivity management in practice and identifying gaps regarding the 
development of tools and methods.  

Keywords: Service Productivity, Service Performance. 

1 Introduction 

Corresponding to the growing economic relevance of the service sector, methodical 
approaches concerned with the increasing competition become more and more  
relevant. Offering customer-individual service configurations is one option to set a 
company’s portfolio apart from a competitor’s portfolio. A price-related differentia-
tion is another option. Thus, the management of productivity is an important, compe-
tition-relevant factor. In order to achieve both of the somewhat conflicting aims of 
customer-individuality and high efficiency, powerful tools and methods are required.  

In the industrial domain, the management of productivity has a long tradition. A 
widespread practical use and an extensive scientific discussion have led to a range of 
established and well-developed tools and methods. Since the economic transformation 
from the secondary (manufacturing) to the tertiary sector (services) has only recently 
been realized it can be assumed, that the maturity level of methods and tools used in 
the service sector is lower compared to the domain of manufacturing. Therefore, it is 
worthwhile to analyze the state of the art for managing the productivity of services. 
The results can be used to identify methodical gaps, leading to both practical and 
scientific challenges as well as future trends. 

The paper presents the results of a quantitative empirical study conducted in the 
service sector in Germany. The aim was to capture and analyze the state of the art of 
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service productivity. The paper is structured as follows. First, the empirical approach 
is described in the next chapter to allow for a sensible evaluation of the statistical 
relevance of the survey. Since the term “service” subsumes various forms of services, 
the third chapter describes the profiles of the companies for a better characterization 
of the offered services. Chapter four presents various tools and methods and their 
frequency of application as well as potential obstacles. The economical relevance  
of productivity management is deduced in chapter five. Finally the paper is concluded 
outlining future trends and emphasizing the importance of service productivity  
management. 

2 Empirical Approach 

In order to develop a basic understanding of productivity management in the domain 
of services, two qualitative pre-studies were conducted. The first study analyzed ser-
vice productivity from the viewpoint of the structured description and modularization 
of service portfolios as the basis for productivity management. Semi-structured inter-
views with various companies were conducted. Key findings include difficulties of 
companies regarding the description and modularization of service portfolios, both 
required for an effective productivity management [1]. The second study was based 
on the results of a working group consisting of various participants from business and 
science. The result of the working group comprises the collection of currently used 
methods and tools as well as the delineation of future scenarios [2]. 

Both studies showed the relevance of productivity management of services but 
lacked statistical significance due to the chosen methodical approach. Therefore, a 
consecutive quantitative study was devised. Capturing the current status and future 
trends of productivity management in the German service sector was the aim of the 
study. Furthermore, the identification of current challenges and demands of business 
practice regarding tools and methods could support the alignment of the scientific 
focus and practical needs. 

The population of the study consisted of almost 55.000 German companies of dif-
ferent service industries. These included ICT, EDP, telecommunications, architecture, 
advertising, metal working, machine building industry, tax and business consultancy, 
accounting as well as research and development. The companies’ addresses were 
extracted from the database “Hoppenstedt”. A stratified sample of 1990 companies 
was selected randomly. The questionnaire was sent to all participants by regular mail, 
with 88 letters being undeliverable. To offer various, convenient ways of response, 
the participants could use an included, reply-paid envelope, send the questionnaire by 
fax or complete it online. After removing incomplete and unusable questionnaires, a 
number of 120 responses could be used for further statistical analyses. This corres-
ponds to a response rate of 6.44%. 

Due to the limited sample size and the chosen population, the results are only 
meaningful for certain German service companies. Nevertheless, the insights provided  
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might be valuable for a wider range of corporations as well. Furthermore, the identi-
fied gaps between business needs and scientific results indicate general topics for 
further scientific research. 

The questionnaire contained three different chapters focusing on the company’s 
service profile, the use of methods and tools as well as expected trends. Basically, the 
subsequent chapters are following this structure. 

3 Characteristics of Services 

Due to the growing importance of services in today’s economy, services are not solely 
provided by pure service companies. Instead, more and more product companies tend 
to provide services to distinguish themselves from their competitors. To get an insight 
into the prevalence of service providers, companies were asked to define their main 
industry domain. Due to the wide variance of possible answers, Table 1 gives a con-
solidated overview of the responses. 

Table 1. Domain distribution of surveyed companies 

Industry domain Number of companies 
Metal working and machine building 21 
EDP, ICT, telecommunications 30 
Tax consultancy, accounting, business consulting, research 
and development 

37 

Architecture 19 
Advertising 13 

 
As a second characterization concerning the surveyed companies, the amount of 

service revenue compared to the overall revenue is used. Based on the results of the 
survey, the companies were divided in five classes as shown in Table 2. Almost half 
of the participating companies are pure service providers, i.e. their service revenue is 
100% of the overall revenue. The high ratio of pure service providers needs to be 
connected to the industry domains in Table 1. More than 60% of all responding com-
panies represent domains that usually do not sell any products. 

Table 2. Amount of service revenue of surveyed companies 

Share of service revenue of total revenue Relative frequency 
0 – 24% 12.5% 
25 – 49% 8.3% 
50 – 74% 15.8% 
75 – 99% 15.0% 
100% 48.3% 
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The degree of standardization and customization is of special importance during 
service definition. The degree of customer interaction is assessed based on the time 
that the customer is involved during service provision. It can be assumed that person-
related services have a higher degree of customer interaction than product-related 
services. It is necessary to note that this is a solely quantitative measure, i.e. it does 
not allow for statements about the customer influence on service provision. For ex-
ample, services rendered to the customers generally have a higher degree of customer 
interaction than services that can be provided without the customer being present. 
Furthermore, single decisions of customers possibly have a high impact on the ways a 
service is provided. 

As can be seen in Table 3, an overwhelming majority of 95 percent of the surveyed 
companies provides customer-individual services. In addition, 90 percent of the com-
panies characterize their service portfolio as having a high degree of customer interac-
tion. This has an immense impact on research regarding human service interfaces. It is 
not only necessary to provide appropriate interfaces during service provision. In addi-
tion, companies need methods and tools for gathering customer requirements and 
mapping these requirements to customer-individual service offers. 

As stated above, standardization is often seen as an enable for providing customer-
individual services in an efficient way. Contrary to this popular belief, only a little 
more than one third of the companies use standardization. Though not part of the 
survey, several reasons for this fact are conceivable. For example, companies with a 
highly complex service portfolio that has evolved over time might not be able to 
structure their portfolio according to standardization requirements. Furthermore, the 
customers of a service provider might have different requirements that cannot be met 
using standardized service portfolios. The development of appropriate methods and 
tools for these companies is necessary. 

Table 3. Influence factors on service development 

During service development… Acknowledgment Absolute values 
… services of competitors are a valuable
source of inspiration. 

43.9% 114 

… customer integration is a valuable source
of approaches regarding effective service
provision. 

88.4% 112 

… customer requirements and complaints 
provide important suggestions for service
improvement. 

82.8% 116 

… employees with customer contact provide
valuable ideas. 

75.2% 113 

 
As presented in Table 3, customer feedback is seen by a vast majority of compa-

nies as a valuable source for service evaluation. This feedback can be gathered in two 
different ways. First, customer complaints can be evaluated according to weaknesses 
in service design. Second, customers can be integrated in the service development 
process by imposing requirements on the service provider. Both ways of gathering 
feedback need to be supported by companies. 
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Several approaches exist for enabling customer feedback. First, the service 
processes need to be designed with flexibility in mind. Therefore, it is possible to 
react according to changing customer requirements. If processes are fixedly defined, 
front-end employees might not be able to take changing requirements into account. 
However, this approach is limited by possible legal parameters. Various approaches 
and requirements for service customization during provision have been proposed so 
far by, e.g. [5,6]. 

Another enabler for allowing customer feedback during service provision includes 
the implementation of customer feedback software systems. Using these systems, the 
gathering of customer complaints and suggestions for improvements is possible. This 
feedback can be integrated during service redesign and optimization. In doing so, the 
next generation of a provided service can be tailored more specifically to customer 
requirements. 

4 Usage of Tools and Methods 

Although the measurement of productivity is a precondition for analyzing and eva-
luating the efficiency of the provided services, around a third of the questioned com-
panies do not conduct any productivity management. The reasons for this situation 
vary with lack of suitable methods and tools as well as an unfavorable cost-value ratio 
as the dominating explanations. 

Productivity management is a process mainly consisting of three steps. The first 
step encompasses the measurement of productivity, including the sometimes chal-
lenging quantification. The second step is the analysis of the measurement results and 
the deduction of corresponding actions. The third and last step covers the introduction 
of different tools and methods for improving productivity. The structure of the ques-
tionnaire reflects this three-fold classification. Since the deduction of adequate actions 
is an individual process, which can hardly be supported by tools or methods, the study 
focused on surveying tools and methods related to the steps of measurement and im-
provement only. The selection of the presented tools and methods was based on the 
findings gathered in the pre-studies described above. 

The dominating approaches for the measurement of service productivity are the di-
rect quantification of key performance indicators (KPI) and the calculation of such 
indicators based on the relation of input and output factors (see Fig. 2). These me-
thods are originating from the industrial domain. Service specific approaches such as 
Balanced Scorecards (BSC) or Data Envelopment Analysis (DEA) are hardly used. 
Furthermore, the pre-studies showed that the identification of appropriate key perfor-
mance indicators is another challenge. On possible solution is the provision of a struc-
tured library of common KPI [7]. 

 



522 S. Klingner, M. Beck

 

Fig. 2. Ap

The reasons why the me
BSC, Simulation and Input
specific services, DEA is m

Looking at the methods
standardization and modul
Fig. 3). Together, these two
an approach to allow for th
figurable offers at the same
engineering, this concept ca
approach for improving pr
provision process, which u
an increasingly specific sco
Six Sigma are used only by

 

Fig. 3. Ap

I/O-A

Simu

Standardization

Customer integration

Modularization

Outsourcing

Automation

Six Sigma

ker, and K.-P. Fähnrich 

 

pproaches for measuring service productivity 

ethods are not applied in business practice vary. Wher
t/Output-Analysis are mainly assessed as inappropriate 

mainly unknown. 
s supporting the improvement of productivity of servic
larization are among the most common approaches (
o methods form the conceptual core of mass customizati
he use of economies of scale and customer individual c
e time. Although originating from the domain of indust
an also be applied on services [8]. A more service spec
roductivity is the integration of customers in the serv

use almost two thirds of the questioned companies. Due
ope, further methods such as outsourcing, automation 

y a minority of the companies. 

 

pproaches for improving service productivity 

81.3%

51.4%

17.6%

13.6%

10.4%

KPI

nalysis

ulation

BSC

DEA

70.1%

60.8%

51.4%

41.0%

30.1%

22.5%

reas 
for 

ces, 
(see  
ion, 

con-
trial 
cific 
vice 
e to 
and 



 Productivity of Services – An Empirical View on the German Market 523 

 

5 Relevance of Productivity Management 

Besides the question what is done for productivity management of services, a  
more important point is whether it is economically sensible to conduct productivity 
management. Based on the results of the survey, the intuitively obvious relationship 
between productivity and success could be statistically substantiated. 

Since the direct surveying of financial key performance indicators is not feasible 
the survey used the abstract concept of ‘success’ to model and analyze the potential 
connection between productivity and economic success. First, the companies  
were asked to describe their relative performance of the three operational figures: 
profit, total revenue and number of employees over the last three years. The perform-
ance indicators were captured using a scale of five possible categories (highly  
decreased, decreased, unchanged, increased, highly increased). Then a number  
between 1 and 5 was assigned to each category. Finally, the average of the three 
scales was calculated, representing the overall success of a company. Thus, a numeric 
value of “3” represents a constant success, whereas higher values indicate a growing 
success. Based on this model, two thirds of the questioned companies are successful 
companies. 

Based on this approach of identifying successful companies, advanced analyses 
can be conducted. Correspondingly, a regression model was created, evaluating the 
influence of  

• conducting productivity management, 
• the companies’ location and 
• the companies’ industry affiliation 

on the companies’ success. The analysis shows an index value of 2.854 for West Ger-
man advertising companies not managing productivity. This indicates a slightly declin-
ing success during the last three years. As Table 4 shows, conducting productivity man-
agement leads to an index value increased by 0.451. This coefficient is highly signifi-
cant, which leads to the conclusion that conducting productivity management is a deci-
sive factor for a company’s success. Another factor is the location of the company. 
 

Table 4. OLS-Regression 

Variable Coefficient Standard error p-Value 

Constant (success index) 2.854 0.237 0.000 
Conducting productivity man-

agement 
0.451 0.156 0.005 

East-German company location -0.473 0.170 0.006 
Metal working/machine building

industry 
0.520 0.257 0.046 

R² = 0.176    



524 S. Klingner, M. Becker, and K.-P. Fähnrich 

 

East German companies are less successful than companies from West Germany by an 
averaged index value of 0.473. The last statistically significant factor is industry affilia-
tion. Although the effects are statistically not as strong as the factors of productivity 
management or location, companies active in the metal working or machine building 
industry have an index value increased by 0.52, thus tend to be more successful than the 
index. The model also included other industries, which are not listed due to a high p-
Value. 

Accordingly, the relevance of productivity management is recognized by the com-
panies. 78% of the questioned companies expect a growing relevance of this topic and 
21% assume at least a constant relevance. This implies that almost every participant 
(99%) expects a constant or growing relevance of service productivity. If these num-
bers are put into connection with the third of the companies not conducting any pro-
ductivity management at the moment, a high potential and demand for suitable meth-
ods emerges. 

6 Conclusion 

The paper presented a quantitative survey among German service companies studying 
the current status of service productivity in business practice. Besides the depiction of 
the current usage of various tools and methods, the survey also provided evidence for 
the relevance of service productivity management as an essential factor of company 
success. 

Although showing a broad consensus of the importance of service productivity 
management, around a third of the companies did not conduct any productivity man-
agement. A closer look at the applied tools and methods can provide potential reasons 
hindering a further application of service productivity. Predominantly, tools and me-
thods originating from the manufacturing industry are used. Tools and methods spe-
cifically developed for service are hardly applied. Since the lack of suitable methods 
and tools is a major obstacle for productivity management, approaches adapted to the 
specifics of services might lead to a higher penetration rate of tools and methods for 
service productivity. Therefore, corresponding research actions support a broader 
application of service productivity management. 

There are some limitations regarding the study. Due to the low response rate and 
small numbers of cases, it is not possible to make generalizable statements for Ger-
man service companies or to analyze single industries. Since only German companies 
participated in the study, the study presents a view on the German service sector only. 

The findings of the survey can be the basis for additional research. Subsequent 
studies may be conducted for answering several specific questions. For example, an 
in-depth analysis of challenges using existing approaches for measuring and improv-
ing productivity for businesses might seem relevant. In addition, the findings show a 
clear mission for academic research to establish appropriate methods and tools for 
productivity management of services. 
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Abstract. A recommendation system (RS) in a website is increasingly signifi-
cant for consumer’s decision making. A RS includes several important benefits, 
such as increasing user satisfaction and building user trust. Despite the growing 
literature that examined the usefulness of a specific attribute of a RS, less is 
known about which combination of attributes of a RS is preferable and how  
the combination influences consumer decision making. By using a conjoint 
analysis, we can further explore the impacts of combination attributes. In a lab 
experiment, we find that the importance ranking of attributes of a RS for the 
participants is quite different. Specifically, all the participants consider the 
attribute, “Explanation for Recommendation”, is important. In addition, “Rat-
ing” is important for the specific participants. Furthermore, “Comment” seems 
to be less important to all the participants. Our results have important implica-
tions for the design of a RS. 

Keywords: recommendation system, user interface preferences, adaptive inter-
face, conjoint analysis. 

1 Introduction 

A recommendation system (RS) has played an increasingly important role in the suc-
cess of e-commerce websites. A RS helps online customers facilitate their product 
searching and improve decision quality. In addition, through explicit or implicit learn-
ing, a RS can predict consumers’ product preferences and provide customized rec-
ommendations. These benefits of a RS increase customers’ satisfaction and trust  
toward the RS [1]. A RS is beneficial for not only consumers but also an e-commerce 
website. According to the report from Experian Marketing Services, the total revenue 
at Amazon.com in 2012 was $61.1 billion, and around 30% of its total revenue came 
from product recommendations. Therefore, how to increase RS performance is a criti-
cal issue for practitioners and researchers. 

Most previous studies have measured RS performance by either objective predic-
tion accuracy (e.g. mean absolute error) or users’ subjective perception (e.g. user 
satisfaction) [2]. However, these two measures pay less attention to the utility of inte-
raction between users and a RS (i.e., user experience). Considering user experience is 
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necessary because accuracy is not the only one criterion to evaluate an information 
system. Memorable experience will enhance users’ continuous usage intention [3]. 
Hence, researchers have proposed a novel measure of RS performance by including 
the concept of user experience [3-5]. 

Our study focuses on designing a user interface of a RS. Although previous studies 
have proposed several guidelines for designing a user interface of a RS, most of the 
studies have focused on one recommendation mechanism at a time rather a combina-
tion of recommendation mechanisms (e.g., average ratings, associate products, expert 
review, and other related recommendations). However, when users are browsing a 
RS, the interface of a RS is composed of multiple mechanisms instead of a single 
mechanism. Therefore, investigating a combination of recommendation mechanisms 
in an RS interface is reasonable and needed. The purposes of our research are two-
fold: First, we conduct a conjoint analysis to explore how users prefer different RS 
interfaces. Second, we explore the importance ranking of RS mechanisms for differ-
ent user populations. 

The rest of this study was organized as follows. First, we review related literature 
and Amazon.com to understand the principles of user interface design pertaining to 
RSs in section 2. Then, the research methods are described in section 3. In section 4, 
the results of conjoint analysis and research findings are discussed. We make a brief 
conclusion in final section. 

2 Literature Review 

Prior studies have proposed several principles to design a user interface. A user inter-
face is defined as a platform which allows users to interact with a system. The first 
principle is to keep a user interface simple. Specifically, a user interface should only 
include necessary information, and information included should be concise. The 
second principle is related to an interface representation. Users spend less cognitive 
effort interacting with an interface when they use a visual representation interface 
than a text representation interface. To reduce user’s cognition burden, interface  
designers can replace texts with simple icons on an interface. For instance, a thumb 
up emoticon means “recommended”, while a thumb down one means “not recom-
mended”. 

These principles have suggested that interface designers can design a better inter-
face for users when they understand how users interact with an interface by minimum 
cognitive effort. Based on cognitive load theory, humans keep minimum load on 
working memory to seek optimum learning [6]. That is, optimum interface which 
provides easily recognized, sufficiently and necessarily detailed interface can reduce 
RS users’ cognitive load [7]. Previous studies have explored how interface contents 
should be presented. For instance, Lee and Benbasat [8] have shown that the size and 
clarity of product pictures on the interface affect users’ memory of products. Cai and 
Xu [9] have proposed that different arrangements have different impacts on users. 
They found that users tend to buy higher quality products when products are sorted by 
a quality criterion in a descending order than in an ascending order. 
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2.1 RS Interface Design 

A user interface of a RS is the key to affecting whether users are willing to use the 
system continuously. An adaptive RS interface can increase such willingness because 
users can find products interested efficiently and effectively. Previous studies have 
proposed several important mechanisms which are used in designing an interface of a 
RS. Wang and Benbasat [1] found that users have a higher level of initial trust in a RS 
with an explanation mechanism than a RS without it. If a RS offers explanation why a 
product was recommended, users’ understanding and acceptance of the system will 
increase [10]. They will find that the process of recommendation is useful, and differ-
ent degrees of transparency will provide them with different experiences. In addition, 
Jones and Pu [11] have suggested that a successful design of a RS should focus on a 
simple and clear interface that can reduce users’ decision effort (e.g. the time spent on 
acquiring recommendation) and maximize the quality of recommendation (e.g. preci-
sion, satisfaction and novelty). In this study, we focus on how to design an adaptive 
interface of a RS by considering a set of mechanisms together. 

We used Amazon.com to identify which general mechanisms are used often in a 
RS. Since Amazon.com is a global and large-scale e-retailer and many previous stu-
dies investigated the effects of RS by using Amazon.com [12], mechanisms provided 
by the RS of Amazon.com are typical and applicable. Based on recommendation page 
at Amazon.com, as shown in Fig. 1, our study identified six general attributes, includ-
ing rating, explanation, associate products, the number of recommended products, 
customer review, and review comment. 

 

 

Fig. 1. Attributes in RS interface (An example of Amazon.com) 
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When a user has limited knowledge of a field or in a field with a variety of goods, 
visual representation can effectively increase recommendation effectiveness and  
user’s satisfaction. It can also attract users to use the comments more often without 
increasing their cognitive load [13]. Since the area of a web page is limited, it’s im-
portant to adaptively present recommendation message. In particular, RS has been 
applied to mobile device which has smaller screen than monitor, it’s necessary to 
understand RS users’ priority in interface attributes and format. Since there are six 
attributes with different levels, this study adopted the conjoint analysis to evaluate 
users’ preferences for the interface design of a RS. 

2.2 Conjoint Analysis 

When consumers are facing with a variety of products including goods and services, 
they would evaluate every attribute of products to make the final decision, and con-
sumers will also establish a preference for a certain product in the process. Conjoint 
analysis is a multivariate method that uses the final decision and goes through the 
decomposition process to evaluate customers’ preference structure. For example, 
conjoint analysis was used to explore shopping attribute combinations of website’s 
characteristics preferred by consumers in order to offer reference basis for construct-
ing websites [14]. Hence, conjoint analysis can be applied to understand how products 
with multiple attributes affect consumers’ preferences. It contains all tangible and 
intangible functions of products, and it is able to pre-determine consumers’ reaction 
and evaluation of potential product attribute combination. 

Researchers often use a conjoint analysis to evaluate consumers’ preferences of a 
certain product attribute combination. Subjects evaluate different product attribute 
combinations and their preference structure will then be decomposed, adding the part-
worth of each attribute under different levels to obtain an overall utilities. The product 
with the highest overall utilities is favored by consumers, and it has higher opportuni-
ty of being chosen. Besides obtaining the overall utilities, we can also calculate the 
relative importance of each attribute, which can explain each attribute’s importance to 
the overall preferences. Hence, conjoint analysis was applied to design an adaptive IS 
interface. For example, Seneler et al. [15] adopted conjoint analysis to explore the 
interface feature prioritization for web services. Based on an experiment study, they 
found that interfaces that have high-speed, minimal memory load, adaptive behavior, 
low content density, and customization features are more preferable than those that do 
not. Therefore, this study used a conjoint analysis to explore users’ preference for RS 
interface combination and prioritization of attributes. 

3 Research Method 

3.1 Prototypes of RS Interface 

In this study, we selected six attributes of a RS and each attribute has different  
levels to investigate RS users’ attitudes and preferences toward a RS interface.  
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Combinations of the attributes with different levels allow us to have several proto-
types of a RS interface. We briefly describe these attributes and their levels.  

Rating. RS rating scales influence the level of cognitive effort users exert when using 
a RS. A delicate scale requires users to increase their cognitive effort to process in-
formation. In contrast, a coarse scale reduces their cognitive effort, but discourages 
them from making a precise evaluation. Therefore, we propose three types of a rating 
scale: 2-point, 5-point, and 10-point. 

Explanation. Previous studies have suggested that, when a RS explains why a prod-
uct is recommended, users are more satisfied with the recommend product and have a 
higher level of trust toward the system [1]. Therefore, we propose two levels of an 
explanation mechanism. That is, a RS is with an explanation and without it. 

Associate Products. Associate products are the products that are relevant to a rec-
ommended product. For example, associate products of a mobile phone could be its 
screen protectors. Consumers may be interested in associate products when browsing 
recommended products. However, what kind of associate products should be recom-
mended is not clear. Thus, we propose three kinds of associate products, including 
related goods, goods of the same type, and other items customers bought after view-
ing the item. 

The Number of Recommended Products. The number of recommended products 
which were generated by a RS influences users’ shopping decisions. If there are too 
many recommendations, it will cause users information overload. If there are too few 
recommendations, the products which users like may not be in the recommendation 
list. Hence we propose three levels of the number of recommended products: 14 
items, 21 items, and 28 items. 

Customer’s Review. Customer review is one of the main information sources for 
consumers to understand the quality of goods [16]. We argue that information rich-
ness of a review affects how a user judges a product. For example, it’s difficult to 
describe the effects of cosmetic goods by text. It would be useful to present “before” 
and “after” pictures for cosmetic goods experiences, so that consumers can easily 
evaluate the goods. As a result, customer’s review may be revealed by multi-media 
content. Since users’ preference on the format of customer review may vary, there are 
two levels of customer’s review attribute, including “literary description” and “lite-
rary description with pictures”. 

Review Comment. A review comment is an evaluation of a specific review. Users 
can judge whether a review is helpful based on its feedback [17]. Review comment 
can be presented in a simple way (e.g., agreed or not) or with rich contents (e.g., criti-
cisms with voting), and it can also describe a user’s viewpoint on a certain review. 
Therefore, our study investigates what kind of comments is attractive to users and 
proposes two levels of comment, i.e., “literary description” and dichotomous “helpful 
or not”. 
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3.2 Conjoint Analysis Design and Survey 

According to the observation of Amazon.com and previous relevant studies, this study 
proposes 216 (3 x 2 x 3 x 3 x 2 x 2) interface combinations of RS interface types to 
explore the relationships between RS interface attributes and users’ preference for RS 
interface design. Following Green et al. [18], we conducted the mixed model of con-
joint analysis. First, we establish the prototypes (i.e., stimuli in conjoint analysis) 
based on the combination of each level of each attribute. Our research adopts the or-
thogonal design in SPSS software package. We reduce the number of stimuli in the 
overall outline from 216 to 20, 4 of which are reserved observations that are mainly 
used to check the effectiveness of the models. Even though we’ve reduced the number 
of stimuli to 20, it will still lead to subjects’ information overload if we give them all 
20 stimuli for evaluation at a time, and this will reduce the accuracy of the informa-
tion we collect. In order to solve this problem, our research uses 20 stimuli as a unit. 
Each unit will be randomly divided into four groups with five stimuli in each group, 
where one of the stimuli becomes the reserved stimulus and the other four are expe-
rimental stimuli. A snapshot of an example of stimuli is shown in Appendix 1. Every 
subject only needs to evaluate one group; that is, each subject evaluates no more than 
five stimuli, giving them 1-9 points, where 1 point means that their preference for the 
specific stimulus is the lowest and 9 points the highest. Since the purpose of our re-
search is to explore users’ preferences for interface design of RS, we adopt narrative 
and graphical presentation to describe stimuli. Narrative is used to explain the func-
tion of each attribute, while graphical presentation allows subjects to truly feel the 
presentation of the interface. In particular, we adopted a full-profile to present stimuli, 
which allows subjects to do preference evaluation based on the stimulus with the 
overall profile of recommendation message (Appendix 1).  

Then we adopted a mixed model combining self-explicated preference model and 
traditional conjoint analysis model to conduct conjoint analysis. We collect the rela-
tive weights of attributes and the ideal rating of every level under all the attributes, 
and then establish the questionnaires with limited overall profile and demographic 
variables. All subjects were asked to arrange the order of the six attributes, including 
rating, explanation, associate products, the number of recommended products, cus-
tomer review, and review comment. The order of the attributes represents their impor-
tance. Then we listed all the levels of each attribute, and then ask subjects to arrange 
the order based on their preferences. The order of the levels represents their impor-
tance. We adopted cellphones as the recommended products in the stimuli. There are 
two main reasons: One is that almost people have one or more cellphones, and they 
use cellphones frequently and thus are familiar with them. The other reason is that 
cellphones are unisex goods. Hence, it would be easy to recruit voluntary subjects.   

A pretest was conduct to validate the questionnaire. 14 graduate students and 14 
college students were recruited from a medium university in Taiwan to evaluate the 
prototype and the questionnaire. The modification of the questionnaire was to in-
crease the design type combination of the stimulus versions, and the purpose of this 
modification is to mark the features of each stimulus, which allows subjects to quick-
ly grasp the difference and makes it easier for them to answer the questions. All 236 



532 Y.-C. Ku, C.-H. Peng, and Y.-C. Yang 

volunteers were recruited from a university and a government department in central 
Taiwan to participate in our survey. All subjects were asked to evaluate self-
explicated preference and a randomly assigned group of stimuli. Finally, 193 ques-
tionnaires were effectively completed. The valid ratio of our questionnaire is 81.78%. 
Most subjects’ age falls between 21 to 30 years old (58.55 %) and females take up 
63.21% of sample. As for Internet using experience, only 8.29 % of the sample had 
less than 5-year Internet usage. Furthermore, 94.82% of the sample had online shop-
ping experience. In particular, most subjects (79.79 %) had the experience of brows-
ing the e-stores with RSs. 

4 Data Analysis 

4.1 Market Segment 

In order to understand similar consumers’ preference for the interface factors of a RS 
more precisely, we adopted the componential segmentation model to segment sub-
jects. The componential segmentation model uses the self-explicated preference data 
of subjects to conduct cluster analysis. The value of self-explicated preference was 
calculated by relative weights of attributes x the ideal rating of every level under all 
the attributes. And then, we use ANOVA and discriminant analysis to identify the 
validity of clustering and to distinguish the capacity of the discriminant function. 
First, we use Ward’s method of hierarchical clustering approach to do cluster analysis 
and find that the ideal number of cluster is three. Then, we use the K-means method 
of non-hierarchical cluster approach to divide subjects into three clusters, and the 
number of subjects in cluster A, B, C is 52(26.94%), 79(40.93%), and 62(32.13%), 
respectively. Finally, we apply ANOVA analysis to test whether there are significant 
differences among these three clusters. The analysis results show that, based on the 
linear relationships of the 15 levels, the value of Pillai's Trace is 1.321 (F=24.728, 
p<0.05) and the value of Wilks' Lambda is 0.101 (F=27.213, p<0.05). It means that 
the average values of the three clusters in each attribute level are not equal. As Table 
1 shown, we also conducted Duncan's post-hoc analysis to compare the mean differ-
ence between the three clusters in each attribute level. If there is no comma between 
two cluster codes, the mean difference is non-significant. 

Discriminant analysis is used to identify the validity of clustering and the identifi-
cation ability of the discriminant function after the grouping of samples. We used the 
segmentation results of the three clusters as the dependent variables and the 15 self-
explicated values of subjects as discriminant variables to do discriminant analysis. In 
this way, we would be able to identify the validity of clustering and the identification 
ability of the discriminant function. Both hit ratio and Press Q were used to test 
whether the result of the predicted clustering has discriminant ability. The hit ratio is 
97.93%, and Press Q is 362.37 > 6.63, which means that the discriminant function has 
high discriminant ability. Therefore, we can infer that the consumers from different 
clusters have significant difference in their preference for the interface design combi-
nation of a RS. 
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Table 1. The analysis of the difference in average value of each cluster 

Attribute Level 
Cluster 1
(n=52) 

Cluster 2
(n=79) 

Cluster 3
(n=62) 

F p-value Duncan 

Rating (x1) 
2-point 0.0447 0.0513 0.0910 44.555 .000 (12, 3) 
5-point 0.0603 0.0727 0.1155 47.830 .000 (1, 2, 3) 
10-point 0.0424 0.0463 0.0562 3.342 .037 (12, 23) 

Explanation (x2) 
No 0.0635 0.0843 0.0678 9.664 .000 (13, 2) 
Yes 0.1160 0.1546 0.1157 15.822 .000 (31, 2) 

Associate  
Products (x3) 

Related goods 0.0391 0.0661 0.0349 22.211 .000 (31, 2) 
Goods of the 
same type 

0.0505 0.0906 0.0421 41.457 .000 (31, 2) 

Other items 
customers 
bought after 
viewing the item 

0.0322 0.0528 0.0328 12.646 .000 (13, 2) 

The number of 
recommended 
products  (x4) 

14 items 0.0304 0.0595 0.0410 14.843 .000 (13, 2) 
21 items 0.0259 0.0571 0.0330 26.889 .000 (13, 2) 
28 items 0.0179 0.0412 0.0197 18.215 .000 (13, 2) 

Customer  
review (x5) 

Literary  
description 

0.0855 0.0491 0.0765 47.858 .000 (2, 3, 1) 

Literary  
description with 
pictures 

0.1709 0.0867 0.1416 121.187 .000 (2, 3, 1) 

Review  
comment (x6) 

Literary  
description of 
comment 

0.1264 0.0462 0.0714 87.743 .000 (2, 3, 1) 

Helpful or Not 
Helpful 

0.0943 0.0415 0.0607 35.953 .000 (2, 3, 1) 

4.2 Results of Conjoint Analysis 

We estimate the part-worth utilities of each segment on the basis of the mixed model 
of the conjoint analysis and the market segmentation model. As formula 1 shown, 
ordinary Least Square Regression (OSL) was adopted to estimate the parameters in 
order to obtain the regression coefficient, i.e., the estimation of part-worth. 

  (1) 

yih：The hth subject’s overall preference value for the ith stimulus 
：The hth subject’s self-explicated preference value for the ith stimulus 

Bal：Subject’s estimated part-worth of attribute a with level l  
(a = 1, 2, …, n，l = 1, 2,…, m) 

xial：A dummy variable which presents attribute a with level l in the ith stimulus 
(For instance: X11=1 and X12=0 was defined as 2-point (1,0), while X11=0 
and X12=1  was defined as 5-point (0,1)) 

Each subject has to evaluate one of the four groups pertaining to the stimulus unit 
and there are five stimuli in each group, but one of them is reserved observation value 
that won’t be included in the regression equation. Therefore, each subject has five 
evaluation data of the overall profile and each level was coded by dummy variable. 
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As a result, there are 52 subjects in the cluster 1 with 208 observation values, 79 in 
cluster 2 with 316 observation values, and 62 in cluster 3 with 248 observation values. 
The regression results of cluster 1 to cluster 3 are shown in Table 2. 

Table 2. The linear regression models in each segment 

Model 

Standardized 

coefficient of 

 

Standardized Coefficient of Dummy variables X11~X61 

X11 X12 X21 X31 X32 X41 X42 X51 X61 

Cluster 1 0.092 0.136φ 0.129 0.161* -0.162* -0.106 0.015 0.156* -0.203* -0.046 

Cluster 2 0.14 -0.033 0.126φ 0.105 0.08 0.017 -0.04 0.057 -0.134* 0.071 

Cluster 3 0.161 0.048 0.158φ 0.081 -0.08 -0.078 -0.054 0.062 0.002 -0.034 

* p<0.05; φ p<0.1 

All three regression models are reasonable because there is no autocorrelation  
between error terms (D-W value is between 1.5 and 2.5). The R2 of regression model 
for cluster 1 is 0.177 (F=4.235, p<0.001). The result of our analysis shows that the 
subjects in cluster 1 have preference for the shopping websites that offer explanations 
for recommendation, 21 items at a time for the number of recommended products, and 
the 2-point rating. However, they have less preference for the websites that offer the 
recommendation of related goods and the review with only literary description. The 
R2 of regression model for cluster 2 is 0.118 (F=4.091, p<0.001). The subjects in 
cluster 2 have preference for the 5-point rating. However, they have less preference 
for the websites that offer the review with only literary description. The R2 of regres-
sion model for cluster 3 is 0.079 (F=2.044, p <0.05). The subjects in cluster 3 have 
preference for the 5-point rating. These three regression models were used to predict 
the subjects’ preferences of reserved stimuli in each segment respectively. The results 
show that the explanation powers are acceptable. 

4.3 The Analysis of Part-Worth Utilities 

Based on the results of the discussions in the previous sub-section and the part-worth 
utilities of each attribute’s base level being 0, we can obtain a complete set of part-
worth utilities, which can represent the common preference structure of all subjects in 
a specific segment. In this sub-section, we are going to use the part-worth utilities of 
each segment to further explore the attribute’s weight of each segment and the prefe-
rence combination. According to Wind et al. [19], we use the differences between the 
part-worth utilities of levels within an attribute to estimate the relative importance of 
the attributes. The formula is as follows, 

∑ 100% (2) 

RIAk：the relative weight of the attribute k 
Ak：the highest part-worth minus lowest part-worth within attribute k 
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We can infer from the formula above that the greater difference between levels 
within an attribute is, the higher the relative weight of the attribute becomes. Thus, we 
can find out which changes in attribute levels can cause greater consumer preference 
variation. The top three most preferred attributes of the RS interface in each cluster 
was summarized in Table 3. 

Table 3. Preferred attributes with preferred level 

Cluster Preferred attributes Preferred level 
Cluster 1 Review (22.42%) literary description with pictures 

The number of recommended goods (20.00%) 21 items 
Explanation (17.94%) Giving explanations 

Cluster 2 Rating (24.26%) 5-point 
Review (22.11%) literary description with pictures 
Explanation1 (7.39%) Giving explanations 

Cluster 3 Rating (39.17%) 5-point 
Associate products (19.97%) customers’ final purchase item 
Explanation (17.39%) Giving explanations 

5 Discussions and Conclusions 

A RS has been used as a tool that helps consumers make shopping decisions in e-
commerce, and it has three advantages: turning Internet surfers into buyers, increasing 
product cross-selling opportunities, and securing customers’ loyalty to the website. 
Most of the previous studies focused on the accuracy of RS. However, there are few 
studies investigating the effects of adaptive RS interface on users’ usage behaviors. 
The results of this study not only have important practical insights but also provide 
researchers theoretical implications. Our research adopts a conjoint analysis to ex-
plore the difference in the consumers’ preference for the attribute combination of a 
RS interface. Three clusters segmented by customer’s self-explicated value were 
grouped and the ordinary least square regression which estimates part-worth utility of 
each attribute level was also proposed for each segment. In addition, we also examine 
the importance ranking of RS’s attributes in different segments when RS users are 
browsing recommended messages.  As for the rating, its importance in cluster 2 and 
cluster 3 is relatively high, and it’s ranked No.1 in both. However, for the consumers 
in cluster 1, it’s not an important attribute, and it’s ranked No.5. Most subjects prefer 
the 5-point scale. About the customer review, the consumers in cluster 1 and cluster 2 
put much emphasis on it, and its importance rank is No.1 and No.2 relatively. How-
ever, consumers in cluster 3 don’t consider it to be an important attribute, and it is 
ranked No.6. Most consumers prefer the format of review to be presented in literary 
description with pictures.  

About explanation, its attribute importance percentages in each segment are close, 
and the importance rank is 3 in all the segments. Providing explanation will enhance 
consumers’ utilities in all segments. This result is consistent with the findings of  
previous studies which indicated that a RS with transparency can also affect users’ 
perceived usefulness during the recommendation process and increase their accep-
tance and understanding of RS. Regarding to associate products and the number of 
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recommended products, the consumers’ preferences for these two attributes are incon-
sistent among the three segments. The rank of associate products is No. 4 in cluster 1 
and cluster 2, and No. 2 in cluster 3. The rank of the number of recommended prod-
ucts is No. 2 in cluster 1, No. 6 in cluster 2, and No. 4 in cluster 3. In addition, most 
consumers prefer the interface to show 21 recommended items at a time. Our findings 
indicate that RS users’ preferences for RS interface are different. Website designer 
can enhance RS users’ experience by providing adaptive interface. As for the com-
ment function, its importance percentage and rank are relatively low in all the seg-
ments, and it’s ranked No.6 in cluster 1, No.5 in cluster 2 and cluster 3. These results 
indicate that consumers may consult customer reviews when they are evaluating the 
recommended products, but they may skip the comments which criticize the customer  
reviews. 
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Abstract. Online group-buying mechanism evolves from earlier variant with 
dynamic discount pricing mechanism to daily-deal variant with fixed discount 
pricing mechanism. Both mechanisms still face the challenge of attracting cus-
tomers, either merchants or buyers. In this paper, we examine online group-
buying mechanisms by conducting an exhaustive review of online group-buying 
literature. Through identifying key design features for group-buying business 
models, we aim to propose a more sustainable group-buying mechanism. Based 
on the review of 46 articles, we propose that sustainable group-buying mechan-
ism need to balance the benefits of both merchants and buyers. The nature of 
group-buying needs to be emphasized, but the mechanism should not be too 
complicated or simple.  

Keywords: Group-Buying, daily-deal, sustainable mechanism, literature  
review. 

1 Introduction 

Online group-buying business has existed for more than a decade. Buyers with similar 
purchase interests are congregated on group-buying websites to obtain group dis-
counts. Two major variants of online group-buying mechanisms emerge in online 
marketplace. The earlier model of group-buying is based on the dynamic discount 
pricing mechanism, through which price of a product decreases as the number of buy-
ers increases. Earlier group-buying websites, such as Mobshop, LetsBuyIt and Merca-
ta, enjoyed considerable success at the beginning of operations. Fig. 1 presents a 
group-buying product on LetsBuyIt.com. These websites featured products for group-
buying in an auction cycle and provided a dynamic price histogram that indicated how 
prices changed according to the number of products sold, and at which tier the current 
price was on [1]. When the auction cycle ended, buyers would pay the final dis-
counted price. When the number of buyers is not adequate, buyers might be dissatis-
fied with the not-so-deep discounted price. These websites ceased operations after a 
few years by facing the critical challenge of a lack of buyers. The complicated group-
buying mechanism and long waiting time for buyers are considered as key contribut-
ing factors for the failure [2] [3] [4]. A later group-buying model, coined in 2010, 
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terms as daily-deal variant that adopts fixed discount pricing mechanism has taken 
over the market globally. These websites feature interesting deals, such as dining, 
fitness or spa, with a high discount rate (typically more than 50%). If the minimum 
required number of consumers is met at the end of the day, consumers will receive 
redeemable coupons. Merchants need to pay service fees, which could be as high as 
50% of the coupon sales, to the websites. Groupon, the leading daily-deal website in 
the world, has operated in 48 countries and each featured deal can drive 350 sales and 
$8,750 in revenue [5]. Fig. 2 shows a featured deal on Groupon.com. Although daily-
deal variant of online group-buying attracts buyers’ attentions, this model brings 
about a refresh set of challenges including the lack of merchant participation. The 
deep discount offered by the website prompts the majority of buyers who are bargain 
hunters to not purchase again at normal prices [6]. In China, the survival rate of daily-
deal group-buying website is just 18.6%, which indicates that a large number of on-
line group-buying businesses have bankrupted [7]. There is an urgent need for a more 
sustainable group-buying mechanism. 

 

Fig. 1. Earlier group-buying website LetsBuyIt.com (Source: [1]) 

In this paper, we examine online group-buying mechanisms by conducting an ex-
haustive review of online group-buying literature. Through the review, we aim to 
discover the problems emerged from previous online group-buying mechanisms, fig-
ure out the research gaps of online group-buying and identify key design features for 
future group-buying mechanism. This study contributes to researchers and practition-
ers in several ways. First, although online group-buying has been popular for years, 
there are still few group-buying studies in academia. This study presents a compre-
hensive overview of the existing knowledge in this research field. Second, future 
research areas are identified through extant literature review, which could inspire new 
group-buying studies. Third, our review and could help group-buying practitioners 
improve their businesses by adopting more sustainable group-buying mechanism. 
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Fig. 2. Daily-deal website Groupon (Source: Groupon.com) 

2 Literature Review 

A literature review requires the development of criteria for studies to be included and 
the search strategy [8]. Concerning the search strategy, we searched in Scopus data-
base with the keywords “group buying” and “daily deal”. The same search was also 
conducted on Google Scholar to include more papers. Afterwards, abstracts of these 
articles were examined and we only include online group-buying studies and the stu-
dies which target individual buyers. Studies of pure offline group-buying and group-
buying for company procurement were excluded. For the analysis scheme, we first 
identified the group-buying mechanism the articles examined, and then obtain the 
research objective, methodology, and key findings of each article. In total, we re-
viewed 46 articles till the end of October 2013. These articles can be split into three 
streams based on the group-buying mechanism they examined. Of these 46 articles, 
15 papers examined earlier group-buying model and 13 papers examined daily-deal 
variant of group-buying specifically. Moreover, there are 18 papers which examined 
group-buying model without targeting specific model. Table 1 indicates the number 
of studies in each stream, categorized by the employed methodologies, whereas Table 
2 shows the details of group-buying literatures. In the following three subsections, we 
discuss the literatures in details.  

Table 1. Methodologies employed in the literatures 

Methodology Business model/Group-buying mechanism examined 
Earlier Daily-deal General 

Case study 1   
Ethnography  2  
Lab experiment 4 3 2 
Survey  4 1 
Secondary data 1 4  
Modeling analysis/  
simulation 

9  15 



 Critical Examination of Online Group-Buying Mechanisms 541 

Table 2. Online group-buying literatures 

Author(s) Methodology Objective 
Earlier mechanism 
Anand and 
Aron (2003) 

Modeling analysis Compared the dynamic discount 
group-buying mechanism with the 
traditional fixed pricing mechanism 

Chen et al. (2002) Modeling analysis Investigated buyers’ bidding strategy 
Chen et al. 
(2004, 2007, 2010) 

Modeling 
analysis/simulation 

Compared the dynamic discount 
group-buying mechanism with the 
traditional fixed pricing mechanism 

Chen et al. 
(2006, 2009) 

Modeling analysis Explored the benefits of buyer co-
operation 

Chen et al. (2012) Modeling analysis Explored the benefits of buyer co-
operation 

Lai and Zhuang 
(2004, 2006) 

Lab experiment Compared the performance of incen-
tive mechanisms 

Kauffman and Wang 
(2001) 

Secondary data Explored buyer purchasing behavior 

Kauffman 
and Wang 
(2002) 

Case 
study 

Discussed the online group-buying 
mechanism and analyzed the busi-
ness model 

Kauffman et al. 
(2010a) 

Lab experiment Investigated the effect of incentive 
mechanisms 

Sharif-Paghaleh 
(2009) 

Modeling 
analysis/simulation 

Investigated the purchase intention 
of buyers 

Tan et al. (2007) Lab experiment Investigated the purchase intention 
of buyers 

Daily-deal mechanism 
Boon (2013) Ethnography Explored buyer purchasing behavior 
Chen (2012a) Ethnography Investigated the adoption of buyers 
Cheng and Huang 
(2013) 

Survey Investigated the adoption of buyers 

Coulter and 
Roggeveen (2012) 

Secondary data/Lab 
experiment 

Investigated the purchase intention 
of buyers 

Krasnova et al. 
(2013) 

Focus group 
and survey 

Investigated buyer loyalty to daily 
deal websites 

Ku (2012) Survey Investigated the purchase intention 
of buyers 

Li and Wu (2013) Secondary data Investigated the effect of word-of-
mouth communication 

Liu and Sutanto 
(2012) 

Secondary data Explored buyer purchasing behavior 

Parsons et al. (2013) Lab experiment Investigated the purchase intention 
of buyers 

Pentina and Taylor 
(2013) 

Lab experiment Investigated the purchase intention 
of buyers 
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Table 2. (Continued.)  

Shiau and Luo 
(2012) 

Survey Investigated the continuous use of 
daily-deal buyers 

Zhang et al. (2013) Secondary data Investigated the continuous use of 
daily-deal buyers 

Zhou et al. (2013) Secondary data Explored buyer purchasing beha-
vior 

General/no specific 
Breban and Vassile-
va (2001, 2002a, 
2002b) 

Modeling analysis/ 
simulation 

Proposed group formation mechan-
ism based on the trust relationships 

Chen 
(2012b) 

Modeling analysis Proposed group formation mechan-
ism by facilitating buyers to 
find group-buying products 

Hyodo et 
al. (2003) 

Modeling analysis/ 
simulation 

Proposed group formation mechan-
ism by allocating buyers into dif-
ferent  into websites 

Ito et al. 
(2002a, 
2002b) 

Modeling analysis Proposed cooperative mechanisms 
for merchants 

Kauffman et al. 
(2010b) 

Lab experiment Investigated the purchase intention 
of buyers 

Lai and Su (2007) Lab experiment Investigated the effect of word-of-
mouth communication 

Lee and 
Lin (2013) 

Modeling analysis Proposed a new mechanism  
to secure and monitor the group-
buying transaction 

Li et al. 
(2004, 2010) 

Modeling analysis/ 
simulation 

Proposed group formation mechan-
ism 

Mastuo and Ito 
(2002, 2004) 

Modeling analysis/ 
simulation 

Proposed a decision support system 
based on buyer preferences to help 
buyers join the most suitable 
group. 

Mastuo (2009) Modeling analysis Proposed a volume discount me-
chanism 

Sheu et al. (2008) Survey Investigated the effects of the cha-
racteristics of buyers on participa-
tion 

Yamamoto and 
Sycara (2001) 

Modeling analysis/ 
simulation 

Proposed group formation mechan-
ism based on the category of prod-
ucts 

Yuan and 
Lin (2004) 

Modeling analysis/ 
simulation 

Proposed group formation mechan-
ism based on the concept of credit-
based group negotiation 
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2.1 Stream 1: Earlier Mechanism 

In the first stream, studies have compared the dynamic discount pricing mechanism 
with the non group-buying fixed pricing mechanism. It has been found that the optim-
al dynamic discount pricing mechanism is equivalent to the optimal fixed pricing 
mechanism [9] [10]. Dynamic discount group-buying pricing mechanism outperforms 
fixed pricing mechanism when the demand regime is uncertain [9] [11], production 
postponement combines with economies of scale [9] [10], the merchant is a risk-
seeker wishing to expand into a market with new products [10], or there is a greater 
low-valuation demand than a high-valuation demand [12]. Although dynamic dis-
count group-buying pricing mechanism may be a better choice for merchants, congre-
gation of enough number of buyers before the end of the auction to reach a lower 
price is difficult which motivates researchers to study the buyer behavior of group-
buying. On group-buying website, Kauffman and Wang [2] observe the positive par-
ticipation effect, the price drop effect, and the cycle-ending effect. In order to take 
advantage of the positive participation effect, incentive mechanisms which are time-
based incentive mechanism, quantity-based incentive mechanism, and sequence-based 
incentive mechanism, are proposed to motivate buyers to place their orders earlier 
[13] [14] [15]. Buyers are also more likely to place their orders when they are pro-
vided with conditional purchase options (purchase only with reserved price) rather 
than dynamic price histogram [16]. Buyers can also cooperate for the group-buying 
bid if the number of buyers with higher valuations to a product is large [17]. Buyer 
collusion could reduce the bidding prices and market expansion, which were benefi-
cial to both merchants and buyers [18] [19]. Chen et al. [20] reveal a weakly dominant 
strategy for buyers which is the highest permitted bidding price that is no greater than 
the buyer value to the product is always the optimal bid price. In summary, dynamic 
discount pricing mechanism is complicated for buyers to understand and they may 
even do not know the price they should pay [1]. Moreover, the group-buying auctions 
cost too much time for buyers to wait and get the products they bought. The long 
waiting time diminished buyers’ willingness to obtain slight discounts [3].  

2.2 Stream 2: Daily-Deal Mechanism 

As the invention of daily-deal group-buying model, the second stream of group-
buying literatures emerges. Daily-deal variant overcomes some problems from earlier 
group-buying mechanism and adopts fixed discount pricing mechanism and short 
auction time (i.e. one or a few days). Merchants who feature their deals on group-
buying websites are mostly not well known to the buyers and buyers worry about the 
service quality and their image [21]. Thus, the adoption of daily-deal websites and 
purchase intention of deals are studied. Profit, value, emotion, and achievement are 
identified as four types of motivations for adopting daily-deal group-buying [22]. 
Consumer satisfaction, trust, and merchant creativity also contribute to this adoption 
behavior [23]. The purchasing intention of buyers is positively affected by the pre-
vious number of buyers, the purchase limit of deals [24], service quality [25] [26], and 
online WOM communication [27] [25]. Social media are also integrated in daily-deal 
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websites and sharing the deals via Facebook “Like” could generate more sales of 
coupons [28]. Since the minimum required number of buyers for deals is low and the 
discount is deep, positive starting effect exists during the auction [29] and observa-
tional learning effect is also observed [28] [30] [31]. In addition, matching the fram-
ing of daily-deal promotional message with the regulatory focus of buyers could 
strengthen the persuasion effect [32]. Although buyers who are mainly deal seekers 
prefer deep-discounted deals, merchants shows little interest and loyalty to daily-deal 
website for future collaboration which results in the lack of deals on daily-deal web-
site [33]. Regardless of the required minimum number of buyers, daily deal variant 
simplifies group-buying mechanism and exists in the form of time-limited sales, 
where the nature of group-buying is weakened.  

2.3 Stream 3: General 

Besides the above studies, there are 18 studies which do not target specific group-
buying mechanism. Among these studies, a significant number of them investigate 
coalition formation for group-buying activities. Buying group can be formed based on 
the category of products [34], trust relationships [35] [36] [37], various website allo-
cation [38], credit negotiation [39], reservation prices for a combination of items from 
buyer [40] [41], reservation prices and payment adjustment values from merchants 
[42], buyer preferences [43] [44], and the web browsing history of buyers [45]. Mer-
chants can also cooperate to exchange goods in an agent-mediated electronic market 
system [46] [47]. In addition, a group-buying agent which secures and monitors the 
transactions could mitigate the risk for consumers and merchants [48]. Other studies 
offer general understandings of group-buying models. For instance, people with high-
er incomes, and more online shopping experience and time more actively participate 
in online group-buying [49]. Textual comments positively affect buyers’ perceived 
trust of group-buying [14], whereas the source of group-buying information (friends 
vs. merchants) affected the attitudes and purchase intentions of buyers [50].  

3 Discussions 

Online group-buying business faces enduringly critical challenges as earlier online 
group-buying model ceased operations and the latest daily-deal online group-buying 
model confronts survival crisis. The sustainability of the online group-buying me-
chanism becomes an important research topic. Through the extant review of group-
buying literature, we find that the sustainable group-buying mechanism should first 
consider the benefits of both merchants and buyers. Earlier group-buying model, 
which adopts dynamic pricing mechanism, focuses on merchants’ benefits and the 
first stream of studies mainly investigates whether merchants can gain from this pric-
ing mechanism.  However, the complicated mechanism and long auction time dimi-
nish buyers’ willingness to participate in [1][3]. Subsequent daily-deal model that 
adopts a simple pricing mechanism with deep discount and short auction time attracts 
buyer interests. However, since merchants can hardly attain profits via daily-deal 
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promotions, merchants shows little interest and loyalty to daily-deal website which 
results in the lack of merchant participation [33]. Future research can study group-
buying businesses from both merchant and buyer sides. The mechanism should not be 
too complicated which ignore buyers’ benefits or too simple which ignore merchants’ 
benefits. 

Second, daily-deal mechanism weakens the nature of group-buying by converting 
group-buying into a form of time limited sales. The first stream of group-buying stu-
dies emphasizes the importance of buyer collusion, which could lower down the pric-
es and be beneficial to both merchants and buyers [18] [19]. Buyers are encouraged to 
form a large group actively. However, daily-deal discount does not depend on a large 
group any more. Buyers do not need to worry about the depth of discounts if size of 
the buyer group is small. Although the second stream of literatures notices the impor-
tance of WOM and social media on sales, the mechanisms to encourage buyers to 
form groups via WOM still lack. Thus, the nature of group-buying needs to be em-
phasized in the future sustainable group-buying mechanism. 

4 Conclusion 

Online group-buying mechanism needs to be improved given the crisis faced by on-
line group-buying businesses. The extant literatures of online group-buying facilitate 
us the knowledge on how to design more sustainable group-buying mechanisms. By 
reviewing 46 articles, we propose that sustainable group-buying mechanism could 
generate benefits for both merchants and buyers. In addition, group-buying mechan-
ism needs to take advantage of social media to congregate bargaining power from 
buyers and get deep discounts reasonably from merchants. Buyers can be encouraged 
to actively interact with others and seek buyers with similar purchasing interests on 
social media, in order to form large groups for group-buying deals. 
 
Acknowledgement. The work described in this paper was supported by a grant from 
the Research Grants Council of the Hong Kong Special Administrative Region, China 
(CityU 150511). 

References 

1. Kauffman, R.J., Wang, B.: Bid together, buy together: On the efficacy of group-buying 
business models in Internet-based selling. In: Handbook of Electronic Commerce in Busi-
ness Society, pp. 1–44. CRC Press, Boca Raton (2002) 

2. Kauffman, R.J., Wang, B.: New buyers’ arrival uder dynamic pricing market microstruc-
ture: The case of group-buying discounts of the Internet. Journal of Management Informa-
tion Systems 18(2), 157–188 (2001) 

3. Sharif-Paghaleh, H.: Analysis of the waiting time effects on the financial return and the or-
der fulfillment in web-based group buying mechanisms. In: IEEE/WIC/ACM International 
Conference on Web Intelligence and Intelligent Agent Technology Workshops (2009) 



546 Y. Liu et al. 

4. Kauffman, R.J., Lai, H., Ho, C.T.: Incentive mechanism, fairness and participation in on-
line group-buying auctions. Electronic Commerce Research and Applications 9(3), 249–
262 (2010) 

5. Spoon, R.: 10 Fun Groupon Statistics, from Geography to Sushi to NBA. In: Business In-
sider, http://www.businessinsider.com/10-fun-groupon- 
statistics-from-geography-to-sushi-to-nba-2011-
3#ixzz2sNNlAWGB 

6. Sutherland, B.: It’s a half-price kind of world: Millions of bargain hunters flock to online 
coupon sites. McClatchy-Tribune Business News, Washington (2010) 

7. Group-buying websites in China face funding crisis. In: Want China Times,  
http://www.wantchinatimes.com/ 
news-subclass-cnt.aspx?id=20130813000019&cid=1102 

8. Leidner, D., Kayworth, T.: A Review of Culture in Information Systems Research: Toward 
a Theory of Information Technology Culture Conflict. MIS Quarterly 30(2), 357–399 
(2006) 

9. Anand, K.S., Aron, R.: Group buying on the Web: A comparison of price-discovery me-
chanism. Manegement Science 49, 1546–1562 (2003) 

10. Chen, J., Chen, X., Song, X.: Comparison of the group-buying auction and the fixed-
pricing mechanism. Decision Support System 43(2), 445–459 (2007) 

11. Chen, J., Liu, Y., Song, X.: Group-buying online auction and optimal inventory policy in 
uncertain market. Journal of Systems Science and Systems Engineering 13(2), 202–218 
(2004) 

12. Chen, J., Kauffman, R.J., Liu, Y., Song, X.: Segmenting uncertain demand in group-
buying auction. Electronic Commerce Research Application 9(2), 126–147 (2010) 

13. Lai, H., Zhuang, Y.-T.: Comparing the Performance of Group Buying Models with Differ-
ent Incentive Mechanism. In: Proceedings of the Third Workshop on e-Business, pp. 1–12 
(2004) 

14. Kauffman, R.J., Lai, H., Lin, H.C.: Consumer adoption of group-buying auctions: An ex-
perimental study. Information Technology and Management 11(4), 191–211 (2010) 

15. Lai, H., Zhuang, Y.-T.: Comparing the Performance of Group-Buying Models-Time  
Based vs. Quantity Based Extra Incentives. In: Proceedings of the Fourth Workshop on 
Knowledge Economy and Electronic Commerce, pp. 81–90 (2006) 

16. Tan, C.-H., Goh, K.-Y., Teo, H.-H.: An investigation of online group-buying institution 
and buyer behavior. In: Jacko, J.A. (ed.) HCI 2007. LNCS, vol. 4553, pp. 124–131.  
Springer, Heidelberg (2007) 

17. Analysis on buyers’ cooperative strategy under group-buying price mechanism. Journal of 
Industrial and management Optimization 9(2), 291-304 (2012) 

18. Chen, J., Chen, X., Kauffman, R.J., Song, X.: Cooperation in Group-Buying Auctions. In: 
Proceedings of the 39th Annual Hawaii International Conference on System Sciences, 
HICSS (2006) 

19. Chen, J., Chen, X., Kauffman, R.J., Song, X.: Should We Collude? Analyzing the Benefits 
of Bidder Cooperation in Online Group-buying Auctions. Electronic Commerce Research 
and Applications 8(4), 191–202 (2009) 

20. Chen, J., Chen, X., Song, X.: Bidder’s Strategy under Group-buying Auctions on the In-
ternet. IEEE Transaction on Systems, Man and Cybernetics: Part A 32(6), 680–690 (2002) 

21. Boon, E.: A Qualitative Study of Consumer-Generated Videos about Daily Deal Web sites. 
Psychology & Marketing 30(10), 843–849 (2013) 

22. Chen, C.P.: Online Group Buying Behavior in CC2B e-Commerce: Understanding Con-
sumer Motivations. Journal of Internet Commerce 11(3), 254–270 (2012) 



 Critical Examination of Online Group-Buying Mechanisms 547 

23. Shiau, W.-L., Luo, M.M.: Factors affecting online group buying intention and satisfaction: 
A social exchange theory perspective. Computers in Human Behavior 28(6), 2431–2444 
(2012) 

24. Coulter, K.S., Roggeveen, A.: Deal or no deal?: How number of buyers, purchase limit, 
and time-to-expiration impact purchase decisions on group buying websites. Journal of 
Research in Interactive Marketing 6(2), 78–95 (2012) 

25. Ku, E.C.S.: Beyond price: How does trust encourage online group’s buying intention.  
Internet Research 22(5), 569–590 (2012) 

26. Zhang, Z., Zhang, Z., Wang, F., Law, R., Li, D.: Factors influencing the effectiveness of 
online group buying in the restaurant industry. International Journal of Hospitality Man-
agement 35, 237–245 (2013) 

27. Cheng, H.H., Huang, S.W.: Exploring antecedents and consequence of online group-
buying intention: An extended perspective on theory of planned behavior. International 
Journal of Information Management 33(1), 185–198 (2013) 

28. Li, X., Wu, L.: Measuring effects of observational learning and social-network word-of-
mouth (WOM) on the sales of daily-deal vouchers. In: Proceedings of 46th Hawaii Inter-
national Conference on System Sciences, Wailea, HI, USA, pp. 2908–2917 (2013) 

29. Zhou, G., Xu, K., Liao, S.: Do starting and ending effects in fixed-price group-buying dif-
fer. Electronic Commerce Research and Applications 12(2), 78–89 (2013) 

30. Liu, Y., Sutanto, J.: Buyers’ purchasing time and herd behavior on deal-of-the-day group-
buying websites. Electronic Markets 22(2), 83–93 (2012) 

31. Parsons, A.G., Ballantine, P.W., Ali, A., Grey, H.: Deal is on! Why people buy from daily 
deal websites. Journal of Retailing and Consumer Services (2013) (in press) 

32. Pentina, I., Taylor, D.G.: Regulatory Focus and Daily-Deal Message Framing: Are We 
Saving or Gaining With Groupon? Journal of Interactive Advertising 13(2), 67–75 (2013) 

33. Krasnova, H., Veltri, N.F., Spengler, K., Gunther, O.: “Deal of the day” platforms: What 
drives consumer loyalty? Business & Information Systems Engineering 5(3), 165–177 
(2013) 

34. Yamamoto, S.T., Sycara, K.: A Stable and Efficient Buyer Coalition Formation Scheme 
for E-Marketplaces. In: Proceedings of the Fifth International Conference on Autonomous 
Agents, Montréal, pp. 1–8 (2001) 

35. Breban, S., Vassileva, J.: Long-Term Coalitions for the Electronic Marketplace. In:  
Spencer, B. (ed.) Proceedings of the E-Commerce Applications Workshop, Canadian AI 
Conference, Ottawa, pp. 6–12 (2001) 

36. Breban, S., Vassileva, J.: Using Inter-Agent Trust Relationships for Efficient Coalition 
Formation. In: Cohen, R., Spencer, B. (eds.) Proceedings of the 13th Canadian Conference 
on AI, Calgary, pp. 28–30 (2002) 

37. Breban, S., Vassileva, J.: A Coalition Formation Mechanism Based on Inter-Agent Trust 
Relationships. In: Johnson, L., Castelfranchi, C. (eds.) Proceedings of the First Conference 
on Autonomous Agents and Multi-Agent Systems, Bologna, pp. 17–19 (2002) 

38. Hyodo, M., Mastuo, T., Ito, T.: An Optimal Coalition Formation among Buyer Agents 
Based on a Genetic Algorithm. In: Chung, P.W.H., Hinde, C., Ali, M. (eds.) IEA/AIE 
2003. LNCS, vol. 2718, pp. 759–767. Springer, Heidelberg (2003) 

39. Yuan, S.T., Lin, Y.H.: Credit Based Group Negotiation for Aggregate Sell/Buy in E-
markets. Electronic Commerce Research and Applications 3(1), 74–94 (2004) 

40. Li, C., Chawla, S., Rajan, U., Sycara, K.: Mechanism Design for Coalition Formation and 
Cost Sharing in Group-buying Markets. Electronic Commerce Research and Applica-
tions 3(4), 341–354 (2004) 



548 Y. Liu et al. 

41. Li, C., Sycara, K., Scheller-Wolf, A.: Combinatorial Coalition Formation for Multi-item 
Group-buying with Heterogeneous Customers. Decision Support Systems 49(1), 1–13 
(2010) 

42. Mastuo, T.: A Reassuring Mechanism Design for Traders in Electronic Group Buying. 
Applied Artificial Intelligence 23(1), 1–15 (2009) 

43. Mastuo, T., Ito, T.: A Decision Support System for Group Buying based on Buyers’  
Preferences in Electronic Commerce. In: Eleventh World Wide Web International  
Conference (WWW 2002), pp. 84–89 (2002) 

44. Mastuo, T., Ito, T.: A Group Formation Support System Based on Substitute Goods in 
Group Buying, pp. 23–31 (2004) 

45. Chen, T.: Towards convenient customer-driven group-buying: an intelligent centralised 
P2P system. International Journal of Technology Intelligence and Planning 8(1), 16–31 
(2012) 

46. Ito, T., Ochi, H., Shintani, T.: A Cooperative Exchanging Mechanism among Seller 
Agents for Group-based Sales. Electronic Commerce Research and Applications 1(2), 
138–149 (2002) 

47. Ito, T., Ochi, H., Shintani, T.: A Group Buy Protocol Based on Coalition Formation for 
Agent-mediated E-Commence. International Journal of Computer & Information Science 
(2002) 

48. Lee, J.S., Lin, K.S.: An innovative electronic group-buying system for mobile commerce. 
Electronic Commerce Research and Applications 12(1), 1–13 (2013) 

49. Sheu, J.J., Chang, Y.W., Chu, K.T.: Applying decision tree data mining for online group 
buying consumers’ behavior. International Journal of Electronic Customer Relationship 
Management 2(2), 140–157 (2008) 

50. Lai, M., Su, C.C.: An Empirical Test of the Effectiveness of Communication Source: A 
Case of Group. In: Proceedings of the 13th Asia Pacific Management Conference, Mel-
bourne, pp. 1263–1269 (2007) 

 



 

F.F.-H. Nah (Ed.): HCIB/HCII 2014, LNCS 8527, pp. 549–558, 2014. 
© Springer International Publishing Switzerland 2014 

A Case Study of the Application of Cores  
and Paths in Financial Web Design 

Dongyuan Liu, Tian Lei, and Shuaili Wei 

Department of Industrial Design,  
Huazhong University of Science and Technology, Wuhan, China 

{murmurldy,andrew.tianlei,yibianxue}@gmail.com 

Abstract. This paper illustrates how Cores and Paths work together with the 
user inter-views in web design by a real case of the design for a fund web. The 
Cores and Paths method which lays more emphasis on the core demand was 
first put for-ward by Are Halland. The framework of the website is decided by 
both the user goals and business goals. Through the analysis of inward paths 
and outward paths, the redundant information is reduced. Cores and Paths is a 
method of high efficiency and effectiveness for information construction. In this 
design project, we go through the process of the desk study, the user interviews, 
the information construction, the interactive prototyping, the usability test and 
the final improvement. We know that the user interviews serve as a crucial part 
throughout the whole process by giving an effective and direct guidance to the 
following design. 

Keywords: B2C e-commerce, Cores and Paths, Information Architecture,  
Findability. 

1 Introduction 

1.1 Cores and Paths 

The Cores and Paths method was put forward by Are Halland in the 2007 Euro IA 
Conference. He pointed that users would never care about navigation or structure but 
content and functions of websites. So, content findability of websites is important. 
Peter Morville thought the same and he said, “Findability is more important than usa-
bility whatever in the alphabet or in the web, because it can’t be used until it’s 
found.[1]”  

But traditional websites are designed from homepages and content is organized 
from top to bottom, which will truly endow websites with a clear structure.[2] How-
ever, not all users have access to detail pages through navigations; instead, Google 
search results, ad links in third-party websites or other pages on the websites are all 
possible ways. Then the problem is whether the detail pages can deliver clear and 
correct content to users. For e-commerce websites, it has a direct effect on con-
version rates. The Cores and Paths method can be a solution, which emphasizes that 
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and individuals will choose the way with least overall consumption to achieve  
their goals . Therefore, various ways of information presentation contribute to users’ 
quickly focusing on key points which act as a direct reference for purchase decision 
making. 

2 Research Process 

2.1 User Interviews 

Before designing, we need some information of users: 

• What type of people are they? What features do they have? 
• How much experience do they have in buying funds? 
• How do they use fund websites? 
• What do they pay attention to on fund websites? 
• How do they make decisions on buying funds? 
• What problems do they have when using fund websites and how do they deal with 

them? 
• What’s their expectation of fund websites? 
• What’s their attitude towards e-commerce websites? 
• Is there any other point worth paying attention to? 

These questions will help us find out users’ demands and thoughts, which are of vi-
tal significance to the following design. We can have some conclusions through user 
interviews. User interview is an "ideal tool that can collect abundant and exact infor-
mation in an effective manner"[4]. In this case, the method of user interviews is 
adopted to understand fund users. 

Users 
In order to understand fund users, those who have experience in fund need to be re-
cruited for the interviews. Because users without experience may not provide any-
thing valuable during the interviews for lack of understanding of the fund and enough 
using experience; on the contrary, users with experience can express their experience, 
feelings and problems, which are exactly what we care. In this case, we recruit 12 real 
fund users (Table 1). Among them, users of the redesigned fund website are called 
“existing users” while users of other fund websites are called “potential users”. 

Users to be recruited should meet the following requirements: 

• With experience in buying funds of 3 years or more 
• With experience in buying funds online of 1 year 
• With experience in shopping on B2C e-commerce websites of over 2 years, includ-

ing but not limited to www.jingdong.com, www.tmall.com, and 
www.amazon.com.cn, etc. 

• Sex ratio: male: female= 1:1 
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• Age: 25-55 
• User type ratio: existing users: potential users= 1:1 

Table 1. Basic information of fund users in the interview 

User No. Gender Age Existing users Years of buying 
P1 M 40 Yes 6 years 
P2 F 42 Yes 11 years 
P3 F 28 No 7 years 
P4 M 28 No 6 years 
P5 F 30 No 6 years 
P6 M 27 Yes 3 years 
P7 M 32 Yes 5 years 
P8 F 37 Yes 6 years 
P9 F 30 No 6 years 
P10 M 37 Yes 8 years 
P11 F 30 No 6 years 
P12 M 31 No 5 years 

Interview Results and Analysis 
After the interview, according to the interview results and interviewer’s feelings to 
users, users’ overall features are summarized and it is found that all the 12 users have 
shown their rational and cautious character. 

Table 2. Overall features of fund users 

User No. Keywords 
P1 Relatively rational and veteran 

P2 Veteran, rational and strongly independent 

P3 Careful and rational 

P4 Strongly independent 

P5 Professional, rational, careful and considerate 

P6 Cautious and less professional 

P7 Relatively emotional, easy to be satisfied and patient 

P8 Relatively rational and "so-so" 

P9 Conservative, with a strong sense of wealth management 

P10 Good at analyzing statistics, down-to-earth, independent and rational 

P11 Conservative, not independent, with clear goals and logic, safety-oriented 

P12 Willing to try new things, efficient,  professional, with clear goals 

Then some key points are analyzed. As for users’ wealth management conditions, 
it is found that most of them started buying financial products such as stocks and  
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funds from the year 2007, and they usually held funds of several fund companies. It 
shows that they care more about fund products than fund companies. 

When it comes to users' experience of buying funds, 2 of them started from 
friends’ introduction and turned to fund websites, 5 of them started from banks’ intro-
duction and turned to fund websites or third-party platforms, and 3 of them started 
from e-banks and turned to fund websites. These changes in purchase channels show 
that most users start purchase under the influence of others and move towards rational 
judgments. The main reason is that funds are easy to operate and the rate is low. 

Over 2 users' points of focus on funds are shown in Table 3. We can see that users 
pay attention to more than 2 key statistics points when they buy funds. Of all the 
points, rate of return, net value, investment portfolio, risk and fund manager attract 
most attention. 

Table 3. Users' points of focus on funds 

Points of focus Number of people Points of focus Number of people 

Rate of return 7 Fund manager 4 

Net value  5 Scale 3 

Investment portfolio 4 Comprehensive rank 2 

Stability and risk 4 Historical performance 2 

Problems that users usually come across on fund websites include: 

• Users are uncertain about time of redemption to account for lack of obvious in-
structions. 

• Mature products are automatically renewed, without users’ validation. 
• Few similar products are recommended. 
• Primary wealth management consultants are not available for green hands. 
• It’s not convenient to check historical returns. 
• Users can’t make decisions on buying funds with outdated information. 
• Users prefer to call customer services in case of problems. 
• Customer services are not available when support staff gets off work. 
• The hotline is hard to get through and online customer services don’t respond in 

time. 

It can be seen that green hands need more instructions and assistance in basic in-
formation and operations of funds, which should be easy to understand, avoid too 
many professional words or give detailed explanations and instructions. Besides cus-
tomer services, there should be more service channels such as offering contact infor-
mation and listing FAQ online, etc. 

2.2 Page Design 

Based on the interview results, it is seen that users mainly demand that fund  
websites should be efficient, convenient, safe, reliable, clear and easy to understand. 
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Determining inward paths 
Next, the inward path will be determined. Brainstorming will be used to locate possi-
ble entries to fund product pages. What methods will be used to enter into the fund 
product page? There may be several ways, stated as follows: 

Site navigation, internal accounts, newsletters, SMS, SNS, other fund products, e-
mail, search engines, third-party information sites, sales organizations, event market-
ing page, IM, traditional media, favorites and so on. 

For these inward paths, each entry has provided reminders that can be optimized 
and assisted in thinking about more user scenarios. Descriptions of user scenarios 
have a vital role in design. For example, "for visitors from Google and other search 
engines, it is necessary to optimize search engines and entry pages "[5]. Similarly, for 
visitors from SNS, it is also necessary for fund product pages to be able to be shared 
to SNS. 

Determining outward paths.  
Finally, outward paths need to be determined. That's, after the fund product pages, 

where will users go and what will they do? These will directly decide what is put on 
our core page. Ac-cording to user interviews, the following situations are listed: 

• Purchase: users have understood some fund through other channels previously, and 
decide to purchase after reading relevant information on the fund product page. 

• Share: they think highly of the fund and share to friends via SNS. 
• Information: learn more information related to the fund. 
• Calculate: perform revenue trails according to historical data of the fund. 
• Download: download documents related to the fund. 
• Customer service: they turn to customer service staff for help in case of any prob-

lem. 
• Account: they decide the purchase amount according to account conditions. 
• Collect: they add this page to the favorites through a browser. 

Then, the key points will be sorted and their positions on the page will be deter-
mined according to different priorities. Based on user interviews, the following priori-
ties are identified: 

1. Purchase 
2. calculate 
3. information 
4. customer service 
5. share- account 
6.  collect 
7. download 

The content is supplemented and content and structure of the core page can be bas-
ically deter-mined. Therefore, the page framework is improved further (Fig. 4): 
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Fig. 4. Basic framework of fund product page 2 

2.3 Follow-Up Process 

The core page is designed through the Cores and Paths method. During the follow-up 
process, navigation design is carried out through the card method, and visual design  
is performed through the emotional version. After key process pages of the entire 
website are designed, low-fidelity prototype fast usability testing is conducted for 
these key processes, so as to discover some serious usability problems prior to the 
devel-opment. These contents are not detailed here. 

3 Discussions 

It is seen from the aforesaid case that when performing page design using the Cores 
and Paths method, navigation and homepage of the entire website can be ignored; 
instead, the core content should be located directly, which acts as a starting point in 
the design. The whole process revolves around the core content and thinks about user 
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scenarios. Guided by inward paths, the page relationship and user scenarios are sorted 
out; guided by outward paths, page content is structured. During the process, it is 
made clear that user interview has played a key role throughout the design process, 
which directly guides the page design. 

In addition, great changes to the pages before and after the design are obvious by 
comparison (Fig. 4 & Fig. 1). The financial field is destined for transaction; however, 
it has been exclusively for its abstractness and rationality owing to the intangibility of 
the products. Fortunately, the Cores and Paths will be an effective method in web 
designing for the clearness and convenience. 
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Abstract. The number of people with vision-related disabilities is on the rise. 
Since a significant portion of the population is "Web-reliant" already, under-
standing how visual impairments effect website usage and evaluation is impor-
tant from both a business and societal perspective. This research tests the  
relevance of the website quality measure, WebQual, in low vision populations. 
Specifically, the website evaluation, using WebQual, of “sighted” users is com-
pared to those with low to no vision. Preliminary results show that WebQual 
remains a highly valuable website quality measure in both populations. 

Keywords: WebQual, Website Quality, Visual Disabilities. 

1 Background 

Due to various reasons, including the aging of the baby boomer generation, the popu-
lation of people with visually impairments is on the rise (Martin et al. 2013)(see  
Figure 1). A concern of many companies is how to ensure that their websites meet the 
needs of this growing population, since a poor website can cause bad press, customer 
dissatisfaction, and even customer loss.  

There are current measures that evaluate website quality, such as WebQual, but one 
concern is how adaptable they are to people with visual impairments given that the 
Web is such a visual medium. Thus, the main question of this research is: Is WebQual 
an appropriate measure of website quality for consumers who have vision disabilities? 
Can it be used to evaluate websites quality for consumers with low to no vision? 

2 Literature Review 

WebQual is a highly validated and reliable measure of website quality (Kesharwani et 
al. 2011; Kim et al. 2004; Loiacono et al. 2002; Loiacono et al. 2007). As such, it 
offers practitioners and researchers a proven instrument for evaluating the quality of 
websites through its consumers. WebQual provides both broad and fine-grained 
measures to evaluate websites.  
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Fig. 1. Increasing population of visually impaired people over period of time 

The evaluation is based on 12 constructs, which vary independent of each other. 
The first is informational fit-to-task. This construct checks if the information on a 
website meets the expectations of the user. Second is tailored information, which 
checks if the information of the website is tailored to the user’s needs. Next is trust 
and response time. Trust refers to the user’s trust in the website to keep his or her 
information safe. Response time relates to how quickly the website responds to user 
requests. Ease of understanding refers to how easy the website is to understand. Next, 
intuitive operations pertains to how easy to maneuver (without training) the user finds 
the website operations. Visual appeal highlights how visually appealing the website is 
to the user. Innovativeness refers to how innovative and creative the website is. The 
emotional appeal of the website reflects the positive feelings the website generates in 
the user. Consistent image refers to how well the website fits the user’s image of the 
company website. Next, online completeness measures the extent to which the trans-
actions on the website can be completed online. Finally, relative advantage deter-
mines the relative advantage of using the website over alternative interactions with 
the company, such as telephone communications or an in-store visit. 

The overall structure of a website evaluation is conceptualized as bottom up, mean-
ing that the 12 constructs are not treated as “reflections” of some single underlying 
overall construct, but instead the overall evaluation is seen as “produced by” the com-
bination of the 12 underlying constructs.  

One of the values of WebQual is that it provides a fine-grained analysis of a site’s 
shortcomings. Companies conceivably could attempt to address inadequacies in any 
one of the 12 constructs independently of the others. Organizations using WebQual 
gain from knowing how well they rate on the basic Web site evaluation constructs, 
such as intuitive operations and informational fit to task.  
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In addition, WebQual also serves as a means of benchmarking against competitors. 
Barnes and Noble may determine, given its business strategy that it is willing to score 
lower on certain components of WebQual, such as relative advantage, but not on on-
line completeness or consistent image. 

3 Hypothesis 

The overall hypothesis of interest in this research is the null hypothesis, which states 
that there will be no difference between those who are sighted and those who are vi-
sually impaired (with visual appeal excluded). The sub-hypotheses for each first-order 
category (not including visual appeal) are highlighted below. 

H0: There will be no difference in the WebQual evaluation of a website between 
those who are sighted and those who are visually impaired. 

H1: There will be no difference in the informational fit-to-task evaluation of a website 
between those who are sighted and those who are visually impaired. 

H2: There will be no difference in the tailored information evaluation of a website 
between those who are sighted and those who are visually impaired. 

H3: There will be no difference in the trust evaluation of a website between those who 
are sighted and those who are visually impaired. 

H4: There will be no difference in the response time evaluation of a website between 
those who are sighted and those who are visually impaired. 

H5: There will be no difference in the ease of understanding evaluation of a website 
between those who are sighted and those who are visually impaired. 

H6: There will be no difference in the intuitive operations evaluation of a website 
between those who are sighted and those who are visually impaired. 

H7: There will be no difference in the innovativeness evaluation of a website between 
those who are sighted and those who are visually impaired. 

H8: There will be no difference in the emotional appeal evaluation of a website be-
tween those who are sighted and those who are visually impaired. 

H9: There will be no difference in the Consistent image evaluation of a website be-
tween those who are sighted and those who are visually impaired. 

H10: There will be no difference in the online completeness evaluation of a website 
between those who are sighted and those who are visually impaired. 

H11: There will be no difference in the relative advantage evaluation of a website 
between those who are sighted and those who are visually impaired. 
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4 Methodology 

Participants with and without visual impairments were included in the study. Partici-
pants were divided into two groups, based on their level of vision. Group 1 consisted 
of users without visual impairments. Group 2 contained users with complete blind-
ness, partial blindness and low vision. They are asked to visit a website (Ama-
zon.com). Questions are asked about site relating site’s convenience, ease of use and 
reliability and other 12 factors of Webqual. 

While conducting the survey to evaluate the website, multiple questions for the 
same construct are included randomly, so as to provide accurate and unbiased evalua-
tion. Additionally, there were some validity-checking questions included, in order  
to check if the user is paying attention to the survey or just clicking some random 
questions. 

4.1 WebQual 

Each first-order WebQual construct consisted of three items. Additional data was 
collected on intention to reuse the website as well. The measures were adopted from 
Loiacono et al. (2007). Each factor showed high internal reliability and convergent 
and discriminant validity in past research. 

4.2 Task 

Each participant received an email invitation to participate. Those who accessed the 
survey site were briefed on the study and asked to read and agree to the terms in the 
consent form before proceeding. Those who were unwilling to participate were 
thanked and directed away from the survey site. Those who agree to participate began 
the study by providing some demographic information, such as gender, age, education 
level, Web usage, and vision acuity. They then moved on to the actual viewing of a 
website (in this case Amazon.com). Next, the subjects were asked to respond to each 
of the WebQual items using a 7-point Likert scale (1 being strongly disagree and 7  
 

 

Fig. 2. Data Collection Procedure 
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being strongly agree) (see Appendix for items). Once subjects finished responding to 
the survey items, they were directed to a page thanking them for their participation. 
The total survey time was approximately 20 minutes. 

5 Methodology 

In order to understand the factors that impact image-blog adoption and usage, a sur-
vey methodology will be employed. A total of 100 subjects will be solicited to partic-
ipate. They will be recruited from a northeastern university. They will all be adult 
online Web users, over the age of 18. Additional demographic information, such as 
gender, level of education, experience using the Internet, and Web usage will be col-
lected.  

Prior to beginning the study, subjects will be asked to review and, if they agree, 
sign a consent form, approved by the university’s Internal Review Board. The incen-
tive to participate will be a $3 gift card to a local coffee shop.  

6 Results 

We use a series one-way ANOVA to examine the response of website users depend-
ing on their level of vision. 

Table 1. Results

 

7 Conclusions and Recommendations 

There do not appear to be significant differences between the WebQual measures for 
those who are sighted versus those who have visual impairments. This suggests that 
WebQual is an appropriate measure of Website quality for users with and without 
visual impairments. Though visual appeal could not be evaluated for obvious reasons, 
the other measures seem to be consistent across groups.  
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There is, however, a significant difference in response time between the sighted 
group and those with visual impairments website. This means that, those with visual 
impairments do not mind if the website is a little slower, compared to those who are 
fully sighted. This may indicate that consumers with visual impairments are used to 
waiting longer for things in general and thus may have a longer tolerance for delays. 
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Appendix  

Survey Items (Loiacono, et al. 2007) 

Informational Fit-to-Task 

─ The information on the Web site is pretty much what I need to carry out my tasks. 
─ The Web site adequately meets my information needs. 
─ The information on the Web site is effective. 

Tailored Communications 

─ The Web site allows me to interact with it to receive tailored information. 
─ The Web site has interactive features, which help me accomplish my task. 
─ I can interact with the Web site in order to get information tailored to my specific 

needs. 

Trust 

─ I feel safe in my transactions with the Web site. 
─ I trust the Web site to keep my personal information safe. 
─ I trust the Web site administrators will not misuse my personal information. 

Response Time 

─ When I use the Web site there is very little waiting time between my actions and 
the Web site’s response. 

─ The Web site loads quickly. 
─ The Web site takes long to load. 
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Ease of Understanding 

─ The display pages within the Web site are easy to read. 
─ The text on the Web site is easy to read. 
─ The Web site labels are easy to understand. 

Intuitive Operations 

─ Learning to operate the Web site is easy for me. 
─ It would be easy for me to become skillful at using the Web site. 
─ I find the Web site easy to use. 

Visual Appeal 

─ The Web site is visually pleasing.  
─ The Web site displays visually pleasing design. 
─ The Web site is visually appealing. 

Innovativeness 

─ The Web site is innovative. 
─ The Web site design is innovative. 
─ The Web site is creative. 

Emotional Appeal 

─ I feel happy when I use the Web site. 
─ I feel cheerful when I use the Web site. 
─ I feel sociable when I use the Web site. 

Consistent Image 

─ The Web site projects an image consistent with the company’s image. 
─ The Web site fits with my image of the company. 
─ The Web site’s image matches that of the company. 

On-Line Completeness 

─ The Web site allows transactions on-line. 
─ All my business with the company can be completed via the Web site. 
─ Most all business processes can be completed via the Web site. 

Relative Advantage 

─ It is easier to use the Web site to complete my business with the company than it is 
to telephone, fax, or mail a representative. 

─ The Web site is easier to use than calling an organizational representative agent on 
the phone. 

─ The Web site is an alternative to calling customer service or sales. 
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Abstract. Customers of e-commerce web sites frequently use the full text 
search to find the desired products. The ranking of the search result page  
depends on various criteria such as the matching of search terms or popularity 
of the product. E-commerce vendors usually use additional ranking criteria and 
may want to increase conversion rates by varying the rankings of the search 
hits. This paper proposes a method to measure the impact of changing the rank-
ing of the search result page. The method is applied to a b2b e-commerce shop 
with office products. 
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1 Introduction and Motivation for Research 

Although the estimates about global e-commerce trends vary, it is certainly true that 
e-commerce is growing fast; developed economies dominate the market, but emerging 
economies are expected to catch up soon. [1–5] According to the “e-commerce-
guideline”-study e-commerce revenues in Germany rose from 18.3 billion Euros in 
2010 to an estimated 25 billion Euros in 2012.[6] About 86% of Germany’s online 
retailers run their own web shop; of course other channels such as online auction plat-
forms are used as well.[6] 

Whenever a user wants to buy products from a specific web shop he can use various 
alternatives to find the desired product: rummage in product lists, browse products by 
category, use faceted search or use full text search. The full text search plays an essen-
tial role in an e-commerce system: up to 80% of the visitors use only the full text search 
to find the desired products – a phenomenon that seems to be learned from usage of the 
Google search engine. One third of the visitors leave a web shop because they cannot 
find the desired products – even if the products are offered. The search engine has to 
deliver search hits accurately and quickly and has to be tolerant of typing mistakes and 
synonyms, and the search has to understand industry jargon.[6] If the customer uses the 
full text search it leads to the question as to how the search hits in the search result page 
can be ordered. Several sort criteria can be identified and of course combined together 
such as matching of search text to product title and / or product description and / or 
product category, average customer review, popularity, price, and many others. Howev-
er, the ranking that is desired by the customer will be different to the desired ranking of 
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the company that runs the web shop. A company may want to rank products according 
to different criteria. It may, for example, rank those with the highest contribution mar-
gins highest or those which are discontinued items or fast moving consumer goods. 
Alternatively, it may be important for a company to rank goods which are on stock 
highest or which should be sold as quickly as possible for various other reasons. As a 
result of this, web shop operators try to combine and weigh several ranking criteria and 
assume that products that are displayed at the top of the page have better conversion 
rates and are thus ordered more often. A number of software products (like Factfinder, 
exorbyte, celebros, and many others) support these considerations. However, two ques-
tions remain: What is the impact on the conversion when a product is better ranked? 
And how can we measure this impact in an environment that does not support a simple 
parallel A/B test setting due to technical restrictions?  

The objective of this paper is to develop a method to measure the impact of varia-
tions of the search result page of a web shop, to apply this method and to evaluate the 
factual impact. In order to attain this objective, we set up a methodology as follows: 

1. Development of the measurement method.  
The quite technical complex infrastructures of larger web shops (web shop soft-
ware, combined with an ERP-system, a system that enables rankings according to 
specific product attributes, load balancers) and the complex environment (b2c- as 
well as b2b-customers with different price structures, product portfolios, etc.) pro-
hibit the application of a simple A/B-test setting. Hence a method to measure the 
impact of different rankings has to be developed. Due to these technical restric-
tions, the method is a trade-off between a scientifically sound measurement and a 
technically realizable measurement method. 

2. Implementation of the method.  
The method will be implemented with several tools, e.g. Google Analytics. 

3. Application of the method.  
The method will be used in one specific case (web shop with office materials). 

2 Related Work, Background 

A/B testing and multivariate testing are commonly used in web development; these 
methods allow website operators to run experiments on website users. A/B testing is 
an experiment that compares two versions (A and B) of a webpage; the versions are 
identical except for one variation. The versions are randomly displayed to the visitors; 
the version that contributes most to the goal conversions is the one which is preferred 
by the visitors. Multivariate testing is similar to A/B testing, but enables us to test 
more than two different versions at the same time. [7, 8] 

Several studies and publications focus on “success-factors” for e-commerce  
websites. A number of researchers investigate the connection between usability and 
the success of e-commerce sites: [9] evaluated commercial websites in order to find 
usability problems; [10] emphasize the importance of user-friendly interface of  
electronic shops; they applied heuristic evaluation to examine the usability of several 
e-commerce sites. As a result the authors provided a set of usability guidelines.  
Some researchers broadened the evaluations and also took related attributes into con-
sideration (e.g. design attributes [11], aesthetic design and complexity [12]). Some 
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researchers discuss convenience as an important factor for online shopping; conveni-
ence in e-commerce is defined as the range to which customers feel that a website  
is simple, sensory and user-friendly. [13, 14] Additionally, sometimes the cultural 
context in multilingual websites is considered as well (e.g. [15]). 

An important factor for the success of e-commerce sites is trust. Users often  
hesitate to place orders on web shops because of uncertainty about the vendor, vendor 
behavior or perceived risks. A variety of research work focusses on this topic,  
e.g. [16] developed a typology and trust measures for e-commerce, [17] investigate 
the impact of trust on purchase decisions in the context of e-products and e-services.  

The impact of online reviews and electronic word-of-mouth offers a broad range  
of research activities: e.g. [18] investigate the impact of online reviews on revenues  
of consumer electronics and video games. The authors show that reviews have signif-
icant impacts on revenues, but that the effect decreases over time. [19] determine the 
impact of online travel reviews, [20] test the impact of hotel reviews. 

Interestingly, to our best knowledge we could not find scientific papers that re-
search the impact of the ranking of search results in e-commerce shops. One can find 
many blogs and more or less reliable “studies” about this topic (e.g. [21]); especially 
in the area of search engine optimization we can find many hints, blog posts and “stu-
dies”. We can summarize the discussions simply as: the better the ranking of a search 
hit, the better the conversion rate is. Unfortunately, there are no publicly available 
reliable investigations about the impact of search rank on the conversion rate of a 
product in e-commerce systems. 

3 Measurement Method 

The setup of the measurement method is proposed as follows: 

• Experimental setup.  
We define a control group and an experimental group of products in three different 
product categories. The control groups have the “usual” ranking factors; the expe-
rimental groups are based on other ranking factors. Since it is technically not poss-
ible to measure the effects (comparable to an A/B test setting) temporally parallel, 
the measurements are carried out alternately in time sequence (see figure below). 
In order to avoid biases, we use product categories that have no seasonal fluctua-
tions and chose weeks that contain no bank holidays. 

Table 1. Setup of timing 

 Week 
1 2 3 4 5 6 7 8 

Category 1 control group 1 X  X  X  X  
experimental group 1  X  X  X  X 

Category 2 control group 2 X    X  X  
experimental group 2  X  X  X  X 

Category 3 control group 3 X    X  X  
experimental group 3  X  X  X  X 
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• Tracking.  
In order to track the effects, we set up a web analytics tool (Google Analytics). 
Several settings and prerequisites have to be undertaken: event tracking and  
e-commerce tracking have to be configured and the tracking code has to be imple-
mented in the web shop. The event tracking should detect that (i) the full text 
search was used, (ii) a product of one of the monitored categories was put into the 
basket from the search engine result page or from the subsequently loaded product 
page, (iii) a product of one of the monitored categories was put on the watch list. 
The e-commerce tracking logs the transaction data. 

• Export and data analysis.  
The gathered data have to be exported from the analytics tool and merged with the 
exported product data from the ERP-system that contains the detailed configuration 
ranking settings. 

Discussion of the setup and remaining challenges:  

• Trade-off  
As mentioned above, the proposed measurement method is a trade-off between a 
scientifically sound measurement and a technically and economically possible 
measurement.  

• Deleted cookies, different browsers  
Most web analytic tools rely on cookie tracking which means there is already an 
inaccuracy resulting from the use of different browsers or deleting existing coo-
kies. 

• No transfer of the referrer  
Our javascript event tracking needs for the tracking of "add to basket" clicks from 
the product page (after the use of the full text search) the referrer. Some company's 
firewalls don't transfer it, so this may lead to fuzziness of the tracking. 

• Impact of situation in b2b-webshops  
Since the measurement takes place in a b2b-environment, we were able to find find 
an order scenario as follows: user A puts products in basket, user B approves the 
basket and places the order. Thus, the question as to how this scenario could be 
measured (or excluded) arises. 

• Effects of users’ behavior  
The web shop offers the users a watch list to collect products for later ordering; the 
impact on the usage is not easy to measure. 

• Inaccuracies due to different browsers  
Most of the common web analytics tools use cookie tracking. Therefore inaccura-
cies can arise if different browsers are used or if existing cookies are deleted. 

• Temporal connections  
We have to face order scenarios where a user searches a product und puts it in the 
basket, but orders the basket a couple of days later. In this scenario the question 
remains concerning how the temporal connection between the search event and the 
order event can be established. 
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4 Application of Measurement Method, Results 

4.1 Application of Measurement Method 

We applied the suggested measurement method to a specific web shop: the web shop 
is a b2b-web shop and contains office products. The b2b-scenario implies that differ-
ent customers are offered a different product spectrum and that customers may have 
different prices, terms and conditions. 

As described in the section above, we defined three different product categories: 
file folder (108 products), text highlighter (116 products) and correction products and 
correction fluids (30 products). These product categories were chosen because there 
are no seasonal fluctuations. The next step was to implement the tracking functions; 
we decided to use Google Analytics. In order to track the interesting measures, we 
had to implement the following functions: 

• E-Commerce tracking  
The first step was to activate the e-commerce tracking option. After activation one 
can use the Javascript-functions “_addTrans()”, “_addItem()” and “_trackTrans()” 
to track transactional data. 

• Tracking site search  
This option is an elective one, but it is useful to record search terms. 

• Event tracking   
Subsequently, the event tracking has to be implemented. Google Analytics offers 
the Javascript-function “_trackEvent(category, action, opt_label, opt_value, 
opt_noninteraction)” to track events. The following events have to be taken into 
consideration: (i) search leads to products in the defined categories, (ii) product is 
put into the basket (directly from the search engine result page or indirectly from 
the product-detail page), and (iii) product is put on the watch list. The function 
“_gaq.push” fires the tracking events to Google Analytics. 

As described in chapter 3, the measurement took place during 8 weeks between  
mid-September and mid-November. Both the control group the experimental group 
contained the same product categories and products. The only difference was that 
different ranking weights (“spread configuration”) were applied to the experimental 
group. The meaning of the spread is as follows:  

• Spread 0: no devaluation 
• Spread 1: devaluation of 0.33% 
• Spread 2: devaluation of 0.66% 
• Spread 3: devaluation of 0.99% 

We hypothesize that products that are devaluated with a spread-configuration (i)  
are put into the basket less often and (ii) are less often ordered. The comparison takes 
place by using the control group (no spread configuration applied) and the experimen-
tal group (spread configuration is active). 
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Abstract. The field of manufacturing is mainly concern with the creation of 
products for consumers who demand these items. At Indiana State University’s 
Advance Manufacturing Management (AMM) Program, phases of the entire 
value chain are emphasized to students in a senior level undergraduate course 
structured as a simulated industrial manufacturing company (SIMCO). The 
course entails design, prototyping, manufacturing and finally marketing of a 
product. While the first three phases are easily emphasized the final phase, 
marketing, lacks a holistic strategy that embodies the previous activity. Market-
ing activities are therefore disjointed, in turn, affecting the potential revenue of 
the product. This research project originated as a demonstration and proof of 
concept- human-computer interaction and marketing strategies become equally 
valuable as the product in the later stages of the value chain, where ecommerce 
is integrated. 

The objective of this study is to determine the most effective marketing 
strategy for university-related products manufactured by students for ISU stu-
dents, alumni and families. The uniqueness of the processes involved in the 
products manufactured and their target population affords a distinct compara-
tive evaluation between two marketing strategies, where one promotes the 
product through emphasis on university pride/association and the other empha-
sizes general product characteristics. The analysis and results support the use of 
a customized marketing strategy with emphasis on ISU school spirit to increase 
customer information satisfaction and gain a competitive edge. 

Keywords: Customer Information Satisfaction, Information Utility, Usability, 
Marketing Strategies, Psychographic Characteristics, Ecommerce. 

1 Introduction 

In academic settings, the replication of manufacturing environments can be a daunting 
task. Facilitating such an environment requires a diverse group of faculty that span the 
areas of product design through to product marketing and sales. Indiana State Univer-
sity’s (ISU) Advanced Manufacturing Management (AMM) program is one such 
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academic environment in which a manufacturing operation is replicated. This replica-
tion occurs in a senior level capstone class that employs students who are tasked with 
the operation of a company that designs, manufactures and then sell products. Typi-
cally, these senior level students have been exposed to product design methodologies, 
such as 2D and 3D solid modeling, in addition to tool and material processing tech-
nologies. Students organize themselves into groups that are typically responsible for 
the creation of new products or modification of existing products. The groups that 
they form are all part of a company known as the Simulated Industrial Manufacturing 
Company (SIMCO).   

The skill set that these students possess resides mainly in the building and design-
ing of products, creating a big disadvantage when products are to be marketed and 
sold. This disadvantage creates two interrelated problems, a lack of product exposure 
which in turn significantly affects cash-flow. An ad hoc marketing strategy is used 
and it involves the use of a website that acts as a platform for potential customers to 
view the products. Customers are solicited by word of mouth to view products on a 
webpage, which may or may not contain descriptions. Marketing tends to be very 
problematic because once the few customers that have been solicited enter the 
SIMCO webpage they are immediately turned off by the lack of cohesion and clarity. 
In an effort to make their products more attractive, its presentation becomes para-
mount. Simply redesigning their products from semester to semester, without gaining 
any new customers, has had a profound impact on SIMCO’s profitability. The root 
cause effect is poor customer experience and satisfaction. 

2 Background and Related Work 

The need for a competitive edge has motivated website designers and marketing pro-
fessionals alike to study factors impacting usability, customer experience, and cus-
tomer satisfaction. One of the most impacting factors relates to information content 
(i.e. information utility, customer information satisfaction, value-added information) 
[1-4]. Determining what information is important and useful to customers is vital to 
the design process. The success of user-centered approaches that commence with 
methods to better understand the customer information needs are most effective. Us-
er-centered design and usability tools -focus groups, questionnaires, surveys, and task 
analysis- have all been used to identify what information is important for customer-
based decisions[1,2,4,5]. Studies have shown that informations needs are influenced 
by product/service type sold and customer segments in the target audience [6]. 

Researchers have investigated the information needs of ecommerce customers  
for various products and services [1,2,4]. Results have indicated that the type of  
product serviced or sold has significant impact on customer information needs.  
Wang et. al. (2001) measured factors of customer information satisfaction for web-
sites selling digital products/services. Wang’s model for measuring included 7 factors 
highlighting that customers want information related to Customer Support, Security, 
Digital Products/Services, Transaction and Payment, and Innovation. The remaining 
two factors were related to the Ease of Use of the website and the accuracy of the 
Information Content. Buys and Brown (2004) demonstrated the shift of value placed 
on information items when customers used banking websites, where importance was 



 The Value of User Centered Design in Product Marketing 577 

concentrated on information related to transactions and their accurate reporting.  
Savoy (2008) conducted a literature review of studies focused on customer informa-
tion needs to develop a conceptual model of fundamental information requirements 
for all product/services and identified 7 factors: Price, Customer Service, Member 
Transaction, Shipping, Durability, Company, and Production Description. Product 
and/or service description is one of the most important information items on  
ecommerce websites. This gives users short on time, indispensable information about 
products and facilitates goal directed purchases [7,8].  

Feedback from customer segments in target audiences provides great insight on in-
formation value. These segments can be formed using demographic characteristics. 
Past studies have found differences among customers based on gender, age, educa-
tion, and culture [9,5,10]. Liao et al (2009) investigated the difference of information 
needs among US and Chinese online customers. For example, Chinese online custom-
ers value information describing cost-effectiveness, weight, warranties, and post-sales 
assistance more than US online consumers. In addition, US online consumers  
value information describing convenience features and new technologies used in the 
product more than Chinese online customers. Lingyu and Ying (2010) studied  
impacts of product picture information on online shopping impulses. The results indi-
cated that products pictured with real humans had a significantly higher influence on 
female shopping impulse than male shopping impulse. Furthermore, Seock and Bailey 
(2007) published gender difference on online information searches and purchase  
behavior using 1277 college students. Results reported that female customers conduct 
a greater number of online information searches than males.  

For consumers within each market segment or target audience, in addition to  
demographics the value of different type of information can vary based on customer 
attitudes, interests, and activities [3,11,12]. Seock and Bailey (2007) study also in-
cluded 7 psychographic characteristics and their relationship with online information 
searches and purchase behaviors. It was reported that college students who were 
brand/fashion conscious and enjoy shopping were significantly and positively related 
to information searches and online purchases. In particular, customers who were 
brand/fashion conscious were interested in information describing new products and 
trends. Dutta-Bergman (2006) demonstrated that demographic and lifestyle factors 
contribute to the attitude toward advertising, which impacted both the information 
value of advertising and the support for its censorship. Fourteen lifestyle factors  
impact were evaluated and guidelines for advertisement strategies based on psycho-
graphic impacts, such as brand consciousness and innovativeness, on perceived in-
formation value. Brand consciousness customers rated advertisement information 
valuable for consumer purchase decisions. Arguably, advertisements could be viewed 
as an effective mechanism for reinforcing the consumption choices of the brand con-
scious shopper. Innovativeness was also positively associated with high ratings of 
advertisement information value. Innovative customers, who like to buy new and 
different products, were more likely to use advertising information. Thus, advertising 
is an effective channel for the communication of information about new products. 

Accordingly, product/service descriptions and details are important to customer-
based decisions. Furthermore, ecommerce websites could offer more information that 
would appeal to psychographic characteristics to increase customers’ satisfaction with 
information and provide a competitive edge [13]. 
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3 Methodology 

The SIMCO course web designers are trying to find the feature, function, or informa-
tion that will provide an edge. They believe that a design approach appealing to their 
target populations’ psychographic characteristic is the key. As mentioned above the 
target populations are ISU students, ISU alumni, and ISU families. For this study, 
school spirit is the essential psychographic characteristic. It is hypothesized that the 
implementation of a website design that appeals to the customer’s school spirit will 
increase customer satisfaction, purchases, and traffic.  

For this study, we are focused on the early stages of the design process and concen-
trating on the information design and content. Thus, lower level hypotheses were 
derived - 1) Additional information describing how products were manufactured by 
ISU students and on ISU campus would appeal to ISU students as potential custom-
ers; 2) ISU students would prefer a website that provided additional information de-
scribing ISU student involvement and/or association. This study’s evaluation plan 
included two websites demonstrating two marketing strategies. The first website was 
designed with only product-based information. This site included only standard prod-
uct description information -Product Name, Product Cost, Product Availability, Prod-
uct Material, and Product Styles. The second website was ISU-centric including the 
standard product description and additional information appealing to the customers’ 
school pride, psychographic characteristic. This information provided the users with 
more detail of the related to the products’ ISU student manufacturers and SIMCO 
course facility, which served as the manufacturing environment. To ensure the focus 
would be on the information content presented, both websites had the same page 
layout, colors, and limited functionality.  

Participants were asked to browse both websites (Website 1 - Product-only Infor-
mation; Website 2 – Product and ISU Student Work Information) and then complete a 
questionnaire. The average amount of time spent browsing each website was two 
minutes. The questionnaire included eleven questions related to the websites (2 – 
Minutes to browse website; 2 – Cross measures for website preference; 7- Individual 
website measures). The individual website measures used a 5-point Likert scale, with 
anchors of 1= Strongly Agree and 5=Strongly Disagree. In addition, there were four 
questions to collect demographic information, which is discussed below.   

This survey was conducted online and the link was emailed to 174 students in the 
College of Technology at ISU. All participants were solicited over a six day period to 
view and answer a questionnaire based on the two websites. A total of 105 responses 
were received; however, only 67 responses were retained for analysis due to missing 
data. Calculated after the removal of 38 responses with missing data, the response rate 
(39%) was reasonable [14]. The participant group was reflective student population in 
the college, which tends to be male dominant. The majority of the participants were 
male (61%), and over 56% of the participants were between the ages of 18 and 23. 
Demographic data also revealed that 52% of the participants reported that they had 
been a student for at least three years. Psychographic data collected revealed that 68% 
of the participants reported an average level of ISU school spirit (See Table 1).  
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Table 1. Demographic Information 

Gender Frequency Percentage 

Male 41 61% 

Female 26 39% 

Age   

18-24 41 61% 

25-32 15 22% 

> 32 9 13% 

No Response 2 3% 

Years as ISU STUDENT   

less than a year 20 30% 

1-2 years 10 15% 

3-4 years 30 45% 

5 years or longer 3 4% 

No Response 4 6% 

ISU school spirit or pride   

Below Average 9 13% 

Average 45 67% 

Above Average 12 18% 

No Response 1 1% 

4 Results and Discussion 

Two questions directly asked participants about their website preference. The first 
question asked participants which website would you prefer to use. Responses dem-
onstrated a preference for Website 2 (82%) over Website 1(18%). The other question 
was posed last in the questionnaire and asked if the website that presented ISU stu-
dent work details better than the website with only product information. The results 
recorded counts - Yes: 52 (78%) and No: 15 (22%). 

There was one inquiry about the appeal of the ISU Student Work information in-
cluded on Website 2. The responses to this question were recorded using the 5-point 
Likert scale, and the mean was 1.82 with a standard deviation of 0.95. Thus, the par-
ticipants did find the ISU Student Work information appealing. 

In addition, there were three questions repeated for each website using the Likert 
scale (see Table 2).  

1. How useful was the product information provided on the website to you?  
2. How satisfied are you with the information provided?  
3. Was there any missing information that would prevent you from making a decision 

to buy a product? 
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The means reported for Website 1 ranged from 2.19 to 3.02 with standard deviations 
ranging from 0.92 to 1.05. The means reported for Website 2 ranged from 1.86 to 
1.95 with standard deviations ranging from 0.80 to 1.04. Lower mean values indicate 
stronger agreement with the statements presented in Table 2. 

Table 2. Statistical Analysis Results of Likert Scale Responses 

 
Based on the results of Paired T-tests for each item as illustrated in Table 2, there 

were statistically significant differences between the ratings of Product Information 
Usefulness and Satisfaction with All Information for Website 1 and Website 2. The 
ratings of both measures were higher for Website 2. Thus, participants found the 
product information presented on Website 2 more useful than the product information 
presented on Website 1. In addition, participants found the information presented on 
Website 2 more satisfying than the information presented on Website 1. There was no 
significant difference in the responses related to the perception that some information 
was missing on the websites. 

Further, associations among the Likert measures for each website were inspected 
using a Pearson Correlation matrix. For both websites the highest correlations were 
among the Product Information Usefulness and Information Satisfaction ratings 
(Website 1 = .73; Website 2 = .67). Therefore, higher perceived usefulness of the 
product information was associated with higher perceived satisfaction with the infor-
mation displayed on the website. For Website 2, there were strong correlations be-
tween ISU Student Work Appeal and Product Information Usefulness (.67) ISU Stu-
dent Work Appeal and Information Satisfaction (.69). Therefore, high rates of appeal 
were associated with high rates for usefulness of the product information and per-
ceived satisfaction with the information displayed on Website 2. Moreover, correla-
tions among the measures aforementioned and the perception that Information was 
Missing were negative and low (less than .45).   

The results support the tested hypotheses- 1) Additional information describing 
how products were manufactured by ISU students and on ISU campus would appeal 
to ISU students as potential customers; 2) ISU students would prefer a website that 
provided additional information describing ISU student involvement and/or associa-
tion. Website 1 presented standard product information, which is what students are 
familiar with viewing when visiting other websites that sell similar products – ISU 
paraphernalia. Thus, the ratings were average and the students did not have a strong 
opinion on whether the website was missing any information. Website 2 presented the 
standard information plus additional information describing how the products were 
made by their peers. This information was included to invoke a response from stu-
dents that appeal to a sense of school spirit or pride, which was reflected in the 
results[3,9,10]. The opinions about missing information were similar for Website 2, 
mainly neutral. It could be the case that product information that is normally used for 

  Website 1 Website 2 alpha < 0.05 

Questionnaire Item Mean Std Mean Std Diff t-value p-value 

Product Information Useful 2.19 0.92 1.86 0.80 0.32 3.16 0.0024 

Satisfaction with All Information 2.36 0.99 1.95 0.96 0.40 2.82 0.0064 

Information was Missing 3.02 1.05 3.23 1.04 -0.21 -1.97 0.0533 
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purchases is the most important as supported by literature [1,2,4]. Then, additional 
information appealing to other characteristics has an additive effect. Notice, that rat-
ings for Product Information Usefulness were higher on Website 2 despite the fact 
that the Product Information was exactly the same as displayed on Website 1.  

It is vital for companies to try and understand the nature of heterogeneity of cus-
tomer preferences and information needs [6]. Smaller market segments formed based 
on demographic and psychographic characteristics, such as education level and school 
spirit, provide a deeper level of understanding the impact those characteristics have on 
customer information satisfaction, information utility, or value-added information. 
Devising marketing strategies and website design based on customer information 
needs is the first step to gaining a competitive edge. 

5 Limitations and Future Work 

The survey analysis and results supported the objective of this study and produced 
statistically significant results. However, this effort did have limitations and there are 
goals for future work. 

ISU Student-Only Population. All of the participants in this study were ISU students 
and as the results depict the levels of school spirit did not vary greatly. In a future 
study, the authors would like to include a more diverse group of participants with dif-
ferent levels of affiliation/ association with ISU and a wider range in levels of school 
spirit/pride. Then, an experiment can be devised to investigate how levels of school 
spirit/pride affect website preference and customer information satisfaction ratings. 

Non-randomized Ordering. Due to some technical limitations with the experimen-
tal software, the order in which the students visited the two websites was not random-
ized. The ordering could have had an impact on the ratings recorded by students,  
especially related to perceived missing information. It would be advised to randomize 
the order in future studies to reduce order effect.  

Limited Website Functionality. For this study, the websites functionality was  
limited to focus the participants’ attention on the information presented. In the next 
study, the websites will have more functionality to allow the participants to evaluate a 
higher order of usability. 
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Abstract. In order to use external knowledge sources for innovation activities  
in organizations, recently Crowdsourcing platforms have been increasingly  
suggested and used. Critical success factors for such platforms include user  
motivation and participation, however the effect of those factors is still little un-
derstood. The aim of this paper is to analyze the extent to which selected Crowd-
sourcing platforms consider motivating and incentive factors from a human 
computer interaction perspective. Motivated by Malone’s principles for design-
ing enjoyable user interfaces we employed this framework as reference to con-
duct a participatory heuristic evaluation. The results of this paper demonstrate 
that there are several areas of improvement. At present intrinsically motivating 
factors in regard to the user interface are only addressed to a limited extent. 

Keywords: crowdsourcing, open innovation, motivation, human computer  
interaction, gamification. 

1 Introduction 

Shorter product lifecycles as well as increasing competition and cost pressure paired 
with rising quality requirements, product individualization and mass customization 
challenge enterprises in global markets. Advanced industrial nations are no longer 
able to compete solely by cost-leadership. The capability to innovate has become a 
vital core competency in developing a sustainable competitive advantage [1]. At the 
same time the process of managing innovation is one of the most sophisticated and 
complex challenges an enterprise faces [2, 3]. 

An interesting concept in this regard is “open innovation” which describes a 
change in an organization’s innovation process and the integration of external stake-
holders and knowledge sources in a company’s innovation activities. This not only 
increases the efficiency, but also the effectiveness of the activities and tasks along the 
innovation process [4, 5]. Hence, it is important to define appropriate process-support. 
Recently the concept of Crowdsourcing has been suggested for this phase. 
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The integration of the crowd to find solutions to current problems and to address 
urgent issues in organizations is known as “Crowdsourcing” [6, 7]. This approach 
allows organizations to employ large numbers of dispersed works (users) over the 
internet through open calls for contributions with the goal of finding solutions to 
problems by outsourcing tasks to the general internet public [8, 9]. In the context of 
the Open Innovation approach, Crowdsourcing can be considered as an opening of the 
innovation process by sourcing out the phase of idea generation to integrate numerous 
outside competencies in a potentially large and unknown population by using web 
facilities and Web 2.0 tools and concepts [10]. According to authors like Sloane, 
Crowdsourcing is even “one particular manifestation of Open Innovation” [11]. 

There is a large number of existing web-based Crowdsourcing solutions to support 
innovation management, which differ from each other in terms of functionality, main 
purpose and the underlying processes. An important, but often overlooked aspect of 
these platforms is the human computer interaction, and in particular the motivation 
and willingness of individuals to contribute to those platforms. Several researchers 
have suggested that platforms should consider motivating principles to foster and 
maintain user engagement [7, 12], however these factors are often neglected. Several 
studies have already investigated factors that influence participation in Crowdsourc-
ing [13, 14]. Most of these studies focused on extrinsic motivation, only some of them 
addressed the role of intrinsic motivation or the importance of the user interface to 
foster and maintain user motivation [13–16].  

The aim of the current paper is to analyze the design of user interfaces of existing 
Crowdsourcing solutions from a human-computer interaction perspective. We ex-
amine how selected Crowdsourcing platforms address intrinsic user motivation in 
conjunction to the user interface and implement motivating principles to foster human 
computer interaction in the context of Open Innovation. In a first step, we analyze 
based on literature, the principles and processes of Crowdsourcing in the context of 
Open Innovation (section two). In a second phase, relevant types of motivating and 
incentive factors in the course of Crowdsourcing are dealt with (section three). Third-
ly, existing Crowdsourcing platforms are selected and the most relevant ones are ana-
lyzed and evaluated in regard to motivational factors meant to create, increase and 
maintain user involvement and motivation in conjunction to user interface design 
(section four). Finally, the results of the heuristic evaluation (section five) and the 
conclusion of the current research paper (section six) are presented. 

2 Crowdsourcing in the Open Innovation Process 

2.1 The Open Innovation Process 

For this research we selected an appropriate open innovation process in a first step to 
serve as a reference framework for the particular research. Many process models do 
not specifically focus on open innovation or do not cover corresponding aspects and 
factors. One of the most seminal researchers in this context is Henry Chesbrough. 
First mentioning the term Open Innovation in 2003 [19], he is often referred to as the 
“father of Open Innovation” [20, 21]. 
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Based on Chesbrough’s principles and concept of Open Innovation, many open in-
novation process models have been developed so far, e.g. the Model by Docherty 
[22], which was employed by Robert Cooper to adapt his popular and widely used 
Stage-Gate-model [23–25] to become an Innovation process model, which specifical-
ly addresses open innovation aspects [26]. It consists of a front-end process, a devel-
opment and a commercialization stage. Companies should use information across the 
stages as well as from external sources. This makes open innovation challenging and 
extremely complex. Especially the activities at the front end process do not only 
create internal but also need to consider externally generated ideas from multiple 
sources [26]. 

2.2 Crowdsourcing 

The term Crowdsourcing was first used by Jeff Howe in 2006 [6] and refers to as “the 
act of taking a task traditionally performed by a designated agent (such as an employee 
or a contractor) and outsourcing it by making an open call to an undefined but large 
group of people.” [9]. According to Gassmann, Crowdsourcing can be seen as an inter-
active strategy of outsourcing knowledge generation and problem solving to external 
actors through a public or semi-public call for inputs. Such calls typically adress crea-
tive tasks and topics and are usually realized through a website or platform [27]. 
Crowdsourcing typically involves three categories of actors: the crowd, companies or 
organizations who benefit from inputs of the crowd and an intermediate platform 
which links the crowd and the companies and serves as a Crowdsourcing enabler [28]. 
In this paper an emphasis was laid on Crowdsourcing platforms as well as on the 
crowd respectively the individual users it consists of. More precisely, user interfaces of 
most successful platforms were analyzed in regard to motivating and incentive factors. 

2.3 The Principles of Crowdsourcing in the Open Innovation Process 

As mentioned before, Crowdsourcing can be considered as an opening of an organiza-
tion’s innovation process by sourcing out some of the activities at the front end of 
innovation, especially of the idea generation phase [10, 11]. Crowdsourcing shares 
several principles and similarities with the concept of Open Innovation. Chesbrough 
postulates that an organization is not only depending on internal but also increasingly 
on external sources of knowledge and that there are inside-out and outside-in flows of 
knowledge [5, 3, 19]. Crowdsourcing follows the same principle: by distributing 
knowledge and by opening an organization’s R&D process to the crowd, competitive 
advantages can be reached [29]. The main difference between these two concepts is 
that Open Innovation focusses on the innovation process while Crowdsourcing can be 
applied in many different application domains [27]. Furthermore, Crowdsourcing 
does on the one hand provide access to a large number of dispersed, anonymous indi-
viduals and their knowledge for organizations, but one the other hand only concen-
trates on outside-in flows of knowledge in the sense of Open Innovation [28]. In our 
research we view Open Innovation and Crowdsourcing complementary, by seeing 
Crowdsourcing as an opportunity to provide inbound flows of knowledge. 
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3 Motivational Factors in Conjunction to the User Interface 

There are basically two categories of motivating factors in Crowdsourcing: intrinsic 
and extrinsic [30]. Extrinsic motivations are “the motivation to work for something 
apart from and external to the work itself” [16] and include e.g. financial rewards 
respectively free products [31] or new career opportunities [32]. As the current re-
search project laid an emphasis on intrinsic motivations only, extrinsic motivations 
are not part of this research paper. Intrinsic motivation can be defined as “the motiva-
tion to engage in work for its own sake because the work itself is interesting or satis-
fying” [16]. Intrinsic motivations are e.g. exchange of information [33] social identity 
and influence [32], an entrepreneurial mindset [31], a sense of membership and at-
tachment to a group [34] and also fun, enjoyment or entertainment [35-36].  

The aim of the current research project is to analyze motivating and incentive fac-
tors in conjunction to the user interface of Crowdsourcing platforms. Motivated by the 
work of Malone, who developed a framework for designing enjoyable and intrinsical-
ly motivating user interfaces [18, 17], we aim to examine Crowdsourcing platforms 
through the lense of this prominent framework. The framework seems suitable as it 
emphasizes the intrinsic motivational factors of HCI. More specifically, Malone sug-
gests that factors that make computer games enjoyable and fun to use may also be 
applicable in a none-gaming context [18]. This approach of using game design ele-
ments in a different context dates back to Malone himself and is known as gamifica-
tion [37]. According to Fitz-Walter et al. Gamification is a growing trend to motivate 
users and enhance user experience [38], which are both important prerequisites for 
Crowdsourcing too. 

Malone’s seminal work dates back to the 1980ies, when he conducted several stu-
dies about what makes computer games so captivating and exactly which design ele-
ments motivate people to interact with computer games [17, 39]. The primary purpose 
of these studies was to derive recommendations for highly motivating instructional 
systems, but Malone’s findings and gamification in general are also of great relevance 
for designing other user interfaces, e.g. Crowdsourcing, Idea Competition or Open 
Innovation platforms [38, 37]. In his paper [18] Malone developed a questionnaire to 
analyze the appeal of computer systems based on three categories: challenge, fantasy 
and curiosity [18]. Those categories and the corresponding subcategories and ques-
tions are explained in more detail in section 4.3 of the current paper. According to 
Malone, those categories include the major features of computer games that can be 
incorporated into other user interfaces [18]. In the course of the current research, this 
list is taken as a reference framework and will be adopted for the application of ana-
lyzing Crowdsourcing platforms (cf. section 4.3). 

4 Selection of Platforms and Evaluation Methodology 

For our research, relevant Crowdsourcing solutions had to be selected in regard to 
specific criteria. Subsequent we selected solutions and examined those regarding mo-
tivational and incentive factors from a human-computer-interaction perspective based 
on appropriate measures and Malone’s criteria for designing enjoyable user interfaces. 
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4.1 Definition of Selection Criteria 

Following from the discussion in section 2.2, criteria were defined to specifically 
discover and select only those Crowdsourcing platforms which meet the requirements 
to support the activities and tasks along the innovation process. Applied to the  
definition of selection criteria for the current project, this means that only Crowd-
sourcing-solutions with an emphasis on supporting organizations in accessing and 
effectively integrating the knowledge of the crowd are considered relevant. According 
to Gassmann, Crowdsourcing activities can be divided into five different application 
domains: user initiated Crowdsourcing, Crowdsourcing intermediaries, public Crowd-
sourcing initiatives, idea market places and company initiated platforms [27]. 

Based on this categorization of Crowdsourcing activities and our understanding of 
Crowdsourcing in the context of Open Innovation (cf. section 2.3), only intermediary 
and company initiated platforms are relevant for the current research project. Only 
these two categories include platforms which support organizations in their innova-
tion activities by providing inbound knowledge flows. Gassmann further subdivides 
those two categories in R&D platforms, marketing & design platforms, freelancer, 
idea platforms, product ideas and problem solution platforms and branding and design 
platforms [27]. 

In order to reduce the large amount of intermediary and company initiated Crowd-
sourcing platforms, we focused on three subcategories in an initial phase: R&D plat-
forms, idea platforms, and product idea and problem solution platforms. For each of 
those we selected one exemplary Crowdsourcing platform in a next step. As an exem-
plary Crowdsourcing intermediary platform in the R&D area we chose InnoCentive 
(http://www.innocentive.com/), which is often mentioned in scientific publications to 
be a quite popular and successful Crowdsourcing platform for utilizing the crowd as 
one particular knowledge source to support an organization’s R&D activities [40, 41, 
29]. As an example for a Crowdsourcing intermediary idea platform, we selected Ati-
zo.com (https://www.atizo.com/) because of the high scientific attention this platform 
received within specific literature [42, 43, 27]. As a typical company initiated product 
idea and problem solution platform, we took the example of Dell’s IdeaStorm platform 
(http://www.ideastorm.com/), which received much scientific attention recently and is 
considered quite popular and successful [44–46]. 

Those solutions were subjected to an in-depth analysis regarding motivational and 
incentive factors according to a specifically developed evaluation scheme (cf. section 
4.2 and 4.3) 

4.2 Evaluation Methodology 

In order to evaluate the selected Crowdsourcing solutions we adopeted a participatory 
heuristic evaluation [47] using Malone’s motivating principles. This allows combin-
ing the domain expertise of a user with a usability-expert’s know-how. By that, not 
only the necessary usability knowledge but also the required process-expertise can be  
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integrated in the evaluation [48, 47]. Applied to the current research, this means that 
the evaluation of selected Crowdsourcing platforms is conducted pair-wise, whereby 
the usability expert gets an overview of the specific platform and its target process 
before the actual evaluation starts.  

During evaluation, the usability expert has to fulfill specific tasks addressing Ma-
lone’s motivating principles for human computer interaction in presence of the do-
main expert, who comments on the usability expert’s actions and answers process-
related questions when necessary. Hence, the participatory heuristic evaluation was 
structured by the following methodological steps [47]: 

• Preparation: 
─ An independent examiner develops realistic application scenarios. 
─ To be able to perform various, meaningful scenarios, the usability experts get an 

overview of the solution and its underlying processes. Hereby the challenge of 
learning the system is taken away from the user. 

• Evaluation: 
─ During evaluation, the usability expert works through the defined application 

scenarios in presence of the user (domain expert). The user is asked to comment 
on the usability expert’s actions on the one hand, one the other hand he is also 
available for comprehension questions regarding the particular sequences of 
tasks and actions. By commenting and answering questions, the user supports 
the usability expert in taking a standard user’s role and the corresponding do-
main expertise. 

Due to the fact, that Malone’s criteria could not be evaluated on a standard heuristic 
evaluation scale, we decided to adapt Nielsen’s acknowledged usability evaluation 
scale, which was designed specifically for usability problems [49], to a simple 3-level 
rating scale (0=no support, 1=weak support, 2=good support). Following the metho-
dological steps mentioned above, we developed three scenarios which are core ele-
ments respectively standard processes in Open Innovation Crowdsourcing platforms: 

• Scenario 1: Use the provided profile and adjust it according to your preferences, 
include personal information to position yourself and to present your knowledge. 

• Scenario 2: Select an existing challenge or problem on the platform and post your 
own idea or contribution to it. 

• Scenario 3: Take a look at existing ideas / possible solutions for the challenge and 
interact with other users respectively respond to existing content elements. 

4.3 Definition of Evaluation Criteria 

Based on Malone’s criteria for designing an enjoyable user interface (cf. section 3), 
we developed a set of criteria respectively a questionnaire to analyze the selected 
Open Innovation Crowdsourcing solutions (cf. section 4.1) in regard to intrinsically 
motivating factors (cf. section 3). Table 1 provides a juxtaposition of Malone’s crite-
ria and our project specific ones, which were adapted to be applicable in the course of 
the participatory heuristic evaluation (cf. section 4.2). 
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Table 1. Derivation of project specific evaluation criteria based on Malone [18] 

Malone’s evaluation criteria (cf. section 3) Adopted evaluation criteria 

1.
 C

ha
lle

ng
e 

(a)  
Goal • Clear goal definition? 

• Provision of 
performance feedback? 

1.1 Is a clear goal visible for the user? 
1.2. Does the platform provide 
performance feedback for the user in 
regard to the level of goal attainment ? 

(b) 
uncertain 
outcome 

• Variable difficulty 
level? 

1.3. Are difficulty levels defined? 
1.4. Can the user adjust / select the 
difficulty level? 

• Multiple level goals? 
1.5. Is the goal outcome  uncertain? 
1.6. Do goals offer multiple levels of 
target attainment? 

2.
 F

an
ta

sy
 

(a) Does the interface embody emotionally 
appealing fantasies? 

2.1. Does the platform embody 
emotionally appealing fantasies? 
2.2. Does the interface adress the user’s 
desire for social connection? 
2.3. Does the interface embody a feeling 
of respect and social status? 

(b) Does the interface embody metaphors 
with physical or other systems that the 
user understands? 

2.4. Does the platform utilize metaphors 
with recognised and understood physical 
or other systems? 

3.
 C

ur
io

si
ty

 

(a) Level of 
infor-
mational 
complexity 

• Use of audio & visual 
effects as decoration / 
to enhance fantasy / as 
representation system? 

3.1. Does the platform provide an 
optimal level of complexity? 
3.2. Are audio and visual effect used as 
decoration or to enhance fantasy? 
3.3.Does the platform use audio or visual 
effect as representation system?  

• Use of randomness to 
add variety without 
unreliability? 

3.4. Is randomness used to add variety to 
the platform without making it 
unreliable? 

• Approriate use of 
humor? 

3.5. Does the platform utilize humor to 
increase the enjoyment of using it in an 
appropriate way? 

(b) 
Knowledge 
structure 

• Capitalization on the 
user’s desire for clear 
knowledge structures? 

3.6. Does the platform evoke user 
curiosity by making them think their 
knowledge structures are incomplete, 
inconsistent or unparsimonious? 

• Introduction of new 
information when 
existing knowledge is 
unsatisfactory? 

3.7. Does the platform support users in 
making their knowledge structures 
complete, consistent and parsimonious? 
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5 Results of Heuristic Evaluation 

In this paper we present a summary of our evaluation results and focus on the most 
significant observations, the overall and general results are visualized in figure 1. 

Amongst the selected Crowdsourcing platforms, Innocentive met most of the eval-
uation criteria. Compared to Atizo and IdeaStorm, it e.g. includes functionality to 
evoke user curiosity by making user-specific suggestions of relevant challenges ac-
cording to personal interests and knowledge fields. To encourage user cooperation, 
Innocentive tries to foster team forming by suggesting forming or joining a group of 
users when stuck. Furthermore, InnoCentive was the only platform which had differ-
ent levels of difficulty for challenges (e.g. premium challenge, grand challenge). 
Overall, the level complexity was perceived as “just right” in comparison to Atizo 
(simple but functional) or IdeaStorm (too complex). 

Our analyses revealed the following most important areas for improving motivat-
ing and incentive factors: 

• 1.2. – Performance feedback: None of the tools offered feedback on the level 
of goal attainment in a systematic way. 

• 1.4. – Adjustable difficulty levels: Although Innocentive offered different 
difficulty levels, adjusting it was not possible in any of the platforms. 

• 1.6. – Multiple Level targets: In all of the three analyzed platforms, only top- 
and no sub-level targets were defined. 

• 2.1. - Appealing fantasies: Emotionally appealing fantasies were only embo-
died in a very limited way and mainly addressed the user’s need for self-
achievement by awarding badges or titles (e.g. “Dell Community Rockstar”). 

• 2.4. – Use of metaphors: Metaphors were used only to a very limited extent 
by using terms like “innovation pavilion” or “project room” (Innocentive), 
symbols like a trophy (Atizo) or titles like “Rockstar” (IdeaStorm). 

• 3.2. – Audio and visual effects to enhance fantasy: Such effects were mainly 
used as representational systems and not to enhance creativity and fantasy 
systematically. When used to enhance fantasy, it was only in a few chal-
lenges and thus depending on the challenge creator. 

• 3.4. – Use of randomness and 3.5. – Use of humor: Neither could any varie-
ty-adding randomness be observed, nor was humor systematically used in 
any of the analyzed platforms. 

• 3.7. - Knowledge structures: Only Innocentive supported the user in complet-
ing his knowledge structures by providing the suggestions to form or join a 
team when stuck. However, additional, more effective features couldn’t be 
found neither in Innocentive nor in Atizo or IdeaStorm. 

Criteria that are already implemented very well across all three platforms are: 

• 1.1. - Clear goal: Each platform provided clear goal description. 
• 1.5. - Uncertainty of outcome: Goal outcome was unclear in all platforms. 
• 2.2. - Social connection: Internal (groups, teams, community) as well as ex-

ternal (e.g. Facebook, LinkedIn, Twitter) networking was a core element of 
the analyzed platforms. 
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Abstract. As a cornerstone of open innovations’ success, the work of external 
search has been altered by the advancement in information technologies (ITs). 
This study depicts the IT-induced evolution of open search patterns in two case 
firms. While three patterns were observed in both firms, they took different 
trajectories of open search pattern change due to the different enabling roles of 
ITs. ITs were found to serve as an amplifier and a catalyst to induce different 
trajectories. This study contributes to the literature by unveiling the process of 
open search evolution including identifying different open search patterns and 
the roles of ITs. The managerial lessons learned from the two case firms can be 
applied by other firms. 

Keywords: IT-induced Evolution, Open search, Case studies, Open innovation. 

1 Open Innovation and IT-Induced Open Search 

External search has played a very critical role in a firm’s innovation process (e.g., 
Berchicci 2012). Past studies have shown that firms must acquire and exploit new 
scientific knowledge and technological developments from the external environment 
in order to innovate and remain competitive (Cohen and Levinthal 1990; Escribano et 
al. 2009). This external environment includes sources such as customers, suppliers, 
universities, research institutions, industry consortia, and even rival firms 
(Chesbrough 2003). It is noteworthy that conventional external search work is 
characterized by the use of a small number of individuals taking managerial positions 
in the R&D department to act as the firm’s boundary spanners to scan the outside 
world through personal networks for knowledge, and process and disseminate them to 
the R&D employees (e.g., Allen 1984; Katz and Tushman 1981). However, as a 
cornerstone of open innovations’ success, the work of external search has been altered 
by the advancement in information technologies (ITs). Employees at different 
organizational levels can now source and share external knowledge with other 
employees with consummate ease and speed.  
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However, extant literature has paid scant attention to capture such a change. While 
prior literature provides valuable insights on conventional work of external search, 
there are some gaps limiting our understanding on how external search can be evolved 
from conventional pattern with the support of advanced ITs. Furthermore, despite IT 
tools serve as the key boundary objects to sustain the intense interaction and 
knowledge sharing across organizational boundaries for open innovations, there 
remains a paucity of research on how IT can facilitate the external search activities in 
open innovations.  

Therefore, we employed two case studies to unveil the changing work process of 
“open search”, which consists of sourcing external knowledge (i.e., technology or 
collaborator) and assimilating acquired knowledge into internal R&D employees’ 
work. Two firms leading in open innovation were selected. Based on detailed field 
observations, documents and interviews with key stakeholders, we observed three 
different patterns of open search strategies: centralized, differentiated, and 
decentralized and explored the evolutionary processes of how ITs change the patterns 
of open search (e.g., ITs as an amplifier and a catalyst). As evident in two cases, the 
search work became more complex and dynamic with the inclusion of more and 
different boundary spanners and broadened search domains compared to the work 
identified in the literature.  

More specifically, advances in ITs induced the evolution of open search pattern in 
two case firms, their impacts were different. In one case firm, ITs (e.g., data mining 
tools, data analytics, and open innovation platforms) served as the amplifier to 
enhance the speed and intensity of external sourcing and selection capabilities. When 
more powerful ITs were employed, managers have limited ability and time to employ 
them, which required the technological experts in sourcing, and led to the 
differentiated open search pattern. In contrast, for another case firm, intra- and inter-
firm ITs (e.g., enterprise resources planning systems, supply chain management 
systems) served as the catalyst to accelerate knowledge access and sharing among 
R&D employees with value network partners (e.g., suppliers, customers). It 
stimulated R&D employees to discover innovation opportunities in the interconnected 
networks and resulted in the new decentralized open search pattern. IT indeed induced 
the work pattern change of open search in firms. 

Through this study, we contribute to extant open innovation literature by providing 
a theoretically grounded exposition of different open search patterns and their 
evolution process. Additionally, this study explicates the differentiated roles of ITs in 
open search. ITs are found to serve as an amplifier and a catalyst to induce different 
trajectories of open search evolution. Our findings can also provide useful insights to 
firms’ managers to design their innovation units and effectively use ITs to facilitate 
the evolution. 

2 IT-Induced Evolution of Open Search Patterns 

Two firms leading in open innovation were selected at this stage (see Table 1 for 
firms’ details). Such a selection makes our findings more robust and generalizable 
than selecting single case (Eisenhardt and Graebner 2007). The qualitative data were 
collected through four sources: (1) interviews with key stakeholders, (2) onsite 
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observations of innovation products and work places, (3) follow-up emails and phone 
calls to track the innovation processes and clarify details, (4) archives including media 
and corporate materials. Such triangulation bolsters confidence in the accuracy of the 
findings. In total, 11 onsite interviews were conducted from two leading firms in open 
innovation (see Table 1). Each interview last 45-60 minutes, and was taped and 
transcribed. The interview questions largely focused on the evolution of work in 
conducting open search. Sample interview questions included “How does your firm 
conduct open search? Who and how to source external knowledge? How can the 
sourced knowledge be assimilated internally? Is there any change in terms of how 
your firm conducts open search? What factors drive the changes of open search work? 
What’s the role of ITs in open search?” 

Table 1. Details of firms and interviews 

Firm* Business description Number of 
employees 

Number of 
interviews 

Interviewees’ 
position 

Pluto A global top American 
multinational consumer goods 
company. Its products include pet 
foods, cleaning agents and 
personal care products. 

7000 
(China 
branch) 

6 Senior 
technology 
manager, R&D 
director, R&D 
employee 

Neptune The largest and leading solar 
energy company in China. Its 
products range from solar water 
heaters, solar collectors to solar 
lights and PV lighting products. 

4000 5 Chief executive 
officer, senior 
technology 
manager, R&D 
employee 

 
* To protect the confidentiality of participants' data, names of both firm have been replaced 
with pseudonyms. 

We addressed potential informant bias in several ways. First, we triangulated data 
from multiple sources and informants for a firm. At least two evidences were used to 
support each finding (Klein and Myers 1999; Myers 1997). Second, we used 
“courtroom question” that focused on factual accounts of what informants knew (e.g., 
dates, meetings, participants) and avoided speculation (Huber and Power 1985). 
Third, we gave anonymity to our informants and their firms, which encourages 
candor. The transcribed field notes and interviews were coded by three researchers, 
who then met to discuss the codes to ensure the interpretation consistency. An initial 
set of coding themes was derived based on our objective to understand the open 
search work and its evolution. The findings were moved back and forth between 
empirical data and conceptual themes. This process ended when “theoretical 
saturation” was reached, where the incremental improvement on the research findings 
became minimum (Eisenhardt 1989). 
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2.1 Case Pluto 

Episode 1: Centralized Open Search. Operating in a competitive market, Pluto 
envisioned new ideas and new products as its lifeblood and continuously searched for 
innovative ideas. As a leading firm in the consumer goods market, R&D managers in 
Pluto paid huge attention to assimilating state-of-the-art technologies into its product 
lines. Similar to the conventional external search pattern identified in Figure 1, the 
responsibility of open search fall upon the managers, who selected appropriate 
external knowledge (technologies or collaborators) from personal networks or reach 
potential ones through mutual acquaintances in personal networks. These 
technologies and collaborators were used for achieving long-term goals and gaining 
competitive advantage. However, ITs played prominent roles along the two stages of 
the open search process (i.e., external sourcing and internal assimilation). Since 
decision making is also a critical work responsibility and the stakeholders to perform 
it have changed, we include the discussion of it in the open search process. For 
managers, ITs had facilitated roles of broadening their networks, facilitated the 
decision making, and eased the internal knowledge assimilation process. 

External sourcing: The work of external sourcing in Pluto was conducted by R&D 
managers. Besides existing network, managers also employed IT tools such as 
Internet to source potential external knowledge. After identifying potential targets, the 
possibility of collaboration was first negotiated mainly in the offline setting such as 
site visits and conference attendance. For example, the senior technology manager 
stated the following strategy to establish the network: 

“Some top researchers at Chinese Academy of Sciences were invited to seminars 
and visits at our company a long time ago before our collaborative innovation 
projects started.” 

Once the network was initiated, communication technologies such as emails, video 
conferencing and chat applications were used by managers to strengthen the 
relationships with external parties and build shared structures of interactions, 
cognition, and trust. 

Decision making: We learnt from our informants that electronic reports available on 
the Internet were used by Pluto’s managers to evaluate the potential collaborators. 
To ensure that the chosen external knowledge fit the firm, they also used executive 
information systems to monitor customer demands and competitors’ movements 
before making the final selection. 

Internal assimilation: After selecting the external collaborator, decision and the 
collaborator’ information were passed downward from managers to lower level R&D 
employees, mainly through emails. This is referred to as top-down assimilation. R&D 
employees then planned the collaboration details with external partner together. 
Besides face-to-face meetings, communication ITs (e.g., emails, electronic 
noticeboards, newsletters, phone, fax) were used to facilitate interactions between the 
cooperating parties.  
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During this episode, Pluto had twelve innovation projects collaborating with two 
universities and one research institution. By sharing resources, leveraging ideas, and 
tapping the expertise, Pluto was able to create vibrant innovation ecosystems, 
multiply its efforts, and derive more strategic value for the firm.  

Episode 2: Differentiated Open Search. To mark the completion of the first 
innovation episode, a specialized sourcing unit focusing on sourcing external 
knowledge was established in Pluto. We understood that the establishment of this unit 
was mainly due to two reasons. First, IT tools such as data mining applications, 
analytic techniques, and open innovation platforms significantly amplified the speed 
and intensity of external sourcing and selection capabilities. Under such 
circumstances, managers had limited ability and time to employ these IT tools. 
Second, the open mindset toward innovation had taken root in Pluto. Managers and 
R&D employees viewed external search not merely as a task but also as a way of 
building useful knowledge sources for future innovation projects. 

External sourcing: The sourcing unit initially consisted of 11 employees, who were 
both IT experts and PhD holders in the areas relevant to Pluto’s products. These 
employees in the sourcing unit not only handled requests for searching external 
knowledge from R&D unit, but also proactively probed cutting-edge external 
knowledge, mapping these emerging technologies to products and monitoring the 
technological capabilities of competitors. Employees in the sourcing unit were good 
at filtering, interpreting and synthesizing information from vast amount of web pages, 
scientific literature and patent databases using data mining and retrieval technologies.  

In addition, employees in the sourcing unit also utilized open innovation portals to 
identify innovative external knowledge. First, they built a portal to post their needs 
and look for solutions from people all over the world. Second, they also utilized 
existing portals such as InnoCentive, NineSigma, and Alibaba to source for potential 
technologies, partners and monitor the development of new technologies. For 
instance, the R&D director mentioned that,  

“Alibaba, [note: an online China manufacturer portal],linked our company to 
various manufacturers, suppliers, exporters, importers and buyers. For one 
innovation project, we searched for an important technology for two years, but did 
not find any satisfactory technology provider. With Alibaba, our sourcing unit 
managed to find one small company in China that met our requirements.”  

Decision making and internal assimilation: After the new idea was identified by the 
employees in the sourcing unit, the knowledge was then assimilated throughout the 
R&D department. A down-top-down communication was used for knowledge 
assimilation. Managers of R&D department served as boundary spanners between the 
employees in the sourcing unit and R&D employees. As a supporting unit of the R&D 
department, the sourcing unit sourced external innovation solutions or potential 
technology or collaborators for the R&D department during their innovation projects. 
As we learnt from Pluto, R&D employees sent open search requests through 
managers of the R&D department to the employees in the sourcing unit. The acquired 
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external knowledge was also transmitted through managers. Although R&D 
employees participated in the decision making process, R&D managers still possessed 
more decision making power of deciding whether and which of the sourced external 
knowledge would be assimilated among R&D employees. For sourcing unit’s 
proactive open search, they also disseminated new and innovative technologies they 
thought useful for R&D employees through managers to R&D employees. As 
illustrated by the R&D director,  

“We had a structured and organized communication way between the sourcing unit 
and the rest of the R&D employees. The communication was bridged by the 
managers.” 

Episode 3: Decentralized Open Search. As the benefits of external knowledge 
spread, more and more open search requests were requested by R&D employees. 
Only a small number of open search requests were handled by employees in the 
sourcing unit due to their limited capacities. Besides that, the communication and 
coordination costs involved in discussing open search requests and sourced 
knowledge with the sourcing unit were high. The R&D employees at Pluto started to 
search externally for their own innovation problems. They engaged in both external 
open search and traditional R&D work.  

External sourcing: As the technology sourced by the sourcing unit benefits the entire 
R&D department, the objective of open search by R&D employees was to find 
solution to solve more specific innovation problems they encountered during their 
work. One R&D employee in Pluto indicated,  

“Once during our innovation process, our bottle sealing technology failed to 
develop the new product. Since this needed technology may only be applied in this 
particular innovation project. Rather than sending request to the sourcing unit, we 
took the responsibility of open search. Finally my colleagues and I found the 
satisfactory technology in an exhibition in Hong Kong.”  

Since open search was only a part of and not the focus of R&D employees’ work, 
the search was not conducted systematically, but focused on finding a feasible 
solution for immediate practical use. They tapped closed proprietary networks (e.g., 
suppliers, retailers, competitors, and development and trade partners) and prior 
collaborative networks of firms available to the firm. They also looked for ideas and 
solutions in exhibitions, industrial associations, and organizational yellow pages. 
Various IT tools were also implemented by R&D employees to source external 
knowledge. We learnt through interviews that RSS technologies helped R&D 
employees in Pluto synthesize and share information from multiple sources; wikis and 
blogs had opened up new opportunities to integrate knowledge and ideas, accelerating 
knowledge discovery and innovation. R&D employees also actively participated in 
external communities of practice and Internet-based technology forums, which 
facilitated interactive and timely tacit knowledge acquisition. Therefore, ITs provided 
the means by which R&D employees engaged in their sourcing tasks with flexibility 
and agility. 
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Decision making and internal assimilation: If the sourcing R&D employees were also 
users of the acquired external knowledge, they would then made decisions about 
whether and which of the acquired external knowledge will be used in the innovation 
projects. If the sourced external knowledge would be used by all of the innovation 
project team members, the R&D managers also participated in the decision making 
process to select the right external knowledge. Since R&D employees knew very well 
who required the sourced external knowledge, they also took on the role of internal 
assimilator to disseminate the sourced the sourced external knowledge among the 
innovation project team members. Face-to-face meetings and discussions were used 
for internal assimilation. However, as a very large R&D department with around 550 
R&D employees, the project team involved a large number of members, with some 
members who were distributed around the world. IT significantly enhanced 
interactions among individuals for knowledge assimilation in Pluto. A senior 
technology manager of Pluto said,  

“When some R&D employees identified the potential external knowledge, they 
uploaded it to a knowledge management system, called InnovationNet, and 
provided access to other innovation project team members to it. In addition, 
intranet and online communities also connect our R&D employees to facilitate 
their communication. ” 

Today, open innovation has permeated into each and every corner of Pluto’s firm. 
All of its R&D employees actively search externally during the innovation process. 

2.2 Case Neptune 

Episode 1: Centralized Open Search. Neptune is the largest and leading solar energy 
firm in China. Its products range from solar water heaters, solar collectors to solar 
lights and PV lighting products. Neptune started its collaborative innovation journey as 
early as 2000. Similar to Pluto, in the early stage, the senior and R&D managers of 
Neptune undertook the work of open search through their personal networks. 

External sourcing: Managers of Neptune, a Chinese firm, adopted a different 
approach from their Pluto counterparts by paying more attention to cultivate 
government ties in their social networks. Through attendance of association meetings 
and industrial development events, managers took opportunities to interact with 
government officers, which in turn brought them valuable connections to managers 
from other firms. The chief executive officer of Neptune recounted: 

“I know some government officers who are in charge of the technological 
development park. Our collaborative innovation project with the Institute of 
Electrical Engineering was brokered and supported by the municipal Science & 
Technology Commission.” 

In addition, as illustrated by our informants, managers of Neptune sourced in areas 
of the United States, Japan, and Europe for breakthrough research and many more for 
state-of-the-art development capabilities. Managers of Neptune purposefully attended 
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international fairs, exhibitions and visited foreign firms, with the deliberate aim of 
expanding the pool of potential partners. During their interactions with managers 
from foreign countries, they identified technologies and collaborators of great 
potential value to their own firm.  

Decision making and internal assimilation: The sourcing managers played the same 
role of decision makers as managers in Pluto did in deciding on their collaboration 
partners. However, unlike the case of Pluto that applied the top-down assimilation of 
collaborative intentions with external partners, Neptune managers relied more on 
face-to-face meetings than on electronic communication. We learnt from our 
informants that they were various face-to-face communications among executive 
managers, middle level managers and R&D employees to create awareness and foster 
consensus on the innovation collaboration projects. Team briefings were also used to 
enable project managers to communicate and consult with R&D employees. Team 
briefings took place on a weekly basis or more frequently.  

“Our CEO regularly delivered inspiring speeches to employees about the 
organizational strategic development. Senior managers also meet R&D employees 
regularly to communicate about the collaborative innovation projects.” 

Episode 2: Decentralized Open Search. In this later stage, Neptune took a different 
trajectory of open search pattern change from Pluto. The change was due to two 
reasons. First, during this stage, Neptune hired some new engineers in the R&D 
department with new work practice and external knowledge. Second, the 
implementation of office automation systems, and supply chain management system 
in Neptune provided these new R&D employees access to external knowledge sources 
and consequently stimulated them to discover innovation opportunities in the 
interconnected networks.  

External sourcing: The organizational informatization of intra-organizational and 
inter-organizational systems provided R&D employees access to codified knowledge 
in Neptune’s knowledge base and enhanced interactions among individuals for 
knowledge transfer and sharing. It created a collaborative workplace, provided 
interconnected networks and systems for enhancing interactions for knowledge access 
and sharing externally across geographical regions, and value network partners  
(e.g., suppliers, customers). These technologies provided a window into the engine 
room of the innovation, where new innovative ideas may emerge.    

Through the interconnected networks with external firms, these new employees in 
the R&D department discovered some innovation opportunities associated with 
external knowledge. This triggered an open search culture among R&D employees, a 
trend that was also encouraged by the R&D director in Neptune. For any innovation 
project, R&D employees first seek to find out if an external source already had a 
solution. Neptune also created a secure IT platform that allowed R&D employees to 
share technology briefs with its suppliers.  
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“If we are trying to find ways to improve our current technology or product, one of 
our suppliers may well have the solution. Since the creation of our supplier 
network system, we have had some innovation projects that are jointly staffed with 
Neptune and suppliers’ researchers. In some cases, suppliers’ researchers came to 
work in our labs, and in others, we worked in theirs.” 

Decision making and internal assimilation: Similar to Pluto, we also learnt from our 
informants that during the open search process, R&D employees were given more 
decision making power for selecting external knowledge. But unlike Pluto, Neptune 
had a R&D department with approximately 60 R&D professionals. To disseminate 
externally acquired knowledge, they relied more on regular face-to-face meetings and 
discussions. Meanwhile, ITs such as groupware systems were also instrumental in 
cultivating social interactions and connectedness among R&D employees. Electronic 
message software helped with communication and coordination. 

Episode 3: Differentiated Open Search. Through the collaborative innovations with 
external partners, Neptune had accelerated innovation processes and improved 
products. However, in the meantime, they realized that there were significant overlaps 
in sourcing outcomes in their R&D employees’ open search and their sourcing also 
tended to only focus on the current innovation projects. To achieve better innovation 
outcomes, it required early identification of innovative ideas and technological trends 
for the entire R&D department. Thus, to overcome these handicaps and to attain 
greater benefits through external knowledge, a specialized sourcing unit that focused 
on open sourcing and accumulating external knowledge to support the innovation 
development of Neptune was formed. 

External sourcing: The major tasks of this sourcing unit were the same as Pluto’s. But 
unlike Pluto, the employees in the sourcing unit did not have PhD degrees. They were 
assigned to the sourcing unit because they were good at using ITs compared to other 
R&D employees. Their sourcing activities were done mainly through the Internet and 
the sourced external knowledge was stored in custom-made knowledge management 
systems. 

Decision making and internal assimilation: After a new idea was identified by the 
employees in the sourcing unit, the knowledge was assimilated throughout the R&D 
department. R&D managers were the key decision makers of selecting the sourced 
external knowledge. To disseminate the sourced external knowledge, the 
communication between the sourcing unit and R&D unit did not take a top-down 
knowledge assimilation path. In contrast, the two units directly communicated. As 
suggested by our informants, the sourcing employees were treated as just other R&D 
employees with different work.   
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Fig. 1. Evolution of Three Emerging Open Search Patterns 

3 A Cross-Case Discussion 

3.1 Changing Work of Key Stakeholders  

Three new work patterns in open search and their evolution in two firms are depicted 
in Fig.1. As evident in two cases, the search work became more complex and dynamic 
with the inclusion of more and different boundary spanners and broadened search 
domains compared to the work identified in the literature (see Fig.1). First, instead of 
occurring only at the idea generation stage of innovation process, open search could 
occur along the open innovation process due to different open search objectives. 
Second, not only managers, but R&D employees took roles of boundary spanners. 
Specifically, in centralized open search pattern, managers delegated part of the 
internal assimilation work to R&D employees. Compared to the external search 
patterns in prior literature that oral communication was the primary way to 
communicate with external partners, with communication ITs, R&D employees could 
work with distributed external partners together on collaborative innovation plan.  
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In differentiated open search pattern, external sourcing work supported by advanced 
ITs was assigned to employees in the sourcing unit. Managers took a new 
coordinating role between the employees in the sourcing unit and R&D employees. 
Managers and employees in the sourcing unit decided the selection of the sourced 
external knowledge together. In the decentralized open search pattern, the roles and 
work nature of R&D employees changed from being executor of the sourced external 
knowledge and conducting routine R&D work to being empowered to have work of 
external sourcing, decision making and internal assimilation of the sourced external 
knowledge. They also had more decision making power and autonomy on external 
sourcing work.  

Table 2. Open search work of key stakeholders 

Work pattern R&D/senior managers Employees in sourcing 
unit 

R&D employees 

Centralized 
open search 

External sourcing; 
decision making; 
internal assimilation 

N.A. Internal assimilation 
(work with external 
partners on 
collaborative 
innovation plan) 

Differentiated 
open search 

Decision making 
(participative); internal 
assimilation  

Decision making 
(participative); external 
sourcing 

Internal assimilation 
(work with external 
partners) 

Decentralized 
open search 

Decision making 
(participative) 

N.A. External sourcing; 
decision making 
(participative); internal 
assimilation 

3.2 Role of ITs   

While advances in ITs induced the evolution of open search pattern in two case firms, 
their impacts were different. In Pluto, ITs (e.g., data mining tools, data analytics, and 
open innovation platforms) served as the amplifier to enhance the speed and intensity 
of external sourcing and selection capabilities. When IT became more powerful, 
managers had limited ability and time to employ them, which required the IT and 
technological experts in sourcing, and led to the differentiated open search pattern. In 
contrast, for Neptune, intra- and inter-firm ITs (e.g., enterprise resources planning 
systems, supply chain management systems) served as the catalyst to accelerate 
knowledge access and sharing among R&D employees with value network partners 
(e.g., suppliers, customers). It stimulated R&D employees to discover innovation 
opportunities in the interconnected networks and resulted in the new decentralized 
open search pattern. IT indeed induced the work pattern change of open search in 
firms.  
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4 Conclusion 

While three patterns of open search were observed in both firms, they took different 
trajectories of open search pattern evolution, largely due to the different enabling roles 
of ITs. Firms’ managers need to be mindful of the different roles that ITs can serve 
(e.g., as an amplifier and a catalyst). Appropriate ITs can then be employed to induce 
the suitable trajectory of open search evolution for the firm.  
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Abstract. The Technology Acceptance Model (TAM) has shown in the USA 
that the Perceived Usefulness (PU) and the Perceived ease-of-use (PEU) deter-
mine the intention to use (IU) a specific technology or information system. In 
this research, the TAM model is validated in Chile, considering the cultural fac-
tors of this country, through an application of the model to university students. 
The results show that the TAM model works in Chile, regardless of the studied 
technology or the cultural aspects of the country. Finally, new questions arise 
related to this topic such as the influence of the intensity of use, familiarity with 
the technology and the individual’s reference group for the technologies aimed 
to encourage communication among people. 

Keywords: Technology Acceptance Model (TAM), Intention to Use,  
Information and Communication Technologies, Cultural Dimensions. 

1 Introduction 

In a globalized and highly competitive world, innovation and continuous improve-
ment of processes in organizations is a key factor. That is the reason why the commu-
nication and information systems are so important. However, an organization is,  
basically, a group of people working together to achieve a specific objective. After 
that, it is not always possible to implement or to adopt technologies inmediately, or at 
least, it is difficult to guarantee the success of such measures without considering the 
human nature of the people composing the organization. 

Some studies have concentrated its efforts to predict the intention to use a specific 
system based on the Perceived Usefulness (PU) and the Perceived Ease-of-Use (PEU) 
as the causal factors. This is known as the Technology Acceptance Model (TAM) 
(Davis, F., 1989). More recently, it has been proposed to validate this model in vari-
ous countries considering the influence of cultural factors. (McCoy et al., 2007). 

This research focuses on validating de TAM model in Chile considering the influ-
ence of the cultural dimensions (Hofstede, G. 2001) found in the country. 
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2 Literature Review  

2.1 Technology Acceptance Model, TAM 

The Techonology Acceptance Model (Davis, F., 1989) is an adaptation of the Theory 
of Reasoned Action (TRA) (Ajzen & Fishbein, 1980) specially developed for the 
technology adoption case, in which two of the factors, known as PU and PEU, are 
presented as indicators of the intention to use the system or technology in question. 
Additionally there is a causal relationship, rather than a parallel, direct determinant of 
usage (Davis, F., 1989). 

Through the last decades, researches have focused their attention to improve  
the predictive ability of the model. That is when the TAM2 model appeared, introduc-
ing the external or social influence to the model (subjective norm, voluntariness  
and image) and the cognitive process (job relevance, output quality, result demonstra-
bility, perceived ease-of-use) as influential factors of the perceived usefulness and 
then the intention to use. The results showed a 60% effectiveness, but subject to a 
mandatory usage context to validate the external or social influence to the model 
(Venkatesh el al., 2000). 

In the same way, several investigations have been carried out that try to validate or 
refute the TAM model in various environments and with different research subjects, 
such as students because they represent well the values and beliefs of individuals 
employed in a wide variety of occupations (Voich, D., 1995), obtaining results that 
converge and validate the model typically explaining 40% of the variance in usage 
intentions and behaviour (Venkatesh et al., 2000). 

Naturally, the next step was to validate this model outside their country of origin, 
United States, and to evaluate the influence of certain factors typical of each country 
(McCoy et al., 2007). 

2.2 Cultural Dimensions Theory 

The Cultural Dimensions Theory (Hofstede, G., 2001) suggests identifying the culture 
of a specific country according to the following dimensions: Power Distance (PDI), 
Individualism vs Collectivism (IDV), Masculinity vs Femininity (MAS) and Uncer-
tainty Avoidance (UAI). 

2.3 Technology Acceptance Model, TAM, Outside USA. 

To validate the TAM model outside the country of origin, the results obtained of  
the application of the TAM model were combined with the indicators of the cultural 
dimensions theory for each of the countries. In fact, for each of Hofstede’s cultural 
dimension, two groups were created (high and low) leaving out the main 80%. The 
results showed that countries scoring low UA, high PDI, high MAS (high masculini-
ty) and low IC (high collectivism), the relationships in the TAM model didn’t work 
(McCoy et al., 2007). 
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SGDI: Sistema de Gestión del Departamento de Industrias. This technology was de-
veloped aiming to simplify those tasks related to the teaching, investigative and ex-
tension activities of the Departamento de Industrias. Among the services available, we 
have, enrollment practices, publication of job offers, and management of courses in 
areas such as: calendar, mail tasks, forums, news and documents. 

3 Developed Theoretical Model 

The developed model corresponds to the Technology Acceptance Model (TAM) and 
applied in Chile in which people can find the following relations: Perceived Usefulness 
with Intention to use, Perceived ease-of-use with Intention to use and Perceived ease-
of-use with Perceived Usefulness. These causal relations give rise to some hypotheses. 

Perceived Usefulness is defined as the degree to which a person believes that using 
a particular system would enhance his or her job performance (Davis. F, 1989). If we 
consider the significance of the job performance, a technology perceived as useful 
will have a major intention to use. 

H1: The Perceived Usefulness positively influences Intention to Use of a particular 
information system or technology. 

Perceived ease-of-use is defined as the degree to which a person believes that using a 
particular system would be free of effort (Davis, F., 1989). If we consider effort as a 
limited resource that must be assigned to multiple tasks, a technology that does not 
require efforts when it is used is going to have a major intention to use. 

H2: The Perceived Ease of Use positively influences Intention to Use of a particular 
information system or technology. 

To the extend that a system or technology requires less effort in being used, and 
understanding that the effort is a limited resource, more effort can be assigned to other 
tasks. That way, the productivity or job performance will grow. 

H3: The Perceived Ease of Use positively influences Perceived Usefulness of a par-
ticular information system or technology. 

Chile presents moderated values for the cultural dimensions of Hofstede and only two 
of the cases are important for observations: Power Distance Index (63) considering 
that when an authority figure recommends or requests the use of a system in a high 
PD culture, users will not need the added attraction of usefulness and ease of use to 
make use of the system. (McCoy et al., 2007).  

The other case is Individualism vs Collectivism (23), considering that people who 
focus on Collectivism are more willing to suffer with lower usability to accomplish 
the goals valued by others. They would focus less on their own effort and more on 
what seems to be valued or needed by others (McCoy et al., 2007). 

H4: The values that cultural dimension takes in Chile do not affect the performance of 
the TAM model. 

The TAM Model has been extensively applied in several areas by predicting typically 
40% of the use of a system (Legris et al., 2003). Consequently, it is expected that the 
model is going to give values close to the typical trend for the five cases studied in 
this research. 
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H5: The technology acceptance model operates independently of the technologies 
used for study. 

User evaluations such as PU and PEU are updated sequentially with target system 
experience. (Kim and Malhotra, 2005). After that, it is expected that the TAM model 
will explain a large number of the changes in the results of intensive users. 

H6: The Intensity of use of a technology affects relationships within the technology 
acceptance model. 

4 Methodology 

The study considered a sample of 427 students from different courses of the Universi-
dad Técnica Federico Santa María where they participated in exchange for a grade to 
the course they were taking. At first, an exploratory research was carried out to ana-
lyze knowledge around the TAM model in depth, and the validity of this model out-
side USA. On the same path, researches were carried out to investigate more about 
Hofstede cultural dimensions and the clasification of Chile according to these rates. A 
concluding investigation was carried out, that focused on a univariate analysis aiming 
to know the profile of the survey respondent to determine the representation of this 
model regarding the students of the university. This stage also intends to establish 
some a priori links of the variables of the TAM model. After that, an exploratory  
factor analysis was conducted to see how the variables were grouped around the ex-
ogenous factors of the TAM model. Subsequently, a structural equations analysis, a 
confirmatory factor type, was carried out, analysing the results in relation to Hofstede 
cultural dimensions of Chile. Finally, an analysis was conducted according to the 
intensity of use of the different evaluated technologies (SMS, IM, Email, SIGA, 
SGDI) with the aim to establish differences in the results of the model according to 
the associated segments of the intensity of use. 

5 Analysis and Results 

From the first analysis, a consistent survey respondent profile was obtained, in which 
69% were male, 61.6% of the survey respondents have an average age of 23 years 
old, a 70.5% have no work experience in a full time job and 23.4% have only one 
year of work experience. Regarding the regions of residence of the family group, 
47.1% of them live in the Región Metropolitana (Santiago) and a 23.2% live in the 
fifth region (Valparaíso). In terms of socioeconomic level, 47% of the survey respon-
dents were classified on the ABC1 segment and 41% of them on the C2 segment. This 
confirms the representativeness of the sample for the students of the university, consi-
dering that the respondents were from the Campus Santiago and the Casa Central 
(Valparaíso), also that they were from the second year of study onwards, so that res-
pondents have a degree of knowledge of information systems, as the SIGA and SGDI. 

Therefore, an analysis of the intensity of use measured in hours and amount of 
times during a week where a determined technology is used was carried out. Also an 
analysis of the perceived complexity of system information for each treatment was 
conducted. From this, a direct relation between the perceived easy of use and the  
intensity of use in four of the five technologies was obtained. In fact, the technologies 
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used most and the ones felt as the easiest to use were IM and Email. In the same way, 
the least used technologies and the ones people considered as the more complex were 
SIGA and SGDI. From these results, it was suggested that the SMS were mainly regu-
lated by the other construct: Perceived usefulness. 

Table 1. Indicators of the exploratory factor analysis 

Variable Factor 1 Factor 2 
P1: I find (technology) easy to use. [0,885 – 0,937] - 
P2: Learning to operate (technology) is easy for me. [0,861 – 0,918] - 

P3: It is easy for me to become skillful at using 
(technology). 

[0,722 – 0,880] - 

P4: I find it easy to get (technology) to do what I want 
them to do 

[0,563 – 0,784] - 

P5: (Technology) are simple technologies to use. [0,866 – 0,912] - 

P6: Using (technology) improves my performance. - [0,853 – 0,910] 
P7: Using (technology) improves my effectiveness. - [0,885 – 0,908] 
P8: Using (technology) improves my productivity. - [0,866 – 0,912] 
P9: I find (technology) useful. [0,535 – 0,843] - 
Source: Self-made with information from the rotated factor matrix of each used technology. 

 

Fig. 2. TAM model applied to email (Source: Self-made with IBM SPSS Amos 20) 



 Technology Acceptance Model: Worried about the Cultural Influence? 615 

Subsequently, an exploratory factor analysis was conducted, in which it was  
possible to validate the existence of two factors compound by observable variables, 
that according to the theoretical base, were measured on one hand by the perceived 
usefulness and on the other hand by the perceived ease-of-use. The results were con-
sistent in all the five evaluated technologies. 

The previous table shows the variation of the correlation of each variable regarding 
the factor that relates better with it. This corroborates the independence of technology 
acceptance model with respect to the information or technology system studied.  

In addition, the study gave satisfactory and coherent results for the composition of 
the two proposed dimensions. The exception to the rule was the question I find (tech-
nology) useful, that showed a major correlation with the Perceived Ease of Use factor 
considering that it was created to measure Perceived Usefulness. It should be noted 
that this variable also presented a low communality in all five conducted studies.  

After that, a confirmatory analysis was carried out, a structural equations model-
ling, SEM. The results of the proposed model showed an unsatisfactory fit; as a con-
sequence, it was decided to modify the model by eliminating the variable associated 
to the question I find (technology) useful, considering that in the previous analysis it 
showed low communality and a better correlation with the wrong factor, all together 
with the problem of goodness of fit in the proposed model and considering that the 
existent theory explains the TAM model inside USA. Thus, a proper fit was achieved 
for the model TAM justifying the validity and reliability of the model according to the 
results exhibited by the SEM method.  

Finally, an analysis was conducted establishing segments regarding the intensity of 
use of the survey respondent. From this, it was obtained that there are differences 
depending the intensity of use, mainly in technologies aimed to communicate.  

Table 2. Standardized Coefficients of the Confirmatory Analysis 

Relation SMS IM Email SIGA SGDI 
UPFUP 0,055 0,499 0,774 0,218 0,651 

IUFUP 0,146 0,668 0,667 0,034 0,291 

IUUP 0,647 0,161 0,246 0,599 0,520 

P1FUP 0,923 0,959 0,936 0,918 0,925 

P2FUP 0,800 0,919 0,946 0,833 0,899 

P3FUP 0,623 0,900 0,893 0,667 0,806 

P4FUP 0,461 0,790 0,817 0,582 0,771 

P5FUP 0,891 0,927 0,949 0,877 0,890 

P6UP 0,859 0,936 0,916 0,815 0,923 

P7UP 0,860 0,913 0,928 0,870 0,910 

P8UP 0,868 0,897 0,927 0,869 0,921 

P10IU 0,881 0,963 0,974 0,919 0,958 

P11IU 0,901 0,922 0,904 0,856 0,936 

Source: own production with data from the SEM analysis 
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6 Discussion 

The proposed model showed to be valid and reliable regarding the validity and  
reliability tests to which it was subjected based on the structural equation modelling. 
In both, a measure model level (relation between observable variables and latent  
variables) and the structural model (relation between proposed factors or latent va-
riables). In fact, the results show the existance of the proposed connections between 
the Perceived Ease of Use, Perceived Usefulness and Intention to use (H1, H2, H3). 

The TAM model proved to be applicable in Chile because, according to Hofstede’s 
multidimensional model, this country has moderated indicators for each of the dimen-
sions: Uncertainty avoidance (86), Femininity (28), Individualism (23) and Power  
Distance (63). The last one was the only dimension that requires more attention consider-
ing that a high rate of Power Distance implies that some connections of the TAM model 
do not work. However, the results prove that this dimension was not influential (H4). 

The TAM model works independent of the studied technology (H5) since it 
showed similar results in terms of the R2, or the variance explained by the model, for 
SMS (0.45), IM (0.58), Email (0.76), SIGA (0.37) and SGDI (0.55) that additionally 
go in the same line, and better, than the historical results (40%). 

The TAM model is an excellent tool to predict and explain the behaviour or the  
Intention to use of a technology. However, it is not solid enough when a comparison 
between different systems is required.  This becomes evident when you see that SGDI 
shows better indicators of adjust, reliability, estimators and coefficients of determina-
tion than the SIGA. Both technologies were mainly created to be mandatory used by 
the students of the university and designed with similar objectives and functioning. 
The biggest difference between SGDI and SIGA lies on the intensity of use with each 
system. SGDI was created to be used daily and that is why it is not strange to think 
that there is a higher level of familiarity regarding the SIGA of which seasonal use 
presents peaks during the student’s courses registration periods. In this way, it can be 
seen that the results of the TAM model vary according to the degree of use or the 
familiarity regarding the system (H6). 

Also, it was shown that when the Perceived Ease of Use has a large importance  
in the model, there is a causal connection between PEU and PU. That was the case of 
the IM (0.5), Email (0.77) and SGDI (0.65). Therefore, and understanding that the 
effort is a limited resource that must be dessignated to multiple tasks, an easy to use 
technology requires less effort which must be allocated to other tasks increasing the 
productivity of an individual. As productivity is important in the job, this will increase 
the intention to use of the technology in question. 

In case of the SMS, the intention to use mainly comes from the Perceived Useful-
ness. That makes sense when considering technologies that have replaced the SMS 
nowadays. In fact, applications like Whatsapp displays possibilities such as group con-
versations, sending and receiving pictures and videos, an organized history of each 
conversation, while they keep as an inherited characteristic the functioning over mobile 
phones. This results in a greater use of this application in comparison to SMS in the 
sense of the amount of things that allow increasing the productivity of an individual. 

In case of the IM, the Intention to use mainly comes from PEU. This makes sense 
when considering the characteristics of the most popular application in 2013 (Face-
book Chat) compared with the leader a few years ago (Windows Live Messenger).  
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In fact, Facebook chat does not required to be installed, it has a clean and simple in-
terface and to communicate with someone else, people just need to know the name of 
the person they want to communicate. This results in a higher PEU. In contrast, a 
possible problem was discovered in the formulation of the questions that intended to 
measure PU when measuring in a communication technology like IM or SMS, consi-
dering that the survey respondent can be answering that the use of IM decreases his 
productivity, effectiveness and performance, due to the fact that it represents a dis-
traction source to their tasks or pending works. This information was confirmed by 
making a comparison of the results according to the intensity of use: the more intensi-
ty of use, the less weight of the Perceived Usefulness for the technologies aimed to 
communication (H6). 

Based on these conclusions, some recommendations arise for future studies related 
to the same topic. It is suggested to evaluate the impact of the next variables regarding 
the functioning of the TAM model.  

Intention to use explains the difference exhibited when analizing the same technol-
ogy based on how intensive is the use of the surveys respondents. The level of fami-
liarity with the studied technology, as a consequence of the intensity of use, can also 
be used to explain the differences between similar technologies under the same con-
texts but that differ in the intensity of use. 

Unfortunately, we cannot compare mandatory versus voluntary use pattersns, as 
technologies cannot be compared if the contexts of use are different. However, tech-
nologies for information purpose compared to technologies used for communication 
purpose can be evaluated. In this case, there seems to be a greater weight of PEU in 
the case of technologies for communication purposes (SMS, IM), while a greater 
weight of PU when it is about technologies for information purposes (SIGA, SGDI). 

In terms of subjective norms, reference groups are influential mainly for technolo-
gies aimed at communication. It is reasonable to think that a technology can have a 
high level of PEU and PU, and a low Intention to use if the family and friends of the 
respondents do not use that technology. 
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Abstract. Traditional Human-Computer Interaction (HCI) studies on interac-
tive products are mostly instrumental in nature, focusing on usability issues 
when performing tasks in a work environment. This stream of research is  
frequently criticized for its narrow focus. More recently, the field of HCI is em-
bracing a new concept called ‘user experience’ (UX) which consists of 3 facets: 
(1) beyond instrumental; (2) emotion and affect; and (3) the experiential to  
address its criticism. UX is acclaimed to be the ‘thing’ that can capture the full 
variety and the emerging aspects of technology use. In similar situation like tra-
ditional HCI studies, traditional technology adoption studies are also criticized 
as being overly cognitive-oriented with little consideration for affective factors 
and emotional experiences of the individuals. Applying the concept of UX to 
traditional technology adoption model, this paper synthesizes these two streams 
of research to propose a ‘user experience’-based technology adoption model for 
the interactive mobile technology. 

Keywords: User experience, Technology acceptance model. 

1 Introduction 

Since the birth of the first iPhone in 2007, we have seen a sudden explosive growth in 
the use of interactive mobile technology (e.g. smartphones and tablets). Most of us can 
agree that these interactive mobile technologies have fundamentally changed the way 
we work and play. Today, we spend a significant amount of time on using these inter-
active mobile technologies. Yet, our understanding of what draws us towards them 
remains unclear. Over the last decade, the research field of Human-Computer Interac-
tion (HCI) has been attempting to use the concept of ‘User-experience’ (UX) to help 
enhance our understanding on the use of any interactive product by an individual (Park 
et al., 2013). One of the key drivers behind the increase in the research activities on 
UX is the UX researchers’ belief that the success of an interactive product is largely 
influenced by the extent to which it could “promote a high quality experience” for its 
users (Editorial, 2010, pp. 313).  Such high quality ‘User-experience’ will influence 
not just a user’s intention to adopt that product (Hassenzahl and Tractinsky, 2006), but 
also his/her ‘loyalty’ towards it (Editorial, 2010). It is believed, by both practitioners 
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and researchers, that the UX of an interactive mobile technology is likely going to 
become the main factor that differentiates one technology from another in the near 
future (Editorial, 2010, Nielsen, 2008). The recent launch of the iPhone 5C is one good 
example. Despite the widespread perceptions of the general public that it is ‘poorer’ in 
quality, compared to its competing products (e.g. Samsung S4), loyal consumers 
queued for hours to get their hands on them (Swift, 2013). This seems to suggest that 
Apple has built a high quality User-experience of the iPhone for its consumers which 
moves them beyond just the adoption of its technologies. 

Unfortunately, despite the last decade of researches done on UX, most HCI re-
searches are still predominately focused on the usability of a technology, such as the: 
(1) time to learn; (2) error rate; and (3)time to complete a task (Bulter, 1996). This 
approach, however, neglects other relevant UX aspects, such as the: (1) emotions; (2) 
aesthetics; and (3) symbolism (Hassenzahl and Tractinsky, 2006).  A quote from an 
extant HCI research - “If it is pretty, it won’t work”, summarizes the prejudices in 
general (Hassenzahl, 2004, pp. 320) and sometimes a pretty technology is ‘accused of 
hiding harm behind its beauty’ (Russo and De Moraes, 2003, pp. 146), the HCI com-
munity sees it. In spite of the many attempts to incorporate UX into the contemporary 
HCI researches, Hassenzahl & Tractinsky (2006) notice that research on UX rarely 
enters into the relevant academic journals and they elucidate that much of this is due 
to the lack of empirical support to substantiate its significance in the field of HCI. 
This is unfortunate. As highlighted above, understanding UX is going to become in-
creasingly essential in the design of an interactive mobile technology. 

Similarly, the over-emphasis on the usability of a technology is also challenging the 
researchers contributing to the Technology Acceptance literature. Technology accep-
tance models (TAM) have been predominately based on cognitive-oriented constructs 
to help explain the technology adoption behavior of an individual (Bagozzi, 2007). 
Some past TAM researches did attempt to include ‘UX-like’ factors, such as  
‘enjoyment’ (e.g. Davis et al., 1992, Thong et al., 2006, Venkatesh, 2000) and ‘com-
puter-anxiety’ (Compeau et al., 1999, Hackbarth et al., 2003) into the TAM model. 
Nonetheless, the number of such studies is relatively small compared to those that 
focus primarily on cognitive-constructs. By and by, this type of research quickly be-
comes unfavorable among researchers who become more aware of its limitation  
(e.g. Bagozzi, 2007, Hirschheim, 2007). Furthermore, UX factors such as ‘aesthetics’ 
and ‘symbolism’, which are equally important to the adoption of an interactive mobile 
technology, have rarely been considered (Cyr et al., 2006) in TAM researches. This has 
prompted several TAM researchers to call for the incorporation of ‘UX-like’ factors 
into the TAM model (e.g. Kim et al., 2007). This paper attempts to synthesize the HCI 
and TAM researches to propose a ‘User- experience’ technology acceptance model for 
the interactive mobile technology. We believe that this model will fill the identified 
gaps in both literatures, and it will also provide a basis to help us understand better the 
synergy between UX factors, such as ‘emotions’, ‘aesthetics’ and ‘symbolism’ and the 
cognitive-oriented constructs in TAM, that influences an individual’s intent to adopt 
any interactive mobile technology. Like several researchers and practitioners, we be-
lieve this proposal is timely because we are approaching a ‘user-loyalty decade’ when 
the user-experience is a key factor for the interactive mobile technology (Editorial, 
2010, Nielsen, 2008). This is especially vital when we consider how the interactive 
mobile technologies have permeated into every aspect of our daily lives. 
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2 Literature Review on UX 

Looking down the history of the Human-computer interaction (HCI) research on any 
interactive product, the focus has always been on the instrumental qualities (e.g. func-
tionalities, usefulness and etc.) of it. Traditional research emphasizes on the instrumen-
tal quality of an interactive product by analyzing and improving the effectiveness and 
efficiency of the task performance in a typical work environment.  This emphasis has 
several shortcomings when it is applied onto the area of interactive mobile technology.  
For instance, it is rational for an individual who is contemplating on the purchase of an 
interactive mobile technology to consider both the instrumental qualities (e.g. functio-
nalities, usefulness, etc.) and the non-instrumental qualities (aesthetics, hedonic, etc.) 
with equal measures. While the instrumental qualities of a product are significant  
influences on a consumer’s adoption intent, non-instrumental qualities also play impor-
tant roles as deciding factors. Unfortunately, the latter qualities have been neglected by 
traditional HCI researches (Hassenzahl and Tractinsky, 2006). In order to create a 
more holistic conceptual foundation that can capture the variety and emerging aspects 
of technology use in today’s world, researchers in Human-Computer Interaction (HCI) 
have relooked at an old concept called ‘user-experience’ (UX) (Hassenzahl and 
Tractinsky, 2006). In summarizing the current state of UX researches, Hassenzahl and 
Tractinsky (2006) identify 3 perspectives of UX and they are: (1) beyond the instru-
mental; (2) emotion and affect; and (3) the experiential.   

Non-instrumental quality of product. The ‘beyond the instrumental’ perspective 
moves away from the concentration on solely the task and pragmatic aspects of an 
interactive product (i.e. its fit to behavioral goals) that used to be the pivotal focus of 
Human-Computer Interaction (HCI) studies. It also considers the hedonic aspects of 
an interactive product (Hassenzahl, 2004). In his study, Hassenzahl (2004) conducted 
two experiments to investigate the interplay among; (1) user-perceived usability (i.e. 
pragmatic attributes); (2) hedonic attributes (e.g. stimulation, identification); (3) 
goodness (i.e. satisfaction); (4) and beauty (i.e. aesthetics) using four different MP3-
play skins. His result concluded that beauty (i.e. aesthetics) appears to be rather 
related to the self-oriented, hedonic attributes, more specifically identification of a 
product than its goal-oriented, pragmatic attributes. In similar vein, Rafaeli and 
Vilani-Yavetz (2004) and Crilly et al. (2004) all posit that the appreciation of the 
quality of a product can be divided into three conceptually distinct aspects, namely 
the: (1) product’s pragmatic attribute; (2) asethetics attribute; and (3) hedonic 
attribute. This view supports our assertion that we need to take non-instrumental 
qualities of a product into consideration when investigating into an interactive 
product. 

Emotion and affect. Emotion plays a critical role in the shaping of the interaction be-
tween the user and the product. It is also a factor for the evaluation and communication 
about the product’s User-experience (Forlizzi and Battarbee, 2004). It is arguable that 
the emotion and experience resulted from the use of a product cannot be separated and 
should be investigated together when conducting a research on the effectiveness of an 
interactive product (McCarthy and Wright, 2004, Hassenzahl and Tractinsky, 2006). 
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The extant literature in HCI documented numerous researches that emphasize on the 
elements and relationships between usability and affect stemming from the use of a 
product (e.g. Cho et al., 2011, De Angeli et al., 2003, Han et al., 2000, Han et al., 2001, 
Hassenzahl, 2001). To better document and grasp the subjective feeling of the user of a 
product, Russell(1980)’s Circumplex Model of Affect has been widely used in both the 
literature of UX and the Technology Acceptance Model. Thuring and Mahlke (2007) 
have studied three carefully designed experiments to illustrate the importance of the 
aesthetic qualities; emotional experiences; and instrumental qualities as influential 
factors that affect the  overall judgment of an interactive product. Outside of the 
Human-Computer Interaction (HCI) research, Kim et al. (2007) propose a balanced 
‘thinking-feeling’ model of information systems continuance. They divide an expe-
rience into two distinct components: (1) thinking; and (2) feeling. Using Russell 
(1980)’s Circumplex Model of Affect, they classified emotions into two states: (1) 
pleasure; and (2) arousal. Hence, we concur with both studies on the appropriateness of 
the use of Russell’s Circumplex Model of Affect for the measurement of the emotions 
and advocate it to be used as well for our proposed research model. 

Experiential. On the ‘experiential’ perspective of ‘User-experience’ (UX), Hassenzahl 
and Tractinsky (2006) elaborate that there are two aspects of the use of technology, 
namely: (1) ‘situatedness’; and (2) ‘temporality’. A user’s experience can be defined 
as a unique combination of various elements, such as the physical product and the 
internal states of the user (e.g. mood, expectation, active goal). The user’s experience 
extends over time, with a definitive beginning and end, and these elements are interre-
lated and their interactions define the actual experience. The comprehensive review 
presented in Hassenzahl & Tractinsky (2006) not only provides us with a strong foun-
dation defining ‘User-experience’ (UX), it also helps us to understand and appreciate 
the way it can be applied in the Human-Computer Interaction (HCI) study. Further-
more, it convinces us of the practical applicability and theoretical applicability of UX 
that can be incorporated into the traditional technology adoption model.   

3 Literature Review on Technology Acceptance 

Cognition (i.e. thinking) denotes the mental process of knowing and it includes as-
pects such as perception; reasoning; and judgment (Kim et al., 2007). Belief is 
defined as an individual’s subjective probability (which involves cognitive 
processing) that performing the target behavior will result in a specified outcome 
(Fishbein and Ajzen, 1975). Under these two definitions, most traditional technology 
adoption models can be classified as cognitive-centric models. They illustrate that the 
formation of perception within an individual that eventually influences his/her attitude 
towards the use and/or the behavioral intent to use a new technology. For instance, the 
technology acceptance model (TAM) contains cognitive-centric constructs, such as: 
(1) ‘perceived ease of use’; and (2) ‘perceived usefulness’, employed to predict the 
user behavioral intent of a new technology. Like TAM, constructs in many other pop-
ular technology adoption models are predominately cognitive-centric and this trait is 
summarized in Table 1. 
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Table 1. Models and Theories of Technology Acceptance 

Models and Theories of Technology Acceptance Cognitive Constructs 

Theory of Reasoned Action (TRA) (Sheppard et 
al., 1988) 

Attitude Toward Behavior & Subjective 
Norm  

Technology Acceptance Model (TAM) 
(Venkatesh and Davis, 2000) 

Perceived Usefulness, Perceived Ease of 
Use & Subjective Norm 

Motivational Model (Vallerand, 1997) Extrinsic Motivation & Intrinsic Motiva-
tion 

Theory of Planned Behavior (TPB) (Ajzen, 1991) Attitude Toward Behavior, Subjective 
Norm & Perceived Behavioral Control 

Combined TAM and TPB (C-TAM-TPB) 
(Taylor and Todd, 1995) 

Attitude Toward Behavior, Subjective 
Norm, Perceived Behavioral Control 
and Perceived Usefulness 

Innovation Diffusion Theory (IDT) (Rogers, 
1995) 

Relative Advantage, Ease of use, Image, 
Compatibility, Results Demonstrability 
& Voluntariness of Use  

 
Although these models and theories have received overwhelming success in help-

ing us to understand an individual’s cognitive decision making process in the context 
of technology adoption, other important factors that can equally influence technology 
adoption, such as; emotional experience; affective factors of an individual; aesthetics; 
and symbolism of the technology, are relatively under-explored. For instance, Kim et 
al. (2007) reviewed the literature of technology acceptance and continuance studies 
and conclude that only a limited set of affective factors are used in prior studies. 
Among these are: (1) ‘enjoyment’; and (2) ‘anxiety’. We believe it is not coincidental 
that ‘affective factor’ and ‘emotional experience’ are left out of the technology  
adoption researches. Technology was mainly intended for task improvement in work 
settings in the past. In this context, the definition of a task was specific and typically 
well-defined. Any individual was assumed to be highly motivated in task accom-
plishment. Hence, the focus on purely cognitive processes to analyze an individual’s 
adoption intention of a new technology, leaving out other factors, seemed appropriate 
and adequate then. The inclusion of the aesthetics as a form of hedonic quality for the 
explanation of an individual’s technology adoption intent was also rarely seen in the 
extant technology acceptance literature, until more recent time. Some instances 
quoted include a study done by Cyr et al. (2006). They combined the design aesthetics 
and the extended technology acceptance model (TAM), which included a hedonic 
component of enjoyment, and applied them in a mobile commerce context. Similarly, 
the study done by van der Heijden (2004) attempts to differentiate between the sys-
tems that are ‘productivity-oriented’ (utilitarian) and ‘pleasure-oriented’ (hedonic). It 
indicates that the latter intends to provide self-fulfilling value and prolonged use, 
rather than the instrumental value and the productive use. When van der Heijden 
(2004) was examining the determinants of hedonic systems acceptance, he added a 
forth construct, namely “perceived pleasure” to the TAM. His results indicate that 
perceived enjoyment and perceived ease of use have more influence on the intention 
to use hedonic systems than perceived usefulness.  
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As technology rapidly proliferates out of work into our lifestyles, the nature of task 
evolves from structured to less-structured. That increases the complexity of the scope 
of technology use from work-related demands to personal fulfillment of an individual. 
This fundamental shift in the context of technology use weakens the explanation and 
prediction power of the current technology adoption models. It is most apparent when 
they are applied to the interactive mobile technology, such as smartphones and tab-
lets. One of the main explanations for such ‘weakness’ in the traditional technology 
adoption models is best put forth by Kim et al. (2007). They note that unlike 
traditional users, a user in the emerging form of information technology has to bear 
the cost of ‘voluntary adoption and usage’ and typically has to play the dual roles of 
both the technology user and the service consumer. When being a technology user, 
the instrumental (economic/cognitive view of consumption) benefit is clearly more 
important. But when assessing as a service consumer, the emotional (hedonic view of 
the situation) benefit may also become important for consideration. Kim et al. (2007) 
conclude that both types of benefit may affect the decision making. We share similar 
viewpoint as theirs. As a consequence of their observation on the dual roles of an 
individual, we believe that the cognition; the emotion of a user; the asethetics; and the 
symbolism of an interactive product are expected to be featured more frequently and 
prominently in the future IS adoption studies.  

4 Proposed Research Model 

By combining the cognitive, emotion, aesthetics and symbolism constructs from the 
UX and TAM literature, we have developed our proposed research model that can be 
applied to the investigation of the adoption of the ‘interactive mobile technology’. The 
definitions of the constructs used within our model are outlined in Table 2. Figure 1 
illustrates our proposed research model.  

Russell (1980)’s Circumplex Model of Affect is particularly suitable to be applied 
to our research model, to model the emotion and the affect of the user of an interactive 
mobile technology, because it provides an overarching framework that adequately 
captures almost all of the existing emotional and affective factors documented in the  
IS adoption literature (Kim et al., 2007). For instance, the model can be broken down 
into two continuous, bipolar and orthogonal dimensions: (1) the pleasantness-
unpleasantness dimension, representing pleasure; and (2) the arousal-quietness dimen-
sion, representing arousal. Using these two dimensions, almost all the extant constructs 
on emotion used in previous IS adoption literature can be mapped onto them. Accord-
ing to Romer (2000), the decision making process of an individual, when choosing an 
action to be undertaken, can follow two mechanisms: (1) thinking-based; and (2) 
feeling-based.  In a thinking-based mechanism, a decision maker chooses an action to 
be undertaken by selecting the action that gives the highest value after computing the 
outcome function for each action using its realization probability. In contrast, he/she 
becomes conscious of the hedonic state generated by each action and chooses the 
action that offers the higher hedonic state, in a feeling-based mechanism. 
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Fig. 1. Proposed Research Model 

Table 2. Definitions of the constructs used in the Research Model 

Construct Definition 
Pleasure (Holbrook et al., 
1984, Kim et al., 2007) 

The degree to which a person feels good or happy when using 
interactive mobile technology. 

Arousal  (Holbrook et al., 
1984, Kim et al., 2007) 

The degree to which a person feels excited, stimulated or 
active when using interactive mobile technology. 

Perceived ease of use 
(Davis, 1989) 

The degree to which a user believes that using interactive 
mobile technology would enhance his or her task performance 

Perceived usefulness 
(Davis, 1989) 

The degree to which a user believes that using interactive 
mobile technology would be free of effort.  

Design aesthetics (Lavie 
and Tractinsky, 2004) 

The degree to which design of interactive mobile technology 
looks orderly and clear. 

Symbolism (Tractinsky 
and Zmiri, 2006, Rafaeli 
and Vilani-Yavetz, 2004) 

The degree to which the association of using interactive mo-
bile technology communicates favorable messages about the 
user and his/her personality to relevant others. 

 
Following the same line of argument as the feeling-based mechanism, we advocate 

the following propositions: 

Proposition 1: Pleasure generated from the use of the ‘interactive mobile 
technology’ has a positive influence on the behavioral intent to adopt it. 
Proposition 2: Arousal generated by the use of the ‘interactive mobile tech-
nology’ has a positive influence on the behavioral intent to adopt it. 

Another perspective of the User-experience model deals with the non-instrumental 
qualities of an interactive mobile technology. Non-instrumental qualities refer to  
the quality aspects of a product that go beyond tasks and goals to meet the needs of 
the users (Mahlke, 2007). Two distinctive categories of these non-instrumental quali-
ties are the ‘design aesthetics’ and the ‘symbolism’ aspect of an interactive mobile 
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technology. They are known to influence the ‘emotion’ and ‘affect’ (Thuring and 
Mahlke, 2007) positively. Rafaeli and Vilani-Yavetz (2004) and Tractinsky and Zmiri 
(2006) also provide empirical support to demonstrate the positive effect of the 
‘symbolism’ quality of an artifact on the emotion. Hence, we advocate that: 

Proposition 3a: Symbolism of the ‘interactive mobile technology’ has a posi-
tive influence on pleasure. 
Proposition 3b: Symbolism of the ‘interactive mobile technology’ has a posi-
tive influence on arousal. 

In addition to the justification provided by Thuring and Mahlke (2007)’s study, the 
study conducted by Cyr et al. (2006) demonstrates that ‘design asethetics’ will also 
positively influence the perceived enjoyment of a web site. Since enjoyment is 
expressed as pleasure and arousal under Russell (1980)’s Circumplex Model of 
Affect, we propose that: 

Proposition 4a:  Design Aesthetics of the ‘interactive mobile technology’ has 
a positive influence on pleasure. 
Proposition 4b:  Design Aesthetics of the ‘interactive mobile technology’ has 
a positive influence on arousal. 

Cyr et al. (2006)’s study also shows that the design aesthetics of a web site posi-
tively influence the technology acceptance model (TAM) variables and perceived 
enjoyment; and consequently they influence the user’s loyalty intent for a particular 
mobile service. Other similar studies also confirmed similar positive effects of design 
aesthetics on TAM variables and perceived enjoyment (e.g. van der Heijden, 2004, 
Schultz, 2013, Zhang and Li, 2004). Based on all these empirical studies, we predict 
that the same effect of the design aesthetics of an ‘interactive mobile technology’ will 
also influence the ‘perceived ease of use’ and ‘usefulness’. For ‘symbolism’, we 
found several studies that demonstrate empirical support for the positive effect of 
‘symbolism’ on the overall judgment about ‘goodness’, which encompass ‘perceived 
ease of use’ and ‘perceived usefulness’ of products (Hassenzahl, 2004, Mahlke, 
2007). Hence, we propose that: 

Proposition 5a: Symbolism of the ‘interactive mobile technology’ has a posi-
tive influence on ‘perceived ease of use’. 
Proposition 5b: Symbolism of the ‘interactive mobile technology’ has a posi-
tive influence on ‘perceived usefulness’. 
Proposition 6a: Design Aesthetics of the ‘interactive mobile technology’ has a 
positive influence on ‘perceived ease of use’. 
Proposition 6b: Design Aesthetics of the ‘interactive mobile technology’ has a 
positive influence on ‘perceived usefulness’. 

Empirical studies on ‘User-experience’ (UX) in Human-Computer Interaction pro-
vide evidence for the influence of instrumental qualities of the interactive systems on 
the user’s emotional response. The first experiment in Thuring and Mahlke (2007)’s 
study shows that a manipulation to the usability properties affects the user’s emotion-
al reaction. Rafaeli and Vilani-Yavetz (2004) have also conducted a qualitative study 
on the artifacts to explore the influence of ‘instrumentality’; ‘aesthetics’; and ‘sym-
bolism’ on the emotional response and conclude that all three categories significantly 
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affect the emotion. Applying Rafaeli and Vilani-Yavetz (2004)Ês idea on the interac-
tive domain of the websites, similar results are also obtained by Tractinsky and Zmiri 
(2006). Thus, we posit that cognitive-centric constructs will affect a user’s emotional 
reaction and propose that: 

Proposition 7a: Perceived ease of use of the ‘interactive mobile technology’ 
has a positive influence on pleasure. 
Proposition 7b: Perceived ease of use of the ‘interactive mobile technology’ 
has a positive influence on arousal. 
Proposition 8a: Perceived usefulness of the ‘interactive mobile technology’ 
has a positive influence on pleasure. 
Proposition 8b: Perceived usefulness of the ‘interactive mobile technology’ 
has a positive influence on arousal. 

5 Contribution and Conclusion 

The contribution of our research proposal is in introducing the ‘beyond the instrumen-
tal’ and ‘emotion & affect’ perspectives of the ‘User-experience’ (UX) from the  
Human-Computer Interaction (HCI) researches to the world of the technology accep-
tance literature. With this research proposal, we hope to help both researchers and 
practitioners to better understand the importance of the influence of these factors on 
the technology adoption intent of an individual in the context of the interactive mobile 
technology. As highlighted in earlier sections, the focus on these UX factors in this 
study is especially relevant in today’s context, because: (1) technology is proliferating 
rapidly into every facet of our lives; (2) an individual is becoming both a technology 
user, as well as, a service consumer; and (3) the cost of the voluntary adoption and 
usage of the emerging mobile technology, such as smartphone and tablets, is being 
borne by the individual  (Kim et al., 2007). The more inclusive the conceptual model 
of our proposed research model, in comparison to traditional HCI studies, the more it 
is current and relevant for the modeling of today’s interactive mobile technology. 
Through our research model, we are firm in our belief that empirical evidence will be 
discovered to justify our position. 
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Abstract. In this case study, we developed a scenario-based card sorting 
|method to assist in the co-design of a community of practice in user  
experience. Card sorting is typically used for the development of a computer in-
terface. In this work, we modified and extended the use of card sorting to the 
participatory design of an organizational interface: a community of practice. 
The data we gathered informed the design of the both the real-world community 
and the virtual/digital artifacts that supported our community. 

Keywords: Community, Card Sort, Participatory Design, Engagement. 

1 Introduction 

In 2011, we completed an investigation of communities within in our company. We 
talked to leaders and participants of thriving and defunct communities, to understand 
what it might take to design a self-sustaining, connected community of practice [1]. 

Using what we learned, in 2012, we took a focused approach to co-designing a 
community for our target discipline, user experience, based on three ideas we thought 
would be most successful. At the time, our user experience community was decentra-
lized.  Business groups managed and funded their own user experience resources. 
User experience initiatives were broadly categorized as “research” or “practice” or 
“metrics” or “design”. The community of practice was envisioned to ensure continued 
success of a shared user experience philosophy with practitioners, key stakeholders, 
and all employees who were interested in the domain. The three ideas we thought 
would be most successful were: 1) to include experts, stakeholders, co-travelers, and 
employees at large; 2) to foster shared ownership, leadership, and vision; and, 3) to 
integrate the community into the product development life-cycle as a mechanism for 
information sharing and collaboration.  

One additional challenge with business users is actively engaging them in participa-
tion since there are so many competing requests for their time [2]. Our fourth idea was 
4) to design a study that also facilitated learning and discussion on a relevant topic 
while we were collecting data for our design initiative. It was important to design the 
study in a way that it complemented work objectives at an individual or team level.  

Each of the ideas we identified aligned with known principles and guidelines  
for Participatory Design projects [3], [4]. As a discipline, participatory design focuses 
on co-design technology with the people who use them and over the years has  
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extended to the design of different types of communities [5]. We believe our metho-
dology can be applied to other organizations or disciplines that have the goal of broa-
dening the targeted discipline or community beyond specialized experts. 

2 Methodology 

Our approach was developed to reflect critical design decisions of our community: 

What would people in a community value so that they would continue participating? 
What topics would be considered an enhancement to their job responsibilities? What 
would work as a community experience and what wouldn’t? We followed six steps, 
listed below, to help us design a study that fit with our goals.  

1. Create a Value Proposition: Since we were not developing for physical interac-
tion with a device, with menus or a tangible interface, we developed a metaphor to 
represent an interface. Our rationale was that the value proposition was a primary 
reason employees would interact with the community and in some way, the value 
proposition was analogous to a “main menu” of the organizational interface. This 
was the rationale we used to support the use of a modified card sorting technique. 
We developed a value proposition through refining insights from a series of stra-
tegic and tactical activities with partners and key stakeholders. For example, we 
created a strategic roadmap with end goals that provided insight into what partici-
pants would value. The value proposition of our community was “shared owner-
ship, leadership, and vision while further integrating the targeted discipline into the 
product development life cycle.”  

2. Understand Wants and Needs: The design requirements gathering process [6] for 
the community began by categorizing what participants thought would make the 
community a valuable service. We collected this data by conducting interviews 
within our company with past and current community of practice facilitators and 
members. The insights from these interviews helped to create the scenarios for card 
sorting and questions for group discussion.  

3. Recruit participants and Conduct Focus Groups: The participant pool reflected 
the population of the proposed community. We invited subject matter experts in 
the target discipline, people were invited via word-of-mouth, and we posted on in-
ternal social media sites to attract people from all areas of the company who had 
interest in the topic. We held 11 sessions at Intel campuses in Arizona, California, 
and Oregon. Our recruiting efforts attracted more than 300 people and 112 people 
(44 women, 68 men) participated in the focus groups. We met our goal to have a 
representative set of participants that would reflect the community we wanted  
to foster. Twelve participants were domain experts (human factors engineers,  
designers, or scientists). The remaining participants were from various disciplines 
through the company (Figure 1). In order for the community to flourish, we  
believed that every part of the product development process should be represented 
during the design of the community. 
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Sample Discussion 
Moderator 1: Let’s look at the most important cards: What jumps out at you? 
Participant 1: People work in different modes; the whole lifecycle involves plan-
ning, development, execution and some of the later details also and people are in 
different responsibilities, not everyone is creating, and some people are manag-
ing processes also so such kind of decisions would take place… 
Moderator 2: Yeah that’s a really good point! 
Moderator 1: What do you see? 
Participant 2: I see olive greens: more emphasis on methods and practices across  
And the other one, biz group sharing, maybe groups that have very similar charters  
Participant 3: I am not surprised that the orange, for the community I thought of it 
was of highest value. It’s cross-org sharing, so it impacts large number of people so 
I would have expected it to be high priority but doesn’t seem like that….” 

 

 

Fig. 3. Real-time visualization of group card sort responses 

3 Analysis and Findings 

We aggregated the data from all of the sessions to understand trends that we could use 
to design our community. We looked at the frequency distribution as prioritized most 
important to least important; and created a cut-off of 22 cards or more for high rank-
ing scenarios. 

The data collected showed that Community ranking (Figure 3) tended to be more 
direction-focused and strategy-driven, and Individual (“Me”) ranking (Figure 4) 
tended to focus more on learning that is driven by applied knowledge. We understood 
more about the differences in the rankings from the participant discussions as they 
reviewed the findings as a group. We heard a variety of comments: 

“Events, announcements and compelling speakers are not the 'real' work. Real 
work would be cross-org sharing, learning methods and practices.” HR, Program 
Manager 

“It’s the learning that takes place before the implementation that is more critical 
than the actual implementation.” Sales and Marketing, Strategic Planner 
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The Community Should be Designed with the Available Internal Social Media 
tools in Mind. The community design cannot be disjointed from the available tech-
nology. We experienced bottlenecks when the community began to grow and the 
technology at hand could not sustain a growing population. We learned that in our 
case, people will come but we had to ensure the technology solution available could 
accommodate the community. 

Table 1. Example of data summary and ideation for top ranking scenarios 

 Top Rank Scenarios Interpretation Solution  

E 

X 

A 

M 

P 

L 

E 

• High profile speakers 
(I) 

• Cross-org (I) 
• Announcements (I) 
• Biz group sharing (I, 

C) 

 

• Find ways to let individu-
als know about events di-
rectly. 

 
• Select speakers that could 

address topics that genera-
lized within their business 
group, across the compa-
ny, and impacted the target 
discipline. 

• Speaker Series open to 
all interested  

• Global access 
• Teleconference 
• Video enhanced when 

possible. 
• Instant Message used 

for comments, ques-
tions, and “tweet-like” 
interaction. 

The Community We Designed Reflected the Wants and Needs of the  
Participants. There is always debate about how to build a community that is a blend 
of experts, co-travelers, and partners and how to achieve the right balance of depth of 
information shared. We learned through our participatory design approach that people 
have different expectations for themselves as individual contributors versus them-
selves as a team representative or community member. The feedback and discussion 
from the card sort visualization allowed us to identify important expectations and 
practices that would keep the community interesting, diverse, and well-attended.  

The Card Sort Discussion Informed the Content and Presentation of our  
Communication and Events. We learned how to tailor the voice of our speaker  
series presentation, our newsletter articles, and our community announcement so that 
we were speaking simultaneously to the individual and the community. Without the 
design input from the community, we would have more than likely tailored our com-
munication and events using more traditional approaches e.g. creating speaker series 
for specific groups with similar job functions. Instead what we learned (Table 1) was 
that every element of the community was an opportunity for cross-organizational 
sharing, if designed effectively.  

5 Conclusion 

The participatory card sorting technique for ranking scenarios when designing an organi-
zational interface was successful for our design and implementation purposes. In total, 
112 employees volunteered their time to participate in our study. We received positive 
feedback on the process. People enjoyed the opportunity to engage in the community’s 
design, to network with other participants and to have their opinions heard.  
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Color-coding the scenario cards and laying them out on the table was an effective 
and rapid technique for creating a visualization of the card ranking data. Everyone in 
the room had the opportunity to move cards around while reflecting on them and 
could easily point out patterns that they identified in the data to support or refute dis-
cussion points. 

The feedback from the card sort was used to design our speaker series and the 
training preparation we conducted with every speaker who presented in our speaker 
series. Every single speaker from an individual contributor who was a researcher to 
high profile speaker, changed and/or enhanced his or her presentation based on our 
finding from the card sort and discussion. The enhancements made always tuned the 
presentation more effectively to the individual and community perspectives that each 
listener expects.  

Speaker series events were well attended. We hosted on average 5 speakers  
per quarter, with an average attendance rate of 125 people per call, and a range from 
95-200 participants. At the onset our expectation was about 40 people per call which 
would be an acceptable turnout. The feedback from the participatory design card  
sort helped us to understand the tricky balance between individual versus community 
expectations in order to create a thriving community experience. 
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Abstract. Crowdsense is a novel information and communication system,  
intended to promote and enable exploration and collaboration within large  
organizations. The system is designed with the aim of solving several of these 
organizations’ requirements. The first is to provide employees with information 
which is relevant to them dynamically, without requiring them to spend time 
logging onto intranet and internet sites. The second is stimulating communica-
tion between people with relevant expertise who may not know about each 
other. The third requirement is to provide a knowledge centre within the organi-
zation which people can both search and contribute to. The system provides an 
accessible layer which enables easy exploration, addition and correction of data 
by users. The contributions of this paper are the background to the project, sys-
tem and trial description, feedback from user testing and discusses a central 
success factor – that of engagement.  

Keywords: Collaboration, Social Media, Prototype, Concept testing,  
Engagement. 

1 Introduction – Origins of Crowdsense 

Crowdsense was inspired by Glass Infrastructure [1], a MIT Media Lab knowledge 
system provided via large touch screen kiosks designed to aid visitors and members to 
explore the relationships between projects, people and groups in the Media Lab. So-
phisticated similarity analysis based on text analysis using Luminoso [2] is used to 
back up the recommender system for related projects. The original Glass Infrastruc-
ture has evolved since its initial implementation with the introduction of a series of 
“apps”, e.g. a map and route finding app that provides visitors with directions to an 
office, and a “lunch date” system that recommends a suitable colleague to accompany 
a user to lunch. Based on demonstrations of the Glass Infrastructure system and an 
evaluation of the system using the client source code and infrastructure designs a 
number of observations were made on the potential for implementation of a similar 
system in a corporate environment.  
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These observations are: 

• The original system was underpinned by various databases in the MIT information 
architecture. 

• The component parts of the system (displays, recognition/authentication compo-
nents, operating system and implementation language) were enabled by their origin 
in an academic environment. For example the displays in the system were best in 
class and as such presented an obstacle to creating a viable business case for deliv-
ering a similar system. 

• The underpinning purpose/objective of the Glass Infrastructure was to enable visi-
tors to make links with an academic community. 

The first two observations could be dealt with by re-engineering with cheaper com-
ponents and a decoupled data back end. The final observation was more significant. 
The business issues that we believed could be potentially addressed with a system like 
the Glass Infrastructure in the workplace are the support of knowledge sharing and 
collaboration within and between working groups. These issues are elucidated and 
expanded upon in the next section.  

1.1 The Business Rationale for Crowdsense 

Previous studies [3] have highlighted the significant benefits of improving col-laboration 
and communication in the workplace in terms of both increased efficiency and employee 
morale. The existence of information “silos” within and between departments of large 
organisations cause problems such as duplication of project effort, loss of innovation, 
oversight of employees’ valuable skills and knowledge and time wasted searching for 
people and information. McKinsey Global Institute [4] estimates that use of social tech-
nologies which enable collaboration could result in a 20-25% potential improvement in 
knowledge worker productivity and that between $900 billion to $1.3 trillion could be 
unlocked by social technologies. We believe that the Crowdsense system or systems like 
it has the potential to be one of these social technologies.  

Unfortunately, mass engagement within businesses is still problematic [5].  There 
have been previous studies related to micro-blogging in enterprises [6] [7] highlight-
ing the particular issue of “attention economy break down” (in other words, the satu-
ration of human attention by information from different sources) which can form a 
barrier for organisations to adopt new social medias. The Crowdsense project aims to 
solve this problem by presenting the most relevant content to individual employees in 
a form that is easily consumable and with minimum effort and barriers to access.  

Crowdsense is differentiated from other communication systems designed for the 
workplace, such as Trello [8] and Yammer [9] - the system provides a surface for the 
exchange of information without proactive access by users. Some information is 
available without authentication or a registered device.  More information is availa-
ble to authenticated users and users that contribute content are rewarded by improved 
recommendation based on their contribution and activity. 

Crowdsense offers fully open communication, together with personalisa-
tion/recommendation and integration of social and chain-of-command messages.  
Existing tools focus on collaboration on individual projects, and are designed for 
access via personal devices such as mobile phones and PCs. Crowdsense is designed 
to filter messages and other content using dynamic recommendation that operates on 
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many factors, therefore it is able to provide a single layer of communication that can 
in principle go across projects and span very large organisations. In addition, the pri-
mary point of access to Crowdsense is via large, touchscreen kiosks which also mark 
its differentiation from these existing personal-device centric systems. 

2 What Is Crowdsense? An Overview of the Concept 

Crowdsense is a platform designed to increase transparency and collaboration across 
an organization. It enables users to create and share knowledge about people, activi-
ties and projects and provides a system for sending information and requests across an 
organization to the right people. Messages and other new content are forwarded open-
ly on the basis of relevancy creating open lines of communication. The primary mode 
of access is via physical touch-screen kiosks distributed in shared areas of the 
workplace. The kiosks are designed for rapid, ad hoc use and are placed in locations 
which encourage spontaneous interactions and viewing.   

Access is also available via a web browser app (accessible to authenticated intranet 
users) to accommodate users with different accessibility needs, such as screen readers, 
as well as those who are based off site. 

Both registered individuals and anonymous visitors can actively search all assets 
including messages, user profiles and project pages; and explore relationships in the 
knowledge graph. The results of a search are a set of matching interactive nodes, each 
of which can be explored by touch and browse. The underlying graph layer (see be-
low) provides connections between assets, so that users also can browse to related 
assets (for example from projects to related people, and vice versa).  

The initial requirements for the trial system were distilled from desk research into 
Interactive Kiosks, a user requirements workshop with other members of the Human 
Factors discipline in our research department, interviews with employees and evi-
dence from surveys which monitor organizational “health”. The requirements were 
then prioritized according to technical and logistical practicality and usability. 

Technical Implementation 
The client user interface is browser based, and written in HTML5/JQuery. The server 
is a distributed system of Java servlets backed by PostgreSQL DB that communicate 
with the client and each other via a REST interface. Each kiosk has a local servlet to 
cache data and handle data processing with low latency. This provides a scalable ar-
chitecture. The servlets contain the graph layer which manages the connections and 
metadata between different knowledge entities (such as user profiles, messages, 
projects and other general entities.) The system supports the definition of new types 
of entity on the fly, so that it is not necessary to anticipate every future node that 
could be added to the data structure. 

Identification of Users to the System 
For the current trial, users identify themselves by either presentation of an ID card 
with unique QR code to the kiosk camera or by typing their existing corporate ID in 
combination with a new 4 digit pin. (Preferably, the method of identification should 
be passive to reduce effort by the user, and we are experimenting with facial recogni-
tion for this purpose). 
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User Interface – Controls and Content  
Each logged-in user is represented on the kiosk’s touchscreen by an icon/avatar which 
also functions as a cursor for the user’s interaction with the system. We call these 
avatars “Personicons”. They are both draggable icons with droppable targets and also 
have an associated context dependent menu [10]. The assets of the Crowdsense sys-
tem are presented on the user interface as discrete components, which are also dragg-
able and droppable. Logged-in users can perform actions such as bookmarking an 
asset, adding a connection (for example the logged-in user can link to a project), in-
itiating a reply or sending a message of interest or introduction to an asset owner. 
These actions involve minimal, simple touch gestures. An onscreen popup touch key-
board allows text entry where required (such as search strings and message reply 
text.) We are also working on providing in air gesture control as an alternative to 
touch control [10]. 

The current kiosks provide a personalised interface to an identified audience of one 
(or more) users. When users are registered by the kiosk, the displayed messages and 
content are personalized using information about them extracted from their self-
completed profile such as keywords and biographies. This provides the users with 
useful information, and the opportunity to become engaged with relevant discussions. 
Users can view passively, or can interact by posting further messages and responses. 

When the system is dormant, i.e. there is no user logged into the system by the 
kiosk, the screen displays recent and general “floating questions” – open questions and 
requests for help posed by researchers to their colleagues which dynamically move and 
are presented in a rolling fashion appearing and disappearing at intervals of 30 
seconds.  The “floating questions” concept was identified in one of the early require-
ments workshops, as a way of engaging the research community, who we anticipated 
to be motivated to display their knowledge to a wider community for the reward of 
reputation and satisfaction – following the understood motivation of users for contribu-
tion to other knowledge systems such as Wikipedia [11]. (The “floating questions” 
interface has been broadened during the course of the trial to include any succinct mes-
sage of interest to the research community, for example interesting news and events). 

Multi-user Capability  
When an audience of greater than one is detected by the kiosk, the possibilities  
of interaction with the system become more complex. Users can exchange details  
with each other, or perform interactions which specifically relate to just one of the 
logged- in users. An example is that one user may show another user their list of 
stored contacts, and the second user may choose to send an introduction to one of the 
people in the contact list. This is done by dragging and dropping their Personicons to 
relevant action boxes on-screen. 

Anonymous Use 
In addition to personalized use (involving user registration) we allow anonymous 
access to enable visitors to use the kiosks to learn about the organization. Unrestricted 
access to view the content is secure due to the kiosks being physically based within an 
access-controlled site, and being isolated on a firewalled intranet. This has meant that  
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the kiosks are never used for sharing data which might be sensitive or confidential. 
Also, we recognize that even basic information such as employee skills or the topics 
of discussions could have some commercial sensitivity in the wrong hands. We are 
now making decisions about restricting some data from anonymous users as the trial 
proceeds; particularly if kiosks are placed in areas outside our secure area. Our 
planned approach is to provide only a subset of search and browse capabilities to 
anonymous users, and to provide certain visitors with login accounts for increased 
functionality. 

 

Fig. 1. Small kiosk in use browsing a user profile 

3 Engagement 

For the current trial, we are promoting the use of the touchscreen kiosks as smart 
message boards presenting messages and other new/interesting content – (ie the 
“floating questions” mentioned in the previous section) in a constantly updating cycle, 
to raise awareness in the office where they are located.  In the initial phases we 
seeded the system with messages to stimulate interaction from the rest of the commu-
nity. As well as posting messages at the kiosks, users emailed messages directly to the 
system, which automatically identifies and authenticates them from the email headers. 

To further stimulate engagement with the collaborative aspects of the system, we 
sent a welcome e-mail to all 300+ members of the research community, inviting them 
to complete a profile for the system, which populates the database with their photo, 
skills, interests and keywords.  Because each individual was sent a unique PIN code, 
the e-mail was sent from the Crowdsense system, using a third party domain which 
was not familiar to the participants.  Despite using the department name in the email 
subject, and white-listing the e-mail address on the company servers, many recipients 
dismissed this e-mail as spam.  As a result we re-sent the e-mail, after a preliminary 
e-mail from the director of the research group explaining and endorsing the trial. 

19 people originally completed a profile in response to the first e-mail invitation. 
After the director’s intervention and the incentive of a raffle prize this number had 
grown to 56.  One month later a second invitation was sent out to people who had not 
completed a profile. Within a few days 110 people had completed a profile, roughly a 
1 in 3 response, including those who work off-site.   

We then analyzed those who had filled in a profile to discern levels of engagement 
against certain parameters - those being a) location and b) level of seniority within  
the department - which may affect a user’s willingness to take part. We did this to  
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3.2 Location 

Equal numbers of employees based nearest to the kiosks were deemed to be engaged 
and disengaged with the system (44 engaged, 44 disengaged), but surprisingly, a 
higher proportion of those on the same floor, but further away from the kiosks were 
engaged than disengaged. There were a reasonable number of profiles completed by 
people located in different buildings to the kiosks and a high level of willingness to 
engage from researchers in the most remote locations such as London, Bath and the 
USA – suggesting that the system could play an important role in providing interac-
tion between colleagues based at remote sites, for which full availability of the 
browser based version of the platform will be needed. 

Overall, it appears the most engaged users are those based on the same floor as the 
kiosks, who are researchers with no team management responsibility. This accounts 
for around one third of the research community. Future development of the system 
must try to increase engagement on all levels and all locations and avoid creating a 
silo around the system (the very issue it is attempting to address).  Senior managers 
in particular would benefit from the personalization features of Crowdsense which 
minimize time and effort and need further encouragement to engage with the system. 

4 User Interaction 

4.1 Completing Profiles at the Desktop – User Experience 

The completion of a user profile is an essential first step in a user’s journey with 
Crowdsense. The profile editor deliberately avoids any reference to hierarchical posi-
tion in the company or job title (this information is held elsewhere in static directory 
services). Crowdsense consolidates this data from the business directory, and does not 
need the user to re-enter data that is obtainable from other sources. Indeed the Crowd-
sense profile does not require the user to specify even which department they belong 
to. The UI of the profile editor is deliberately simple to complete and very basic at 
this stage. The elements required of users in the profile were to upload a photo, add 
interests, bio, “working on” and keywords.   

A survey was conducted to assess the subjective experience of the profile comple-
tion, using Survey MonkeyTM. This was sent to the 110 people who had completed a 
profile. There were 24 respondents (representing 1 in 4.5 of the total). Of these the 
vast majority of respondents found the profile completion process “easy” (on a scale 
of  – “Very Easy”, “Easy”, “Not Easy”, “Unusable”), which we considered to be a 
positive result.  

In addition we conducted 4 in-depth user journey analyses of the profile comple-
tion exercise which highlighted behavioral details which need considering in future 
iterations – e.g. many employees do not have photos of themselves on secure work-
provided computers, meaning sometimes the image they used to represent them was 
random (4 penguins, a lab coat, cartoon characters etc). Security features also need 
development – the current system of 4-digit PINS can add to the cognitive load for 
people who already need to remember PINs for credit cards and network and building 
access etc. 
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4.2 Operating the Prototype Kiosk – User Experience 

Subjective user testing of the kiosks has been, and continues to be conducted in two 
steps. First, we captured user experience of the participants carrying out simple tasks1. 
Second, we conducted interviews with the participants to understand their motivation, 
or lack thereof, to use Crowdsense. For both, semi-structured questioning was used. 
The simple tasks evaluated in the first step included reading messages, sending mes-
sages, and searching for people and projects. The questions covered in the interview 
included deeper questions such as how the participant feels about using Crowdsense 
in a public space. 

All concept tests were video recorded for purposes of analysis. The 27 inch touch 
screen was set up in a closed meeting room so as to a) not disturb colleagues in the 
vicinity and b) to allow participants to speak freely about their opinions. This created 
an environment slightly dissimilar to that intended for the system ultimately, in that 
the participants were sitting and were not “just passing”, but allowed us to ask more 
probing questions. 

Participants 
For the overall trial, the participant group entirely comprises of employees within 
BT’s Research department. This participant group was selected as a) many are physi-
cally located near to the test kiosks, b) this represented a diverse community of small 
groups who could benefit from greater collaboration and communication across 
projects and c) participants in user tests were presumed to be easier to engage and 
willing to help as fellow researchers. We acknowledge that participants within the 
research domain have a technical, well-educated bias and are “knowledge work-
ers”[14], but in other respects are diverse in age, gender and specific skills (which 
range from network analysis to optics to business-modelling), with very few of the 
researchers involved in any aspect of usability. 

From this participant base, we recruited 9 participants to take part in the user expe-
rience tests. All were employees but not all were from technical backgrounds. The age 
range was between 24 and 52, with 7 male and 2 female which broadly reflects the 
gender difference of the department. One had a physical impairment in the form of a 
tremor of the right hand. All participants were familiar with touch-screen technology.   

Key Findings 
On the whole, the participants found completion of the tasks simple to carry out. Logging 
on, either using QR code or Employee number and PIN was easily achieved by all. All 
experienced the system logging out after a short while which was welcomed as a security 
feature, considering our intention to have the system operating in a public space.   

Sending messages, replying and searching were all achievable with little interven-
tion from the researchers. UI features such as dragging and dropping were intuitively 
handled by all participants. 

                                                           
1 This is not a full usability test involving the timing of set tasks, but more of an exploration of 

the user journey and the users’ overall opinion of the concept. 
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Suggestions for Improvements to the Prototype  
The participants were encouraged to give their ideas for improving the system. These 
included methods for differentiating different kinds of messages in terms or the mes-
sage’s age or genre, constraining the message field to be similar to Twitter in length, 
implement complementary “ticker”-style news feeds for the desktop or Smartphone, 
and ensure the UI consistent with other touchscreens allowing “swipe” as well as drag 
and drop. A “network” view which connects nodes (projects) to other projects and 
people was particularly mentioned as being useful for navigation. 

5 Next steps 

The authors are implementing the refinements and improvements revealed during user 
testing with a view to trialing the prototype in other contexts and with other user 
groups such as field engineers and call centre operatives for whom the sharing of 
information within the peer network is important.  

We are continuing to analyze data on the overall level of interactions with the  
system to infer patterns of behaviors based on day, time of day, location, level of 
seniority in the company to make suggestions for enhancing engagement.   

6 Conclusions 

Our testing indicates a growing awareness of the possibilities offered by Crowdsense, 
i.e. the breaking down of internal barriers and the opening up of new collaborations. 
We extended our research into domains such as behavioural analyses (realised  
by engagement analysis), prototype testing and exploring novel UI features (such as 
in-air gesture control in related experiments [10]). This we believe gives a more 
rounded view of the issues and opportunities presented by Crowdsense not covered by 
usability testing alone, especially with a view to eventual implementation more 
widely across the organization and beyond. 

During the trial of the prototype, we have found high levels of interest and  
engagement among working researchers, who have persisted with the system despite 
some technical teething issues in the prototype implementation. There has been great 
interest from some remotely-based researchers, who see the personal device version 
in particular as a way of becoming less isolated from the team. The most senior mem-
bers of the department were less engaged and this is a critical issue to address. We 
will do this by further exploration of their requirements which will be used to increase 
“stickiness” of the system and remove barriers to adoption.  

Ultimately, with development, we envisage Crowdsense to offer a method for 
breaking down internal barriers to maximize the power of knowledge and therefore 
commercial success of organizations, by engaging all its members – which remains 
one of its most significant challenges. 
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Abstract. With the understanding that individual innovativeness plays an im-
portant role in organizations, both practitioners and researchers are interested in 
finding ways to promote individual innovation. Based on the theoretical lens of 
Structural Holes Theory and Social Cognitive Theory, we examined the impact 
of network positions, degree of participation and social interaction on individual 
innovativeness based on the archival data of an organization’s online system. 
The results reveal that individuals who have more structural holes contribute 
more innovative ideas in the online community, and more responding from 
peers encourages more future innovation contribution. Implications for research 
and practice are discussed. 

Keywords: individual innovation, structural holes, social interaction, network 
position. 

1 Introduction 

The organizational innovation capability is viewed as the key tacit resource for organi-
zational competence [1]. To unveil which factors can drive such capability and to what 
extent by each factor, increasing number of studies covering different topics can be 
found in current literatures. Such works can be broadly summarized into two  
approaches by the characteristics of the driving factors. One side, the organizational 
innovation capability was assessed via examining the interplays with other organiza-
tions, such as inter-organizational collaborations [2, 3] or the pressure from the com-
peting firms[4, 5]. Such literatures attempted to explicate the question, “How do the 
extrinsic factors affect the innovation process of an organization?” Differing from such 
approaches concentrating on the extrinsic forces accelerating innovation, another pers-
pective elucidated how the intrinsic factors like organizational capability, influence the 
innovation capability. For instances, Eisenhardt and Tabrizi [6] investigated the role of 
organizational structure and team composition affected the innovation paces in com-
puter industry; the organizational learning capability was also found to be conductive 
to the organizational innovation capability [7]. In sum, most previous works accen-
tuated the impact of the determinants in the institutional level, such as organizational 
structure or inter-organizational relationships, on driving the organizational innovation 
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capability, but ignored the power of talents [8], namely the managerial employees. 
However, the innovation process has been studied as an active combination of diverse 
resources, such as people and their possessed knowledge [9-12]. Thus, as the basic 
component of any organization, the consequence of inspiring each individual’s innova-
tion ability is conductive to the overall organizational innovation.  

After surveying the existing literatures, several studies delving into individual  
innovation ability in a scope of organization and business research have been found. 
For instances, Rao and Drazin [9] used the resource-based approach for arguing that 
constant metabolism of talents from outside organizations or rivals could result in 
increasing organizational competitiveness on product innovation. Another article by 
Kickul and Gundry[13] found organizational innovation could be reinforced in terms 
of improving the talent management like recruitment or rewarding mechanism for  
e-commerce firms. Although such works have accentuated the importance of individ-
ual ability for the organizational innovation, however, the individual innovative capa-
bility was somewhat viewed as whole, like a type of resource, rather than articulating 
how organization leverages individual ability on innovation to achieve the firm’s 
innovative competitiveness. Such insufficiency was improved with the emergence of 
SNA (Social Network Analysis), where increasing amounts of researchers attempted 
to shed light upon facilitation of individual innovation from the network approaches, 
like weak ties or structural holes theories [11, 12, 14, 15].  

Although the individual innovation ability can be facilitated in terms of their net-
work position from the structural holes approach, we do not think it is substantial to 
interpret individual innovation mechanism by purely deploying network theory with 
two reasons. First, the structural holes theory depicts a fatalistic tone somewhat, 
where the individual innovation capability is determined by his/her superior position 
in the whole network. Nevertheless, people may not be easily aware whether they are 
positioned in superior or inferior network positions in the reality. Second, the network 
analysis deployed in structural holes theory can only depict the role of positions in 
leveraging individual innovation ability, but the extent or strength of interaction be-
tween individuals is not well elucidated. However, previous literatures have indicated 
individual’s behavior is constantly evolving in terms of social interactions and expe-
riences with others [16, 17], which is called social influence. In this regard, social 
cognitive theory can serve as an appropriate supplementary basis to consolidate our 
understanding of the factors influencing individual innovativeness, which is also con-
firmed in the subsequent empirical analysis. 

The rest of this article is organized as follows. First, a comprehensive extent of lite-
rature reviews on theoretical basis is presented with the proposed hypotheses in Sec-
tion 2. In Section 3, we will elaborate the research design, methodology, and data 
analysis. The overall discussion and conclusion are discussed in Section 4. 

2 Theoretical Basis and Hypotheses Development 

In current literature, innovativeness associated with network structural positions have 
been widely discussed. For instances, Perry-Smith[18] studied the network con-
structed by research scientists and found individual creativity was significant influ-
enced by  structural positions in the networks, and such relationship was patricianly 
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mediated by their background heterogeneity; Cattani and Ferriani [19] verified the 
network positions affected individual creativity and innovativeness in the Hollywood 
actor networks, but such positions are cohered at the interstices in lieu of prominent 
holes in the network; After empirically investigating a network constituted by R&D 
scientists from one multinational corporate, Tortoriello and Krackhardt [20] found the 
bridging ties affecting individual innovativeness is contingent upon the nature of the 
ties, and the significant influence only works across the Simmelian ties1. In general, 
such works found the individual innovativeness was achieved from their network 
positions providing superior access to the unique information. These findings echo the 
argument of structural holes theory, where the innovativeness is driven by the access-
ible information from the structural holes. In this regard, we adopted structural holes 
theory as the key theoretical basis for this study. 

Consistent with Burt [21], we used constraint measure to depict the degree of struc-
tural holes. Such constraint measure depicted the extent to which individual depends 
upon others in his/her network and his/her access to the unique and non-redundant 
information, and the higher access to novel information confers the greater opportuni-
ty for innovation [21]. In the ego-network, the extent to which a vertex j has direct 
ties with another vertext i and vertex j has other ties q which is located in i’s network. 
The mathematical expression of constraint measure is presented below. 

                                                      1  

where is the proportion of i’s relations invested in vertex j, and ∑  is 

the extent of triadic closure among i, j, and third parties q. The value of constraint 
measure is in inverse proportion to the number of structural holes. In line with the 
argument of structural holes theory, we can reach that the individual with lower value 
of constraint measure indicates the higher innovational ability. Thus, we propose our 
hypotheses as that: 

Hypothesis 1: The degree of structural holes in an individual’s social network posi-
tively influences his/her innovativeness. 

As depicted previously, individual innovativeness is not only facilitated by the located 
network positions, but the extent of social interactions and experiences between each 
other as well. Previous literatures solely elaborated the effectiveness of structural posi-
tions, but understated the role of social interactions. To bridge such gap in the existing 
literatures, we refer to Social Cognitive Theory (SCT) to understand how the conse-
quence of individual innovativeness could be promoted by the social interactions. 

According to SCT, a person’s behavior is shaped by the influences of social sys-
tems and the person’s cognition [16]. A lot of prior studies emphasize the role of a 
person’s cognition, specifically, the importance of self-efficacy and outcome expecta-
tions [22]. This view has been adopted in the IS studies to improve computer usage or 
Internet behaviors [17]. However, the other perspective, the influences of social sys-
tems, should not be neglected. SCT suggests that an individual’s behavior is related to 
                                                           
1 The basic element of a clique (with three connected vertexes). 
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observing others within the context of social interactions and experiences [16]. The 
social interactions serve as the environmental factors that influence an individual’s 
behavior. Virtual community is treated as a place to meet others, to seek support and 
belongingness [23]. Research in knowledge sharing and participation in virtual com-
munities has shown the importance of the social supports provided by the interaction 
environment. In understanding knowledge sharing in virtual communities, social in-
fluences, such as community ties, social interactions in the network, are suggested to 
play an important role. For example, satisfaction with member-member interactions 
and organizer-member interactions positively impact member’s participation [24]. 
The sense of community could also enhance members’ contribution and participation 
in a virtual community [25]. Thus, we proposed the following hypothesis: 

Hypothesis 2: The degree of participation in online commutative platform positively 
influences individual innovativeness. 

In the online community of our context, social influences mainly come from the inte-
ractions among members, the commenting behaviors. If an individual shares a new 
idea for product innovation, others can provide comments to the ideas shared. The 
more social interactions undertaken by each other, the greater the intensity, frequency, 
and breadth of knowledge exchanged. We propose that the social influences from the 
interactions would promote an individual’s sharing of new ideas. To measure the 
extent of interaction, number of words is used in this study. This measurement has 
been traditionally used in studies of social influence in computer-mediated communi-
cation [26]. The more words responding to an individual’s idea, the stronger the tie 
and social influence is. Such social interactions builds more connected social network, 
which encourages more sharing of new ideas. Therefore, we propose: 

Hypothesis 3: Amount of responding to an individual contribution has positively in-
fluence individual innovativeness. 

3 Research Methodology and Data Analysis 

This work was collaborated with a leading consumer electronic company headquar-
tered in Western Europe, and we name this firm as Blue in the subsequent paragraphs. 
In order to improve the product design and innovation, Blue attempted to encourage 
their own staff to contribute innovative knowledge to operate the business. Thus, a 
new internal online system was implemented on April 2009. After a trial round for six 
months by several key firm members, the system was officially launched. All mana-
gerial employees of Blue distributed in different countries have access to it. This sys-
tem was designed for helping the decision-makers to read and select the innovative 
ideas and suggestions generated by the staff in terms of their posting and commenting 
content, and the adopted knowledge like ideas or suggestions might be applied to the 
different sectors of Blue’s business and operations. In this regard, users’ participation, 
namely posting innovative knowledge and commenting others’ knowledge, plays a 
key role in the whole innovation process. 
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3.1 Data Description and Model Specification 

The longitudinal sectional data was collected from October 2009 to April 2010.  
As depicted previously, only the managerial staffs were offered the access to the  
system. In the end, 63 people have been observed in the system logs during that  
period. To longitudinally observe the social interactions among the users, we con-
structed the social network by each month. Eventually, there were five 2  social  
networks constructed for further analysis. Thus, the dependent variable (DV) and 
independent variables (IVs) were measured with time lags. In particular, the DV, the 
extent of innovation contributed by individual, was measured by the amounts of sug-
gestions or ideas at time t+1 along with the values of three IVs at time t for each ob-
servation. As mentioned previously, we used the constraint proposed by Burt [21] to 
depict the structural holes. For measuring the extent to which individuals were in-
volved in this system, we used the frequency of visits to systems, as an indirect mea-
surement rather than a relatively direct measurement as most of the self-reported stu-
dies adopted. To elucidate the extent of such interactions, we counted the words of 
each comment under the posted content to represent the extent of responses to each 
piece of contribution. In addition, we controlled for numbers of factors that might be 
associated with the social interactions and individual performances, including in/out-
Closeness centrality, amounts of suggestions or ideas at time t, and individual gender. 
The descriptive statistics are shown in Table 1. Referring to the suggestion by Gelman 
[27], we normalized the abnormally distributed variables in terms of logarithmical 
and inversed transformation. From Table 1, we can find the DV, number of 
ideas/suggestions contributed by individual, is a counting variable.  

Table 1. Descriptive Statistics (130 observations) 

Variable Description Mean Std.Dev. Min. Max. VIF 
N_o_Ii(t+1) Number of ideas/ suggestions 

contributed by individual i at 
time t+1 

0.362 1.251 0 10  

constraintit Index of structural hole for 
individual i at time t 

0.949 0.368 0.292 1.837 1.18 

involvementit* Number of visits to the plat-
form for individual i at time t 

0.767 0.385 0.004 1 1.13 

S_o_Wit** Number of words responding 
to individual i 

0.649 1.768 0 6.616 1.09 

genderi Gender of individual i 0.915 0.279 0 1 1.06 
incloseit Indegree of closeness centrali-

ty of individual i at time t 
4.284 1.862 2.439 7.722 1.19 

outcloseit outdegree of closeness central-
ity of individual i at time t 

4.262 1.872 2.439 8.386 1.15 

N_o_ITit* Number of ideas/suggestions 
contributed by individual i at 
time t 

0.827 0.297 0.033 1 1.07 

*Inversed transformed; ** Logarithmically transformed 

 

                                                           
2 The network on March 2010 was dropped because we attempted to use the social metrics at 

time t to predict their behaviors at time t+1, thus including the social metrics of last month 
makes nonsense. 
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From the descriptive statistics, the mean of N_o_Ii(t+1) is not equal to its variance, 
thus the Poisson regression is not proper to be used here. Thus, we applied the nega-
tive binomial regression (NBR) model to test our proposed hypotheses and estimate 
the coefficients of the formula presented below. To control the heterogeneity of indi-
vidual observation and time lag, we used the pooled, random effect, rather than sim-
ple linear NBR model.  Notably, the μi and εit is the individual specific unobserved 
effect and panel error term respectively. 

 _ _ _ __ _                  2  

 

We present the correlation matrix in Table 2, where we can find all the values be-
tween each pair of inputting variables are less than 0.6. Besides the correlation matrix, 
we diagnosed the multicollinearity by computing the VIF values (in Table 1). Sug-
gested by Greene (2003), if the VIF exceeds10, it is often thought the existence of 
multicollinearity. It is obvious that the VIF values of the inputting variables are low 
enough to avoid the concern of multicollinearity. 

Table 2. Correlation Table 

 constraint involvement gender S_o_W inclose outclose N_o_IT 
constraint 1.000       
involvement 0.197 1.000      
gender -0.022 -0.114 1.000     
S_o_W -0.236 -0.074  0.008 1.000    
inclose 0.083 -0.230 -0.089 0.073 1.000   
outclose -0.178 -0.106 -0.050 0.089 0.272 1.000  
N_o_IT 0.098 -0.001 -0.164 0.102 0.041 -0.110 1.000 

3.2 Results 

The results of the estimated coefficients are presented in Table 3. We have tested all 
models, from the baseline model including all control variables to the full model. Mod-
el 1 is the baseline model, where none of the control variables influences on individual 
innovation contribution. Although previous literatures on both information systems and 
organizational management [28-30] have indicated the gender differences in using the 
IT artifact in the organization and innovation, such difference was yet unfound in our 
empirical results. It is not that the current findings are contradicting to the previous 
works, but our research context restrained to highlight the gender difference. As a con-
sumer electronics company, it is intuitive to be understood that the males predominate 
the whole employee population. Based on the descriptive statistics, our speculation can 
be affirmed, where most of the users are males (mean value is 0.915). The (in/out) 
closeness centrality is not significant across all models, which indicate the network 
position does not affect the results. In addition, the amounts of innovative 
ideas/suggestions contributed by individuals are not affected by that in pre round, 
which indicates the inexistence of unobserved heterogeneity due to the time lags.  
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Model 2 presents the results after the involvement, indicating the frequency of visits, 
was entered. The coefficient is not significant, indicating the extent of individual  
involvement does not influence them to subsequently contribute their knowledge to the 
system for innovation. Such insignificant results could be resulted from the characteris-
tics of the system that we are studying. Differing from conventional IT-artifact, the  
system implemented by Blue is a kind of knowledge aggregator. Thus, there are at least 
two purposes for employees to use such system, namely contributing knowledge (posting 
and commenting) and seeking knowledge, from previous literatures [31]. In this research 
context, how individuals seek knowledge in terms of using this system is unknown  
due to the limitation of our dataset. Thus, we are only able to empirically investigate  
the relationship between the extent of involvement and one dimension of system usage, 
namely knowledge contribution, which could be an alternative explanation why the  
involvement of system usage did not conduce to the dependent variable. 

We entered the variable S_o_W, representing the extent to which each individual 
received the responses from others, into Model 3. The coefficient of S_o_W is signifi-
cant and in the expected direction in our proposed hypothesis, indicating the stronger 
extent of social interaction to individual who have posted content can motivate 
him/her to subsequently contribute more. Model 4 is the full model with all indepen-
dent focal variables and the control variables. The coefficient of constraint has signif-
icantly negative impact, which implies more structural holes in the communication 
network are conductive to the individual innovation. Remarkably, the estimated coef-
ficients of other inputting variables in full model are consistent with those presented 
in previous models, which suggests the results from our empirical investigation are 
solid and convincing. 

Table 3. Results of Negative Binomial Regression Models 

Variables Base model Model 1 Model 2 Full Model 
Coef. 
(Std. Err.) 

Coef. 
(Std. Err.) 

Coef. 
(Std. Err.) 

Coef. 
(Std. Err.) 

constraintit -- -- -- -1.815** 
(0.894) 

S_o_Wit -- -- 0.321*** 
(0.106) 

0.282*** 
(0.091) 

involvementit -- -0.582 
(0.673) 

-0.231 
(0.581) 

-0.349 
(0.651) 

genderi -0.015 
(0.625) 

-0.141 
(0.634) 

-0.455 
(0.666) 

-0.852 
(0.637) 

incloseit -0.025 
(0.147) 

-0.037 
(0.151) 

-0.036 
(0.132) 

0.033 
(0.173) 

outcloseit -0.084 
(0.153) 

-0.088 
(0.156) 

-0.093 
(0.137) 

-0.102 
(0.180) 

N_o_ITit 0.604 
(0.860) 

0.529 
(0.876) 

0.562 
(0.795) 

2.215 
(1.673) 

Log Likelihood -109.599 -109.224 -107.287 -69.035 
df 4 5 6 7 
*p<0.1; **p<0.05; ***p<0.01 
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4 Discussion and Conclusion 

In this article, we empirically investigated how the network positions and external 
factors, i.e. degree of participation and social interaction, influence the individual 
innovativeness. In particular, our results echoed the argument of structural holes 
theory that the individuals having more structural holes show the stronger involve-
ment of innovations, i.e. contributing more novel ideas or suggestions in the online 
platform. Different from previous studies, the higher extent of participation in the 
platform does not affect individual subsequent innovation activities. Interestingly, 
consistent with social cognitive theory, the higher extent to which the individuals 
obtained the responding from his/her peers will encourage his/her future innovation 
contribution. This work serves as the first study jointly adopting the notions of struc-
tural network positions and extent of social interactions to articulate the individual 
innovativeness. In the IS literatures, previous works studying social cognitive theory 
only unveiled the social interactions do influence on the adoption or usage of online 
community. We extended such findings, and initially applied such theoretical frame-
work in the organizational context. Besides the theoretical contribution, the findings 
from this work are conductive to the practitioners. We provided two solutions for 
managers to leverage their employees’ intelligence for future innovation, namely 1) 
manually regulating the position of the individuals in communicative, and 2) encour-
aging staffs to increase their social interactions to maximize their individual innova-
tiveness. Furthermore, the individual employee can also attempt to locate him/herself 
in the brokerage positions achieve higher extent of innovation ability, which may 
benefit for his/her future career development. 

Like all studies, our paper has several limitations, which serves as suggestions for 
future research. First, we only used the archival data to empirically investigate our 
proposed hypotheses. Future studies may adopt multiple sources like self-reported or 
interviewed data to have a holistic understanding. Second, although the panelists in 
our dataset come from different nations, the proportion of Asians are not high. One 
alternative explanation could be that the oriental people are relatively restrained com-
paring with the western people. Thus, they may not be used to share their ideas in 
terms of such open environment. Last but not least, future studies are encouraged to 
continue to investigate the survivability of the contributed ideas. Although numerous 
ideas covering from product innovation to corporate governance can be found in the 
idea pool, this study is not able to foresee the consequence of such contributed ideas. 
Understanding how decision-makers refined such ideas for future usage will be very 
imperative. 
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Abstract. Co-creation is gaining popularity as a means to collect creativity 
from the crowd. With web-based co-creation platforms, the general public can 
participate in the product design process and also gain rewards. In this paper, 
the demands of users to participate in co-creation was explored through the im-
plementation of a co-creation competition, and the motivations of users were 
verified through an empirical research using a web-based experiment with a 
theoretical framework built on the Technology Acceptance Model (TAM). The 
result of the co-creation competition confirmed the existence of demands to co-
create and the analysis of the experiment verified the explanatory power of 
TAM under the context of co-creation, verifying only a part of the TAM3  
constructs. 

Keywords: co-creation, creativity, crowdsourcing, TAM, TAM3. 

1 Introduction 

Co-creation is gradually and effectively changing user involvement in all levels of 
industry. Most digital content platforms handling image scraps, video clips, or writ-
ings are already dependent on user participation as a main source of contents, and 
even some manufacturers of tangible products ranging from tee shirts to automobiles 
are already trying to extract unique values by including customers in the process of 
product design. Especially in manufacturing tangible products, the advancement of 
3D printing technology is accelerating the increase of the depth of user participation. 
Now users hold significance not only as consumers but also as producers of the prod-
ucts. Consequently, there is an increase of needs for manufacturers to understand the 
motivation of users participating in co-creation in order to promote co-creation. 
Through the implementation of a co-creation competition and web-based experimen-
tation, this research will explore the demands of users and the determinants of contin-
ued participation in co-creation. 

In terms of contents co-creation, two important factors made it possible to motivate 
people to create and share digital contents. The first is the advancement of digital 
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imaging technology that led to the development of the digital camera and cameras 
embedded in mobile phones. Since digital cameras are convenient and did not require 
additional costs following the purchase of the device, people started to create a tre-
mendous amount of contents. The other factor is the emergence of web 2.0, online 
platforms such as blog services, YouTube, and social media such as Facebook and 
Twitter that allow for users’ sharing of contents. Moreover, the two factors become all 
the more interconnected with the emergence of smart phones, allowing for even larger 
amounts of contents to be created and shared. Some platforms even enable users to 
create profit by creating contents. Through blogs and YouTube, contents creators are 
gaining profit by advertisement profit sharing; moreover, in platforms for advanced 
contents creators such as App Store and Play Store, developers are given more 
chances to monetize their skills than they were given in the past. 

While research on web 2.0 websites such as user-created contents (UCC) based on 
technology acceptance model or other behavioral models [7], [8], [9] can be regarded 
as empirical research on co-creation in a broader sense, this paper solely focuses on 
co-creation platforms for tangible products. Through empirical analysis of motivation 
in web-based co-creation for tangible products based on Technology Acceptance 
Model (TAM), this study will suggest how to design the platform and procedure for 
the creation for increased participation of users. In this paper, TAM is applied as the 
base theory to analyze the motivation for co-creation. 

2 Background 

The increased convenience of creation and the marketability of created product are 
also important factors that enabled co-creation of tangible products. Manufacturers 
that apply co-creation provide both tools for creation and platforms for actual produc-
tion and sales. Threadless (http://www.threadless.com/), one popular co-creation plat-
form for tangible products, gathers designs from the community and also receives 
evaluations of those designs from the community. Then, Threadless introduces top 
rated designs as actual products every week, and rewards the winner monetarily. As 
of October 6th, 2013, 4,735 designs among 522,033 designs submitted are printed and 
sold. Over 1,200 artists are made profit of 8,774,411 as a reward. The total number of 
the members is over 2.5 million (threadless website, http://www.threadless.com/). 
Such records of Threadless display the feasibility of the co-creation of tangible  
products. 

Local Motors (http://localmotors.com/), a micro automobile manufacturer intro-
duced by Chris Anderson [5], is another popular example of co-creation. Local Mo-
tors produces and sells a vehicle named Rally Fighter. To design Rally Fighter, Local 
Motors organized a competition for vehicle design to avoid similarities with vehicles 
manufactured by big companies. The components of the vehicle were also selected by 
community members, and the entire design of the vehicle was then open sourced un-
der Creative Commons License. Local Motors shows that co-creation can be applied 
to even in industries of sophisticated products as automobiles. 

The advancement of 3D printing technology has opened another dimension of  
co-creation possibilities. In Shapeways (http://www.shapeways.com/), designers who 
can create 3D models of products can upload and sell their products immediately. 
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Shapeways use industrial-grade 3D printers rather than low-cost printers that design-
ers can offer, enabling the production of high quality outputs that are apt for selling 
[6]. The products are printed after the purchase and designers do not have to worry 
about actual production, delivery, or inventory. The service offered by Shapeways can 
make a huge impact to the industries of simple products such as bath supplies and 
desk utilities because the designers can commercialize their ideas without any support 
of organizations. As Local Motors’ Rally Fighter aims for the niche market of  
consumers who want unique vehicles [5], Shapeways can trigger the emergence of 
market of unique and customized home supplies. 

There are many advantages of co-creation that make it an important trend in indus-
try. For the platforms and companies utilizing co-creation, various ideas or designs 
can be sourced by user participation. These new concepts are usually closely related 
to the users’ actual needs; thus, it signals the possibility of the demand for them. Crea-
tion processes involving other users allow enhanced ideas to be produced and filter 
insignificant ideas at an early stage. Furthermore, the fact that the creation went 
through the filtering of the social community further guarantees the interests in the 
products. 

Regarding the participants, co-creation platforms can provide opportunities to ac-
tualize the development of self-made designs and ideas. It usually takes much effort 
to produce tangible products out of a design model or ideas of their own. But with co-
creation platforms, designs or even very crude ideas can become seeds for great prod-
ucts. Quirky (http://www.quirky.com/) is a company that sources ideas from the 
community and convert the ideas to real products. Unlike Shapeways, which requires 
participants to submit a 3D model of the ideas, Quirky collects crude ideas from 
community members. The ideas collected then receive feedback and get votes also 
from community members. In other words, co-creation platforms publicize the means 
of commercialization and production to ordinary people. 

Despite the industry’s interest in co-creation platforms and the need for promoting 
user participation, there is only limited research on the motivation of users’ participa-
tion in co-creation platforms. Vladimir Zwass suggested taxonomy of co-creation and 
listed possible motivators of participation in co-creation [4]. Zwass listed further  
research on those motivators and other factors that affect continued motivation to 
participate in co-creation platforms. 

Furthermore, Zwass divided co-creation into two categories by the co-created val-
ues: autonomous co-creation and sponsored co-creation. According to Zwass, auto-
nomous co-creation can be found in the forms of production of procedural content 
(open source software), production of declarative content, hardware co-creation, de-
velopment of social capital, reputation system, word-of-mouth promotion, collective 
sense-making, appropriable collective ranking for importance, collective sentiment 
expression, and task redistribution. Meanwhile, sponsored co-creation can be found in 
the forms of ideation, idea evaluation, product co-design, product testing, consumer 
resource contribution, product promotion, consumer self-revelation, and consumer-
side customer service. Among those listed forms of co-creation, sponsored  
co-creation as a form of product co-design is closest to the web based co-creation 
platform defined and analyzed in this paper.  
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3 Research Model and Hypotheses 

In this paper, a research model named Co-Creation Participation Model was devel-
oped by modifying the TAM3 suggested by Venkatesh and Bala [3] to confirm the 
validity of TAM and TAM3 as proper models for explaining the motivational factors 
of co-creation participants. 

3.1 TAM and Co-creation 

TAM was first developed by Fred D. Davis, who integrated diverse perspectives from 
expectancy theory, self-efficacy theory, and behavioral decision theory, diffusion of 
innovations, marketing, and human-computer interactions to explain the two primary 
factors that affect the behavioral intention to use the information system in organiza-
tions [2]. Davis suggested Perceived Usefulness and Perceived Ease of Use as two 
factors affecting the attitude for usage. Then with series of empirical studies that fol-
lowed, he confirmed that Perceived Usefulness is significantly related to attitude to-
ward usage and Perceived Ease of Use is indirectly affects attitude toward usage 
through Perceived Usefulness as mediator [2], [10]. 

A number of confirmatory researches on TAM is followed and supported by the 
validity of Perceived Usefulness and Perceived Ease of Use as a determinant of inten-
tion to use the new technology [11]. However, despite solid validations of the model 
and popularity as a base theory of empirical analyses in the field of information sys-
tems, TAM has limited explanatory power due to the parsimonious model. 

Therefore, as an effort to elaborate TAM, Viswanath Venkatesh and Davis sug-
gested Technology Acceptance Model 2 (TAM2), which includes Computer Self-
Efficacy, Perception of External Control, Computer Anxiety, Computer Playfulness, 
Perceived Enjoyment and Objective Usability as factors affecting Ease of Use in 2000 
[12]. In 2008, Venkatesh and Hillol Bala added Subjective Norm, Image, Job Relev-
ance, Output Quality and Result Demonstrability as determinants of Perceived  
Usefulness and suggested technology acceptance model 3 (TAM3) [3].TAM has al-
ready been used in previous research on various information systems including con-
tents co-creation research, even without organizational settings [7], [8], [9]. Since the 
main mediator of the TAM is Behavioral Intention to Use and Actual System Use is 
measured with the frequency and continuity of the system usage, technology accep-
tance can be also defined as development of intention to continued use of the technol-
ogy. Therefore, TAM is generally applicable to the various contexts regarding intro-
duction of new IT based service including co-creation platforms. 

3.2 TAM3 and Co-creation 

Among those validated by Venkatesh, the constructs of Experience, Voluntariness, 
Image, Job Relevance, Computer Anxiety, Objective Usability, and Actual System 
Use were excluded due to the incompatibility caused by the setting of the experiment. 

In case of Experience, because there is no popular co-creation platform with  
tangible output in Korea, no participants had significant experience in platforms of inter-
est. Moreover, because participants were not recruited within organizational context, 
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Voluntariness, Image, and Job Relevance were not able to be measured. And since the 
experiment was carried out with a dummy web platform with one time visit, Objec-
tive Usability and Actual System Use were also unable to be measured properly. 

 

Fig. 1. Co-Creation Participation Model Derived from Technology Acceptance Model 3 

4 Experimental Procedure 

4.1 Measures 

Survey questionnaires to measure the constructs were prepared by translating the 
questionnaires provided by Venkatesh and Bala [3] into Korean. 
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4.2 Stimulus Preparation 

The stimulus was designed based on the structure of threadless, one popular co-
creation platform. Threadless was chosen as the service model because although up-
loading an illustration of tee shirt design is relatively easy, the illustration is one of 
the main features that define the characteristic of the product. 

The stimulus was developed using Ruby on Rails (Rails), a popular web develop-
ment framework based on Ruby programming language. Rails was chosen because it 
is suitable for fast prototyping by supporting scaffolding functionality which provides 
basic structure for create, update, delete, show, and list the records. A big number of 
plug-ins called Gems are also available as an open source, which make it easy to add 
functionalities including authentication, image upload and image handling. 

After development of web application, the application at first was hosted using he-
roku (Sic.). Heroku (https://www.heroku.com/) is a PaaS (Platform as a Service) that 
provides a package of virtual machine, web server, and PostgreSQL database. 

4.3 Data Collection Method 

The stimulus was composed of a fully functional web platform for uploading and 
rating tee shirt designs and task guides floating on the bottom right corner of the web-
site. Tasks were designed to guide participants to use all the basic functionalities in-
cluding signing up, editing profile, uploading, and rating designs. Since evaluating 
other designs is as important as uploading designs for the community to operate, the 
task required participants to rate more than 5 designs to proceed. 

After conducting the tasks requested, participants were redirected to an online sur-
vey composed of measures from TAM3. The questionnaires were translated into Ko-
rean and the answers were measured using 7 point likert scale as in Davis research in 
1986 [2]. 

4.4 Pilot Interview 

Before actual data collection, a pilot interview was conducted to check the existence 
of bugs or errors and to confirm that participants could fully understand and perform 
tasks as guided. The interviewee was a college student majoring in visual design to 
assure the interest in co-creation services on designs. 

The interviewee was asked questions while following predefined tasks and changes 
on-screen. The conversation was recorded. After finishing all the tasks defined, the 
interviewee was requested to provide additional feedbacks. 

After the pilot interview, the acquired feedbacks were applied to the stimulus web-
site, modifying the design for better understandability and correcting vague expres-
sions in the questionnaire. 

4.5 Participant Recruiting 

The roles of users in co-creation platforms can be classified into three categories: 
creators, evaluators, and consumers. However, the users of co-creation platforms tend 
to not to choose a single role. Both creators and consumers actively participate in  
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the use of the system”[18], [3] which means that providing technical support and giving 
high level of freedom while using the co-creation platform can positively affect the  
perceived ease of use, eventually promoting continued participation in co-creation. In 
addition, Computer Anxiety is defined as “The degree of ‘an individual’s apprehension, 
or even fear, when she/he is faced with the possibility of using computers’”[18, 3] in 
TAM3 which suggests setting target users with people who are comfortable with using 
computers may decrease negative effect on continued participation. 

6.2 Limitations and Further Research 

Although confirming the existence of needs for co-creation platforms and validating 
TAM as the base of co-creation research were successful, providing the direction to 
promote the participation of co-creation was unsuccessful due to the limited confirma-
tion of constructs. 

The inconsistency of the research model can be explained by the difference of con-
text between TAM, TAM3, and the experimentation in this paper. TAM was original-
ly developed for explanations of technology acceptance in organizational setting, and 
TAM3 was for the expansion of TAM under the same context. Even though TAM 
was applicable in context other than organization due to its parsimoniousness, TAM3 
is too context-specific to be used under non-organizational context. Therefore, it is 
more proper to expand TAM under the context of co-creation than to apply TAM3 as 
a research model. 

Besides the suitability of the research model, another limitation results from the 
short duration of service usage. For example, the assessment of Output Quality and 
Result Demonstrability can be affected over persistent use of the service. The Output 
Quality can especially be dependent on the score rated by community members but 
participants were not able to receive proper social feedback because they visited the 
website only once before answering survey questions. Regarding the specificity of the 
context, different methodology such as field research surveying the actual users of 
existing service or longitudinal research with development and execution of real ser-
vice is suggested for future research. 
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Abstract. This paper presents the pilot study of a project for which the main
aim is to implement an evaluation methodology service for the identification of
the best locations on Cypriot web space based on eye tracking studies. Adver-
tising budget, social demographics and web usage are some of the factors that
are being considered. During this pilot study, a description in existing patterns
of advertisement placement on websites is first presented. Then we present the
methodologies of two pilot studies where user data are collected with the use
of eye tracking technologies in order to understand how users look at Web ad-
vertising and how effective each location is as well as Marketers’ questionnaire.
Stimuli were three Cypriot websites with advertisements of various types and
three locations: ads being static and animated, types being skyscraper and dis-
play ads and location varied around the page. Eye-tracking data are compared to
ad choices of marketing managers in Cyprus who rated the ad position and it’s at-
tention value. Results demonstrate the correlation between user attention, advert
types and the value as rated by marketers. This pilot study revealed conclusions
that could form the basis towards predicting ad effectiveness of webpages with
the use of ad number, location, size, and type.

Keywords: advert attention, online advertising, eye tracking, CPM.

1 Introduction

In traditional advertising the main focus is on the consumer’s attitudes and behaviors.
This was also initially the focus in online advertising research as well; focusing on
attitudes and behaviors towards ads, medium reliability, product involvement and web-
site’s context congruity for example. This has however now changed. In terms of online
advertising, the focus is now on issues of ad effectiveness, such as attention, display-
ad advertising formats and visual design issues. Online ad pricing is often based on
placement, document arrangement, frequency and size [11]. Other transaction-based
measures to determine online ad effectiveness is click-through rates, registrations, and
purchases [8]. Media characteristics, informativeness, irritation, and entertainment pro-
vided by the ads are also factors that can influence ad effectiveness [5].

The lack of effective measures for online campaign evaluation, as well as, the expo-
nential increase in the number of commercial websites - and consequently the increase
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of available online advertising spots - raise the question: “Which advertising locations
have to be chosen by an agent in order to optimize the effectiveness and maximize
the visibility of an online campaign?” Currently, the answer to that question is ad-hoc,
purely subjective, and is provided by advertising agents who typically choose the po-
sition based on their personal experience, non-informative web analytics and on the
motto: “the higher the position of the ad on the page, the more effective it is”.

Similar with the rest of the world, Internet in Cyprus is now used as a mean of
low cost targeted advertising. With more than 30 thousand Cypriot Websites and with
Cyprus Web usage rising to 50,2% in 2010, online advertising is now the upcoming
trend in advertising expenses in Cyprus. The increase in the number of commercial
Cypriot Website, and consequently the increase of available online advertising spots
raise the question: Which advertising locations has to be chosen by an agent in order
to optimize the effectiveness and maximize the visibility of an online campaign? There
are currently around 10 thousand available advertising positions and types of advertise-
ments. Currently, online advertisement placement is highly subjective and is performed
by an advertising agent who typically chooses the position based of his personal expe-
rience, generic statistical data and on the motto that “the higher the position of the ad
on the page, the more effective”.

In this paper we present the results of a pilot study towards the implementation of a
novel methodological framework for the evaluation of the effectiveness and the impact
of online advertising based on the ad’s visibility. First we present an overview of online
advertisement studies. Then we describe the methodology of the two studies: user eval-
uation with an eye tracker and the questionnaire given to marketers. Results are then
presented and discussed.

2 Online Advertising

Online advertising is more popular and economical than traditional advertising meth-
ods. However, the effectiveness of internet advertising remains controversial. Compar-
ing how well both forms of advertising (online vs. traditional) attract viewers’ attention
is worth further research investigations. It has been reported in one study that online
users are less likely than readers of printed media to register ads [10]. Others have
argued that traditional principles in advertising do not apply to the web [4]. In tradi-
tional advertising the main focus is on the consumer’s attitudes and behaviors. This was
also initially the focus in online advertising research as well; focusing on attitudes and
behaviors towards ads, medium reliability, product involvement and website’s context
congruity for example. This has however now changed. In terms of online advertising,
the focus is now on issues of ad effectiveness, such as attention, display-ads advertising
formats and visual design issues.

2.1 Ad Placement and Pricing

It has been reported by PricewaterhouseCoopers that advertising revenue reached $5.1
billion in 2009, in the US alone. A total of 47% of that amount is represented in In-
ternet advertising revenues. Display ads generated $2.4 billion in the same period. The
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IAB internet advertising revenue report (2012), conducted by PricewaterhouseCoop-
ers, states that internet advertising revenue in the US reached $17.0 billion, for the first
six months of 2012. This represents a 14% increase over the first six months of 2011.
Search and display ads generated the most revenue in the second quarter of 2012. Search
revenues were estimated at $4.1 billion and display-related advertising at $2.9 billion
respectively for this period. The auction-based pay-for-click advertising model has con-
tributed to search advertising revenue growth [8]. Two differences between display-ad
and search advertising relate to their design and placement. A search ad is text-based,
has a title, description and a link to a landing page. Advertisers have little control over
design elements, such as colour, animation and image. This is not the case in display ad-
vertising, where there is control over such elements. Display ads may be placed on any
part of the web page, unlike search ads, which are placed on either on top or right-hand
side of the search results. They are also displayed together with competing ads.

Online ad pricing is often based on placement, frequency and size [11]. Other
transaction-based measures to determine online ad effectiveness is click-through rates,
registrations, and purchases [8]. Web document arrangement is another factor that must
be considered for pricing, as previously discussed by [11]. This is determined by the
depth of a website on a meaningful path. Media characteristics, informativeness, ir-
ritation, and entertainment provided by the ads are also factors that can influence ad
effectiveness [5].

Consumers’ online shopping behaviors have also gained researchers’ interest. Luo
[8] focused on determining the impact of a search ad on brand attention. It is based on
a user recalling a search and recognizing the brand that was displayed in that search ad.
By determining this, it is then possible to examine the effect of search ad placement on
brand recall and recognition. The theoretical lens of the limited capacity model of atten-
tion and theories of search behavior were considered. The study investigated three key
variables for search ad recall and recognition: ad positioning, search ad’keyword asso-
ciation and search result quality. Interesting results were that a top-positioned search
ad did not generate more attention than a side-positioned search ad. Top-position ads
have been regarded as the most marketable, with a premium price associated to them.
The study questions whether this premium price is warranted and if it is actually worth
being the highest bidder for all related keywords. They suggest a more cautions and uni-
form bidding strategy when perusing top-positioned ads at least. Interactions between
keyword selection, search ad position, and search result quality must be considered by
advertisers in their strategies. Defining semantically related keywords that can repre-
sent company brand however, will result in a bidding war between competitors. It is
thus suggested that advertising budgets be used more wisely and creatively to identify
relevant contextually related keywords instead. As a result, there will be less compe-
tition for those types of keywords, thus ads being displayed more often with the same
budget [8].

Wang and Day [11] explored the changes in attention distribution on banners, as
users’ advances along a meaningful path, through an eye tracking study. Their findings
indicate that web document arrangement can be more efficient if the most interesting
content is placed in either the earlier or later phases, while material more demanding
of mental resources is placed in the middle phases. This is based on the notion that
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when following a path, user attention is not the same at every point in time. The user’s
peripheral vision is more sensitive at the earlier and later phases of the path. This vision
declines in the middle phases of the path, resulting in side ads being mostly ignored
in this phase. Consequently, pricing of ads should also be based on the depth of the
webpage on a meaningful path [11]. Conventionally, pricing has been determined on
the basis of placement, frequency and size. The findings suggest that web document
arrangement is important too. To induce user interest the most intriguing content should
be displayed in the early and later phases. Only once the content has captivated the user
does it make sense to present material which is more demanding of mental resources,
as user attention is already high.

2.2 Attention Evaluation

Ad type also has a significant impact on ads being noticed. Therefore, investigating ad
types has also been area of prime interest for the research community. The effect of
different ad types on users’ attention, intrusiveness and ability to remember these was
the focus of [9] investigations. Results indicated that participants who were exposed to
ads were 11% less likely to visit or recommend that particular website. Lin and Chen
[7] concluded that in addition to ad type, ad position and animation length significantly
impact user’s attention. In this study, the click-through rate for advertising effectiveness
was examined. The aim was to determine the effects of design factors on animated on-
line advertisements. An eye tracker was used to monitor users while browsing websites.
Results indicated a logistic regression model with an order effect. A significant interac-
tion effect between the ad type and the ad position was also observed. Lastly, there was
an interaction between ad position and animation length.

The effect of animation and ad format on the attention and memorization of on-
line ads has also been investigated in [6]. This study was conducted in the context of
consumer perception and processing of advertising. Eye tacking was used to measure
consumer attention in a variety of real-world ads. Recognition and recall tests were
used to assess ad memory. The results indicated that animation had little or no effect
on attention. This is its main advantage, as memory evaluation tasks can be executed
without requiring participants to clearly recall test material. In essence it involves re-
minding the participants by providing them with cues within the environment. Recall
tests however is based on recalling information from memory without assistance from
an external source. Recognition tests are usually easier than recall and were also applied
in Hsieh and Chen’s study [4]. As an example consider a GUI interface in comparison
to a command line interface. GUIs are easier to use because they do not require the
user to remember commands, as is the case of a command line interface. Buscher et al.
[1] used an eye tracker to investigate how people view and interact with the results of
search engines. Factors that were found to influence the viewing behavior are task type,
ad quality and the sequence in which ad quality is alternated. To determine what makes
a web page appealing for generation Y users an eye-tracker was used to follow the eye
movements of the users, as they browsed selected pages [3].

However, an interaction effect between animation and ad format was observed. This
suggests that the animation effect is conditioned by the ad format. Similar results were
discovered in Lin and Chen [7] investigations as well. Furthermore, animation on
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skyscrapers had a positive effect while on banners it was negative. Yet, improved recog-
nition was observed on banners containing animation.

In Castagnos and Pu’s [2] consumer behavior and decision support systems’ study,
the selected decision entities and information entities were observed, as consumers
searched for products. The eye-tracker followed the consumers gaze, and to analyze
their eye movements, heat maps were applied. This aided the process of determining
where their eyes fixated the most. Access logs that contained the time users spent on
each webpage and the clicks they made were also used for data collection.

3 Methodology

Two studies were performed in order to investigate marketers’ and user’s advertisement
perception and attention. Both are used as pilot studies towards the design of the final
study that will be used for the framework implementation. This section presents the
methodology of both studies that included eye tracking and questionnaire techniques.
Stimuli were three Cypriot websites with advertisements of various types and loca-
tions: ads being static and animated, ad types being skyscraper and banner and ad loca-
tion varied around the page. An eye-tracking platform was used to collect gaze points
and fixation of participants while navigating each webpage. Subsequently, a number
of eye-tracking statistics were calculated based on the fixations in each area of interest.
These statistics include a percentage of visitors attending to the ad, time to first fixations
and attention-bounce rate (percentage of single-fixation glance at the ad). The websites
and advertisements shown will not be named and instead special coding will be used
throughout the paper. However, as all three pages had the same layout, advertisements
shown and locations that were examined followed the schema that Figure 1 shows. The
dotted line divides the page into the two sections: above and below the fold.

Fig. 1. Website Schema representing the three locations
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Fig. 2. Marketers’ Perceived Attention Scores

3.1 Study I: Marketers’ Ad Perceived Attention with a Questionnaire

The questionnaire study was performed during a local marketing conference. Eighteen
(18) marketing managers from various Cypriot companies were given a questionnaire to
complete. They were given three (3) screenshots of Cypriot websites and three advert
placements on each page were highlighted and empty. Each Marketer was asked to
select one location on each website that they would place a given ad. The given ad
had a travelling theme and was the same for all participants and for both studies. Then
they were asked to provide the percentage of views (impressions) they feel that, based
on their experience, will actually attend to the advertisement at the selected location.
The score indicates the perceived value of the particular location to the Marketer. For
example, if a Marketer specifies a score of 80% indicates that the marketer anticipates a
20% of paid inventory to be unnoticed. Moreover, the Marketer is willing to accept the
fact that 20% of his paid impressions will not be seen.

3.2 Study II: User Ad Attention with an Eyetracker

Eyetracking allows us to carefully follow and analyze what is being looked at and when
it is being viewed. The second user study aimed to understand users’ advert attention on
the three locations for each examined website with the use of an eyetracker. The study
took place at the Cyprus University of Technology and participants recruited were aged
from 21 - 50 and included staff and students. During the study, 80 participants took part
on the eyetracking study. Eye movements were recorded during the experiments with
an eye tracking system developed in-house.

The participant was placed in front of the computer and after the eyetracking calibra-
tion was asked to browse through the Webpage. There was no specific task to complete
as advert attention should be affected by any reason. So the participant was asked to
browse the page as he would navigate on his own time. Maximum time for each page
was limited to two minutes. Each participant looked at all three webpages but the ex-
amined advert was shown on only one of the three locations on each page. The website
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Table 1. Data collected from Marketing Questionnaire

Location Pages
P1 P2 P3 Total

N Attention (%) N Attention (%) N Attention (%) Avg. N Avg. Attention (%)

L1 6 65.8 4 81 7 56 17 68
L2 10 63 12 59.5 10 57 32 60
L3 2 35 2 75 1 40 5 50

The number (N) of Marketers’ who selected each location per page and their average perceived attention for each location
per page.

shown was the live version and the advert in question was injected on one of the three
locations randomly keeping the balance between the three locations. Stimuli (webpages
and advert creation) were the three pages that were given during the marketers’ ques-
tionnaire.

3.3 Data Analysis

The study findings are discussed with respect to the attention that users gave to the
advert on the three locations and three pages in relation to the marketers’ perceived
attention. Then we discuss how this relates with the actual budget that an advertisee
will need to spend or ends up overpaying. During the two studies data collected in-
cluded gaze points, fixations of participants, percentage of visitors attending to the ad,
time to first fixations and attention bounce rate and marketers’ percentage of perceived
attention.

Table 1 shows the cumulative data as per the marketers’ location selection. Atten-
tion column represents the average attention percentage that the marketers gave for the
associate location and page. N represents the total number of the participants that se-
lected the associated location for each page. It is important to note that L2 was selected
the most throughout the three pages with an average of 60% perceived attention. This
means that most of the marketers would place an ad creative on the second location
which is on the right hand side and above the fold of the page and would expect an
attention of 60%. On the other hand, the highest attention score was given on the first
location even though the specific location was not selected.

Figure 2 shows the scores that each page and location received as per the advertising
experts’ opinion and perception. Location L2 received almost the same attention score
throughout the page. This shows that marketers expect that this location is consistent
throughout the pages and “secures” a 60% attention score. Further, L3 receives consis-
tently the lowest score between the three locations for each page. This implies that there
is a perception of less attention between the above and below the fold page areas.

During the eyetracking study data collected and used for quantitative analysis in-
cluded gaze time, dwell time, and first fixation. Table 2 shows the data as per the loca-
tion per page with a focus on the number of users that actually saw the investigated ad
in a percentage score. The rest of the scores are averages between the users as given by
the software.
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Table 2. Data collected from EyeTracking Study

Website Location Users Actual Attention Time to See Effectiveness Dwell (seconds) Observation Length

P1 L1 73.68 70.7 32.260788 2085
P1 L2 36.67 34.31 6.567597 597
P1 L3 26.1 19.75 4.7165502 786
P2 L1 44.44 43.52 1.7078292 427
P2 L2 63.64 49.32 1.890108 270
P2 L3 41.67 33.68 1.050084 210
P3 L1 73.9 72.64 12.6445228 658
P3 L2 45 42.08 8.136 904
P3 L3 34.8 26.27 3.719721 465

Eyetracking data per page and location: User’s actual attention

Fig. 3. Marketers’ Perception vs Users Actual Attention Scores

Figure 3 demonstrates the two attention scores collected from marketers and users
respectively. One can easily notice that out of the 9 scores given only two of them are
lower than the actual users’ attention. This implies that marketers tend to overestimate
the attention that an advert will receive. In order to notice the difference between the
three locations, the average of all three pages was used to draw the chart shown on
Figure 4. As the figure shows, marketers have a correct understanding of the overall at-
tention flow but they overestimate the amount of attention that the location will receive.
In addition, it is important to note that L3 receives the least attention, something that
was concluded previously as well.

In order to interpret the location attention overestimation from marketers with re-
spect to the budget, each location was assigned a Cost Per Mille (CPM). The CPMs
used were based on the amounts that one of the page advertises and are: L1:e5, L2=e7
and L3=e2. Table3 lists the difference in the two attention scores as well as the respec-
tive cost difference in money-wise. Figure5 demonstrates this difference in cost and
attention perception. As the figure demonstrates, even though the highest attention dis-
crepancy is on the third location, the highest cost in the second location due to the most
expensive CPM. As most advertisees will tend to select the second location, advertisers
will make more money due to this location.
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Table 3. Comparing Marketers’ Perception and Users’ Actual Attention

Locations Users Actual Attention Marketers Perceived Attention Discrepancy Overpay CPM

L1 64 67.8 3.82 19.1 5
L2 48.4 59.9 11.4 80 7
L3 34.2 50 15.8 31.6 2

Users’ and Marketers’ attention per location demonstrating the difference in attention and budget allocation

Fig. 4. Marketers’ Perception vs Users Actual Attention Scores per Location

4 Discussion and Future Work

As the data revealed, location L2 was selected the most throughout the three pages with
an average of 60% perceived attention even though the highest perceived attention score
was assigned to the top location, L1. This shows that even though the top location would
receive the highest attention, marketers tend to select the right hand side location. This
aligns with other studies that users and potential customers tend to recall and recognize
adverts that are on the same area with the main content of the page as their peripheral
vision “looks” on the creative for a better qualitative time. Further, data showed that
there is a perception that adverts placed below the fold of the page do not receive much
attention and they are not selected to be presented. This is also supported with the eye
tracking data.

The eye tracking evaluation revealed an interesting observation: Marketers tend to
overestimate the attention each ad location receives and underestimate its true cost. As
per the results there is a discrepancy between the marketers’ perceived attention and the
actual user attention on the adverts. Transforming this discrepancy with the allocated
CPM per location reveals that advertising on the middle of the page costs more and with
the highest discrepancy. This result should be noted by both marketers and advertisers
in order to provide and distribute their budget on the right locations.

One of the limitations with this study was that the eye tracking study was performed
on the live sites. This caused the injection of the advert to fail on some cases limiting
the number of participants that saw the specific site. However, both pilot studies will
be followed by an extensive and bigger in sample size in order to collect more data.
This will provide more robust conclusions to implement the prediction framework. For
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Fig. 5. Score and Budget Descrepency

example, data will provide the impact of location, ad creation type, ad size and website
content in relation to user’s attention and perception.

5 Conclusions

This paper presents the pilot study of a project for which the main aim is to implement
an evaluation methodology service for the identification of the best locations on Cypriot
web space based on eye tracking studies. This study demonstrates the correlation be-
tween user attention, advert types and actual market value.

Further data are being collected in order to form more robust conclusions. How-
ever, this pilot study revealed conclusions that could form the basis towards predicting
ad effectiveness of webpages with the use of ad number, location, size, and type. The
results of the project will be based on a large sample of eye-tracking measurements
( 500 participants, on 2000 adverting location in top performing Cyprus websites). The
methodology combines factors such as the advertising budget, target audience, advertis-
ing spot pricing, internet reach, and a number of eye-tracking metrics in an optimization
framework to pin-point the best campaign placement allocation.

Currently, online advertisement placement is highly subjective and is performed by
an advertising agent who typically chooses the position based of his personal experi-
ence, generic statistical data and on the motto that “the higher the position of the ad on
the page, the more effective”. Questions such as “Which advertising locations has to be
chosen by an agent in order to optimize the effectiveness and maximize the visibility of
an online campaign?” will be answered using this framework. This innovative project
would benefit anyone who want to advertise on the Web since it will be based on factual
research with an eye tracker and volunteers from Cyprus. Advertising will now be based
on facts, not just speculative statistics. The outcome of this project will help the future
of advertisement on the Web. Eyetracking should be used as an alternative medium of
examining and developing the most effective advert campaign, ensuring that users will
look on the ad and money spent are worth spreaded throughout the websites.
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Abstract. Recommender systems present an effective alternative to subject 
access in the domain of reading for leisure. They are particular valuable for the 
discovery of novel and serendipitous finds. In the recommender system evalua-
tion literature, a trade-off has been recognized between accuracy and sur-
prise/non-obviousness, and more recently, that between accuracy and diversity 
of the recommendation set. It is argued in this paper that a proper balance be-
tween accuracy and diversity might lie in users’ “preference diversity,” a con-
struct we propose to represent how wide a user’s reading interests are. Users 
with more diverse interests might appreciate more novel and diverse set of rec-
ommendation. Drawing from marketing literature and our own empirical  
studies, this paper discusses how the motivation for diversity might influence 
users’ preference for cultural goods such as books and music, and more specifi-
cally their responses to recommendations.  Future study is needed to further 
examine the relationship between user preference diversity and proper degree of 
diversity of the recommendation set. 

Keywords: Recommender Systems, Preference Development, Preference Di-
versity, Social Book Search. 

1 Introduction 

1.1 Recommendation and Book Finding 

The access to books, especially books for leisure, presents a unique challenge to 
searching.  While traditional IR is based on the assumption that topical relevance is 
somewhat attainable between a query and a document, users’ preference for imagi-
nary works such as books and music is more subjective and their needs for such 
works are much more difficult to be represented by queries. On the one hand, it has 
been known to be problematic to provide subject access to imaginary works as they 
are created to entertain and inspire instead of imparting knowledge on a certain sub-
ject [1]. In the context of traditional human indexing, it is difficult to anticipate what 
contents, subjects, or topics a reader might be interested in at the indexing time. Even 
with the growing capability of full-text searching with books, it is seldom the case 
when the reading experience sought by the users can be easily expressed with queries 
and matched by words in a book. It has been shown that in the library setting, com-
pared to subject search, known items search accounted for the great majority of 
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OPAC use as users often rely on sources in their information environment sources for 
interesting things to read [2]. A study of library user searching for fictions also 
showed that, the effort spent in browsing the search results was much a greater contri-
butor to user satisfaction with the search results than the effort invested in querying 
[3].   

The advance of social media presents a cue-rich information environment for seek-
ing interesting books to read, an area where traditional IR devices is less effective.  
Recommender systems provide an ideal alternative to the access of books for leisure 
as they are able to circumvent the thorny issue of representing the content and user 
needs on the two sides of IR process, therefore greatly reduce users’ search cost. Fur-
thermore, recommender systems are particularly valuable for content discovery and 
exploration where, unlike in the task oriented search context, users might not have a 
clear idea about what exactly they are looking for [4,5]. They are often able to bring 
attention to users potentially interesting items that they will otherwise not be aware 
of, thus adding serendipity to the book finding process. User-generated contents in the 
form of reader reviews also provide necessary cues for the judgment of books, which 
greatly reduce readers’ transaction cost.  Indeed, there here have been efforts to util-
ize user-generated contents from Amazon and LibraryThing for book searching and 
recommendation [6,7].   

While the early development of recommender systems has been driven by accuracy 
based evaluation metrics, there have been calls for a broader set of evaluation criteria, 
especially those dimensions that reflect user experiences [8,9]. One of the consistent 
issues in the design and evaluation of recommender systems is the balance between 
accuracy and “non-obviousness” of recommendations [10]. While the recommenda-
tion of accurate, yet previously known items might foster user confidence, their pres-
ence represents less novelty and serendipity. Another related issue that has also drawn 
growing attention is the “diversity” of interests reflected in the recommended set 
[11,12]. One of the assumptions based on which recommender systems operate is that 
users with similar profile in the past will have similar preference in the future. There-
fore recommender algorithms rely heavily on similarity measures. However, it has 
been pointed out that recommended items generated in the traditional accuracy driven 
algorithms might become too similar to each other. As a result, it is feared that re-
commender systems might produce highly homogeneous and popular items and leave 
out the niche items that are of potential interests to the user. To address such a con-
cern, there have been recent efforts to solve the apparent diversity-accuracy trade-off 
in the recommended list [13-16].   

Another way to look at the “accuracy-nonobviousness” or “accuracy-diversity” di-
lemma might be taking into account the psychological traits of the users. It is easy to 
imagine that there are users who prefer accurate recommendations while others are 
more open to exploring novel items. We take the position that there is no one-size-
fits-all recommendation technique to all users. Instead, recommender techniques 
should be applied adaptively to users of various kinds of psychological traits. In this 
article we proposed the construct of “preference diversity” to denote how wide an 
individual’s reading interests are. We believe that, to solve the dilemma between rec-
ommendation accuracy and diversity, the system needs to take into account how di-
verse the users’ interests are. In other words, for users with wider reading interests, a 
more diverse recommendation list might be appreciated more and vise versa. In the 
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following sections we will the development of the construct from literature in market-
ing and personality psychology. Drawing from our previous research, we also  
provided evidences regarding how users’ preference diversity might influence the 
performance of different book-finding tools on social media.  

2 Literature Review 

2.1 User Preference Characteristics and Recommendation Strategies 

With the growing popularity of personalized recommender systems in e-commerce 
sites, their application and impact in marketing have also drawn growing interests. 
Unlike in computer science where the dominant interest is in algorithm development, 
in marketing literature more attention has been given to the psychological traits of the 
consumers that might influence the effectiveness of the recommender systems. Here 
the focus has been on how to strategically apply recommendation techniques for con-
sumers with different cognitive and affective traits such as personalities [17], cultural 
orientations [18], and preference development [19]. The construct of “preference 
development” is particularly interesting as it challenges the fundamental assumption 
of recommender system, that is, that users have well-defined and reasonably stable 
preferences so data of users’ past buying/browsing behaviors can be used to infer their 
future preference.  Furthermore, users all have sufficient insight into their preference 
so that they are capable to recognize the customized offers that best match their needs. 
According to Simonson [19], the concept of “preference development” can be further 
distinguished into two dimensions: “preference stability”, which refers to the extent to 
which consumers have stable, well-defined preference; and “preference insight”, 
which refers to the degree of self-knowledge consumers have about their preference.  
Though first proposed in a broader context of customization of products and services 
in general, we found the concept of “preference development” particularly useful for 
the conceptualization of leisure book readers’ relationship with the recommender 
systems. Without the assumption of preference stability, it will be difficult for the 
system to apply what it learns in the past to infer users’ preference in the future, and 
without preference insight, the users might not be able to readily recognize the items 
that best serve their needs. In their study involving movie recommendations, Shen and 
Ball [20] found that user who have higher self-assessed preference stability appreciate 
customized offering more and have a more favorable attitude to the learning relation-
ship when recommendations are customized. Also conducted in the context of movie 
recommendation, Kwon et al. [21] found that the effectiveness of different types of 
recommendation techniques depended on the type of the preference development 
configuration an individual is in.  It was shown that content-based recommendation 
technique is most effective when the user has high preference stability and preference 
insight.  

2.2 Preference Diversity 

Inspired mainly by Simonson’s theorization of the relationship between preference 
development and customization, we have attempted to explore psychological traits 
that might influence the effectiveness of recommender systems. Three aspects of  
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users’ preference structure: knowledge, involvement, and “preference diversity” were 
proposed in our study of the effectiveness of the different book finding approaches 
available on aNobii, an online social networking site for book lovers (See Appendix I 
for the questionnaire text). While preference development and product involvement 
have been widely studied in users’ response to online decision aids in marketing lite-
rature, preference “diversity” was a novel construct we created to represent how di-
verse of an individual’s reading interests are.   

By “preference diversity” we meant to represent how narrow/wide or di-
verse/convergent one’s reading interests are. Individuals with highly homogenous 
preference are those who, when choosing books to read, seldom divert much from 
their favorite genres or authors. Individuals with a diverse preference, on the other 
hand, are those who have wider reading interests and are less confined to a certain 
genre or types of readings.  The construct of reading diversity was created with the 
aforementioned trade-off between recommendation accuracy and non-obviousness in 
mind. It is felt that the proper balance between accuracy and non-obviousness might 
lie in how willing or motivated a reader is to seek novel experience.  We speculate 
that people with diverse reading interests are more willing to venture out of their  
familiar genres and favorite authors and therefore more receptive to nonobvious rec-
ommendations. More adventurous readers might prefer novelty and serendipity over 
accuracy. They might also appreciate more a diverse recommendation list. Individuals 
with more concentrated reading preference, on the other hand, might appreciate famil-
iar genres or authors.  We initially wish to come up with a construct to represent how 
willing a reader is to venture into previously unfamiliar reading interests. Several 
related psychological constructs that might reflect the willingness to try novelty 
emerged in our review of literature. The first was the “variety seeking” behaviors in 
marketing research. Variety-seeking in consumer behavior is defined as the tendency 
for an individual to switch away from the item consumed on the last occasion[22,23]. 
It has also been defined more broadly as the tendency of individuals to seek diversity 
in their choices of service of goods [24]. Three motivating factors for variety seeking 
behaviors have been identified previously: 1. Satiation/Stimulation induced, or direct 
variety seeking where the switching is derived from an intrinsic need to avoid bore-
dom and gain more stimulation, which describes the situation where the consumer 
switch brands just for a change[24], 2. External factors induced, or derived variety 
seeking where the brand switching is triggered by external factors (e.g. promotion or 
convenience) or constraint (e.g. out of stock), and 3. Future preference uncertainty 
induced, where consumers seeking variety to keep a portfolio of options as a hedge 
against future uncertainties or as a means to preserve their continued interest in favo-
rite options. Variety seeking has been mostly studied from the perspective of brand 
loyalty and customer retention. Marketers have been interested in the reasons why 
customers switch brands, especially the occasions of “true” or direct variety seeking.  
For example, it was found in Van Trijp et al. [25], that relative to repeat purchases, 
variety seeking behaviors is more likely to occur when the consumers has a higher 
“need for variety”, a low involvement with the product category (in the case of the 
study, three product categories were chosen: beer, hand-rolled tobacco, and ciga-
rettes), lower strength of preference, lower purchase frequency, and when the product 
category has a stronger hedonic features. The “need for variety”, which was operatio-
nalized by the consumer-specific Exploratory Acquisition of Product (EAP) scale [26] 
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designed to capture consumer’s tendency to seek sensory stimulation through chang-
ing consumption experience, was particularly interesting as it was found to interact 
with many of the product related variables.  For example, the effect of the intrinsic 
“need for variety” was found to be particularly salient when the product category has 
stronger hedonic features [25]. The construct of the intrinsic need for variety in con-
sumption seems, at least semantically, to relate to the second psychological construct 
we came across, namely, “openness to experience” in personality psychology [27,28]. 
Along with extraversion, agreeableness, conscientiousness, and neuroticism, openness 
is considered as one of the five fundamental dimension of personality [28]. As the 
label suggests, “openness to experience” represents a broad aspect of preference for 
the novel and the diverse in life experience, “an active motivation to seek out the 
unfamiliar” [27]. Interestingly, it has been shown that “openness to experience” is 
related to the liking of a variety of types of music outside the mainstream pop music 
[29]. It was also shown that openness to experience is related to liking for a wide 
range of music types [30]. These psychological constructs, whether it is variety seek-
ing in consumer behavior or openness to experience in personality psychology, lend 
support to the idea that a similar personal trait can be created more specifically in the 
context of book searching. As stated earlier, we suspect that the degree of users’ “pre-
ference diversity” might influence whether they would favor a more non-obvious 
book discovering/recommendation method.  

2.3 Some Findings 

We have conducted an empirical study with an aim to test whether aNobii (a social 
media site for book lovers) users’ preference characteristics might impact the perfor-
mance of different book finding tools. Among the three book-fining methods tested, 
browsing known authors’ works and browsing similar bookshelves are more accuracy 
driven, while and browsing friends’ bookshelves represent a more exploratory mode 
of searching.  A total of 50 regular aNobii users took part in the study where they 
were asked to find and save books to read using alternately the three book finding 
methods. The performance criteria were based on their browsing and saving behaviors 
and their perception of the tools. We hypothesize that, users’ preference characteris-
tics, which were elicited by a pre-search questionnaire, would influence the effective-
ness of these three book finding techniques (See figure 1).  Our results did indeed 
indicate that users’ psychological traits played a mediating role between the three 
book finding methods and their performance. It was found that while the known  
author browsing technique was most effective for users whose preference is more 
developed and refined, the browsing friends’ bookshelves approach was the most 
effective method for highly-involved readers [9]. 

Our findings indicated that the degree of preference diversity did somewhat nega-
tively impact the performance of browsing known authors’ books than the other two 
methods: browsing similar bookshelves and friends’ bookshelves, which tend to pro-
duce books by unfamiliar authors. In other words, the performance of browsing 
known authors, as measured by percentage of items considered and saved during the 
search process, tended to be slightly worse, though the result was not statistically 
significant. It was also found that, from users’ perspective, browsing friends’ book-
shelves was the most interesting and the most effective method in terms of broadening  
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Fig. 1. Graphic presentation of the relationship among the variables  

users’ reading horizon. The other interesting finding was that users with high reading 
preference diversity also found browsing similar bookshelves less effective in ex-
panding their reading horizon, a performance criterion designed to reflect the learning 
aspect of exploratory tool use [4]. As Table 1 shows, a negative main effect of author 
browsing and a negative interaction effect between preference diversity and using 
similar bookshelves were found on expanding users’ reading horizon, which gives 
another evidence of the mediating role played by preference diversity on system  
effectiveness.   

Table 1. Predictors of “broadening reading horizon” 

Dependent variable: horizon expanding 
 Beta   
Diversity       -.07 
Tool_Author -.29** 
Tool_Friend  .14 
Tool_Similar -.10 
Diversity X Tool_Author -.06 
Diversity X Tool_Friend  -.08 
Diversity X Tool_Similar  -.18* 

**<.01, *<.05 

Besides the questionnaire instrument designed to measure users’ preference diver-
sity, we have been also exploring non-obtrusive ways of its measurement. This is 
done by observing the network configuration of a user’s bookshelf. Using the books 
owned by a user to represent her/his reading interests, our method involves observing 
how connected these books are. Intuitively, the higher connectivity among the books 
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owned by a user, the less diverse her/his reading interests ought to be. With the book-
book co-ownership data available on aNobii, the books in each individual bookshelf 
can be represented as a book-book similarity network.  The number of components or 
other meaningful clustering in a user’s book-book similarity network can then be used 
as a measurement of her/his reading preference diversity. In other words, the more 
components in the network of books in an individual’s bookshelf, the higher her/his 
reading diversity is.  Indeed, the method we proposed, which involved counting the 
number of component in the network, has been shown to be moderately correlated 
with users’ self-assessed reading diversity [31].  

3 Discussion and Conclusion 

Previous researches in recommender system have most been driven by prediction 
accuracy. However, recently we have seen more efforts to explore other evaluation 
criteria such as novelty and diversity that reflect important aspects of user experience 
with the system. In marketing literature, efforts have been made to look into how 
users’ preference development and other psychological traits might influence their 
response to different recommendation techniques, with a view to adaptively applying 
different recommendation techniques with users in different preference development 
stages. The concept of users’ “preference diversity” was proposed that aimed to 
represent how narrow/wide or diverse/convergent one’s reading interests are. There 
seems to be conceptual overlapping between reading diversity and stability as both 
reflect how changeable an individual’s reading interests are. But there are also signifi-
cant differences. One can imagine a reader who has diverse yet stable reading inter-
ests and an individual who has a very discerning taste yet at the same time is open to 
trying new things. While as Simonson pointed out, “preference stability” is essential 
for the recommender system to establish an effective learning relationship with its 
users, we are more interested in how the users with different degrees of reading diver-
sity might respond to the recommended items. Even though novelty and diversity 
have attracted increasing attention in recommender system research, so far little re-
search has been done to explore the relationship between readers’ preference diversity 
and the diversity of the list of recommended items. A future research is needed to test 
such a relationship.    
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Appendix I. Text of the Questionnaire Instruments for Preference 
Characteristics  

 

Factors Items
Preference development I have little difficulty judging whether I would enjoy a 

previously unread work

I have a fairly good idea about what I want to read

I know where to find books that might be of interest to me

I have trusted book alerting sources, which I follow faith-
fully

I trust my own judgment of books and am not easily 
swayed by others

Preference diversity *I rarely venture out of the authors or genres that I have 
enjoyed

My reading interests are rather broad and hard to be pi-
geon-holed

I constantly try out unfamiliar authors or genres
*My reading interests are fairly stable

Involvement I keep a habit of reading, even when I am busy
I keep monitoring new publications for interesting 

things to read
How important would you say reading is to you?

*the scores were reversed in accordance to the semantics of the factor
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Abstract. The paper presents a usability evaluation of the Graphical User Inter-
face (GUI) of an Electronic Health Record System (EHR). The topic of interest 
was to explore the system’s usability in the context of nursing process docu-
mentation. A cognitive walk through approach was used. The data were  
analyzed with content analysis and the results show that challenges identified 
were related to navigating and finding information in the system. Even though 
there were problems in progressing from one phase to another in nursing 
process documentation, the system represented some types of predictability and 
consistency in the functions. Education, training and support are needed to be 
able to use the EHR for nursing documentation. Mandating standardization re-
garding format, content and terminology to improve the EHR systems functio-
nality regarding facilitate nursing process documentation is recommended.  

Keywords: Electronic Health Record, Usability evaluation, Nursing documen-
tation, Nursing process. 

1 Introduction 

Information technology (IT) systems are developed for the purpose of supporting 
quality by facilitating work and information flow. Electronic Health Record Systems 
(EHRs) are IT systems developed and implemented in the healthcare services over the 
last twenty years. According to Norwegian law, the EHRs have to contain information 
related to the patient’s need for healthcare and the background for the needs including 
the health care given to patients [1]. Healthcare professionals are obliged to document 
these in the EHRs [2]. The main purpose of the EHRs is to support the information 
flow and working processes and reduce costs in healthcare and welfare services [3-5] 

IT systems are implemented with varying success [5-7]EHRs included [8, 9]. The 
implementation success depends on several factors [6, 10]. System quality in terms of 
usability is one of these critical factors for success [6].      

Usability refers to the interactive products, capacity to enable users to perform 
their tasks in a safe and efficient manner[11, 12]. Usability objectives are that the 
system is effective, efficient and safe to use, and that it has good utility, is easy to 
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learn and easy to remember how to use [12]. Usability engineering methods are  
essential for conducting evaluations in order to improve the system’s usability [13]. 
Usability seems to be an important factor for adoption of computer-based nursing 
documentation systems [14, 15].  

This study examines the usability of one of the most widespread EHRs used  
in municipalities in Norway [16]. The data are compiled and summarized according  
to a qualitative approached in order to highlight the effects on nursing process  
documentation [11].  

2 Aim 

The aim of this study is to evaluate the usability of the Graphical User Interface  
(GUI) of an EHR in order to explore the system’s usability regarding nursing  
documentation. 

3 Background 

Nursing documentation was imposed by Norwegian law in 2001 [2]. Knowledge 
about the importance of systematic documentation represented to support quality in 
individual nursing care has its history back to when modern nursing evolved in the 
late 1800s [17]. According to Kärkkäinen et al. (2005), nursing documentation should 
contribute to make individualized patient’s care visible [18]. EHRs represent expecta-
tions of improved healthcare service, but several factors impact and challenge the 
outcome of electronic nursing documentation [5, 19, 20]. The GUI of the systems, 
design quality, feature functionality as well as project management, procurement, 
users’ and the end users’ previous experience are factors of importance [14]. Different 
requirements from different professional users adapted to different areas and mar-
keted from different vendors, impact development of the EHRs. This complex picture 
challenges a national EHR implementation project [21].  

Häyrinen et al. (2010) stated that although EHRs may facilitate standardized nurs-
ing documentation based on the nursing process,1 use of the nursing process varies 
across patients. Häyrinen et al. (2010) found that there was a lack of continuity, and 
nursing process systematics in the documentation [9]. Vabo (2013) noted similar find-
ings in a Norwegian study [22]. Clinical decision support systems (CDSSs) integrated 
in the EHR have the potential to significantly improve the quality of nursing care and 
documentation [19]. Fossum et al. (2011) found that lack of training, resistance to use 
computers and limited integration of CDSS, created difficulty in using the CDSS 
within the EHR and the poorly designed GUI represents barriers.  

According to Kellermann et al. (2013), the efficiency of implementation of health-
care systems is not in proportion to what was expected. This is largely due to poor 
adoption connected with systems that are neither easy to use nor interoperable [5]. 
Kellermann et al. (2013) highlight the need for standardized systems that are easy to 
                                                           
1 The nursing process defined by four phases; 1. Needs assessment, includes the patient's health 

data, 2.Determining of nursing diagnoses and nursing care aims, 3. Planning and delivering 
nursing interventions, and 4. The evaluation og outcomes [8]. 
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use and interoperable, as well as promoting accountability of health care providers to 
reengineer processes to benefit from the efficiencies offered by health IT [5]. Keenan 
et al. (2013) recommend standardization of format, content and words used in nursing 
documentation. Further, they recommend usability testing to ensure that tools in the 
EHRs facilitate a shared understanding of the patients’ care plan [23]. There is also a 
need for an international terminology in EHR development to support semantic inte-
roperability [21]. The business issues by comparing vendors may be contributing to 
the development of standardization of EHRs delay [24].   

There may also be a predefined goal that implementation of EHRs should contri-
bute to increased time for patient care by decreasing time for documentation. A sys-
tematic literature review concludes that this is not realized [25]. An important factor 
for user acceptance of computer-based nursing documentation systems is how the 
systems’ functionality is able to support nurses’ workflow [26].  

4 Method 

The usability evaluation method used in this study is based on the cognitive walk-
through (CW) approach. This approach is a task analysis focusing on how well a task 
can be completed while using the system, and how easy it is to learn and use the  
system. The method investigates how the system’s cues assist the users in performing 
tasks by exploring and learning, rather than knowing how to use the system[11, 27]. 
The method identifies sequences where typical users will succeed or fail with the aim 
to systematically identify and characterize failure situations [28].  

4.1 Sample 

Eight participants were included in the test panel. According to Nielsen and Landauer 
[27], eight participants is an appropriate number in a small project to explore usability 
[27]. The sample contains eight registered nurses (RNs) in the municipal healthcare 
services. Electronic literacy refers to the ability to use the advantages inherent in elec-
tronic tools for reading and writing [29], and it is important to aspire to avoid the 
participants individual electronic literacy’s impact on the evaluating test. Inclusion 
criteria were that the participants used IT daily, and that they were using another EHR 
system as a tool for their daily documentation of nursing and to provide statutory 
demands for documentation in their daily practice.  

4.2 Procedure 

The test is a synchronous remote usability evaluation [30]. The test was performed in 
a test laboratory with a one-way mirror. The test persons were asked to think-aloud 
while performing the tasks according to the presented nursing scenario. A moderator 
was sitting next to the RNs, reminding the RNs to think-aloud. A researcher in  
the observation room observed the RNs` actions, reactions and the screenshots. The 
entire usability test was videotaped. A small survey was used to measure the user 
satisfaction at the end of the session supplied by a free text questionnaire.       
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The test scenario used was a typical situation where they should document nursing 
care for a patient currently living in a nursing home. The scenario focuses on nutrition 
and a dehydration health problem. The situation was logically arranged according to 
use of the nursing processes in four phases: Assessments, including the patient's 
health data. Determining of nursing diagnoses and nursing care aims. Planning and 
delivering nursing interventions. Evaluation of outcomes [9].  

To avoid bias regarding attitudes toward the system, the participants were told not 
to talk to each other about their experiences while performing the test.  

The participants were logged onto the system when the test scenario started. The 
first task described was: Go to the patient’s journal. Further steps were to find the 
information regarding the patient’s nutrition status. Where would you intuitively go to 
find it? Determine the nursing diagnosis and determine aims relevant for the patient. 
Enter the intervention; “measure the consumption of drinking”.  Enter data about 
what the patient ate and drank for supper (evaluation outcome). Store the data that has 
been entered. Finally, navigate out of the patient journal, and go to another patient 
journal. 

4.3 Ethical Considerations 

The test scenarios were fictitious. The participants in the test gave written consent to 
participates, and had the option to decline to participate at any time without conse-
quences. It was of importance that the participants felt well under the test situation. 
To avoid pressures of performance, it was emphasized that this was not a knowledge 
or a skills test. 

5 Analyze and Results  

The video records, screenshots, survey and results from the free text questions were 
transcribed and analyzed with qualitative content analysis [31]. The analyses focuses 
on the manifest content, meaning that the transcribed text is analyzed to describes the 
visible and obvious components [31]. The data from the survey were analyzed using 
descriptive statistics.  

The video files were transcribed and analyzed according to three perspectives: 
what the participants said and how they interacted with the system. Which movements 
the participants made in the GUI, and what help and guidance the participants needed 
to accomplish the tasks. Time, from start to the end, was measured and calculated. 
The coding categories according from which data were analyzed were classic aspects 
of Human Computer Interaction (HCI), and are described as: information content that 
concerns whether the information system provides too much or too little information; 
comprehensiveness, graphics and text which concerns whether a computer display is 
understandable for to the subject or not; problem of navigation is an aspect that con-
cerns whether the subjects have difficulty finding the desired information or computer 
screen; and the last aspect is overall system understandability that concerns whether 
the icons, required computer operations and system messages are understandable [11]. 
All participants considered themselves as experienced IT users. Further they consi-
dered themselves as experienced users of EHRs, two of whom stated to be experts. 
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5.1 Information Content  

All participants, except one, reported that there was too much information in the main 
GUI and referred to toolbars, buttons and menus. On the other hand, they found there 
to be a lack of information about their functions in the system. They found it confus-
ing that toolbar buttons were presented both vertically and horizontally, and the ex-
plaining text induced by the cursor was considered to be imprecise. 

Finding information where it was expected to be found, was rated low by the par-
ticipants (table 1). When looking for information about the patient’s nutrition status, 
no such information was found. In this purpose, all participants were looking for a tab 
providing access to the patient`s care plan where information about the patient`s 
health data was obviously expected to be. None of the participants was sure where to 
move, and they had three different suggestions where information of the patient`s 
health data was expected to be found. Two tabs in the screen were denoted with the 
word "plan" in a combination, and it was not clear which should be selected for the 
current purpose.  

Information in the system that promoted clinical decision support was considered 
as positive by all the participants. Some of the participants were surprised by achiev-
ing this type of information. It was expressed that this contributed to saving time, and 
was regarded as a manual or reminder about what was to be written in the current 
area. 

5.2 Comprehensiveness, Graphics and Text 

Whether the functions were organized in a logical way was ranked rather low by the 
participants (table 1). The participants needed guidance to progress from one step to 
another in documentation according to the test scenario. The problems seemed to be 
both selecting the correct level in the three structures and then selecting the correct 
tab for the current phase in the nursing process.  

Which levels or tabs should be selected was not clear to the participants when en-
tering data into the system, or when retrieving data from the system. Some tabs` titles 
in the same GUI was imprecise regarding the text term; hence, this made it difficult to 
know which options to choose for the given task. For example which of two tabs to 
choose; “report” or “evaluation” in order to document according to phase four in the 
nursing process. One of the participants said: “This was not easy. I like to enter evalu-
ation report, but do not understand how to do it. This is what makes nurses with less 
IT literacy than me confused”. 

5.3 Issues of Navigation 

According to the survey, issues in navigation are rated high by the participants (table 
1). The size of the letters, the text and the button were considered to be too small. 
This result corresponds to the video and screenshot data where the participants are 
striving to find the function that they need to accomplish the tasks. They tried differ-
ent icons along the toolbar and the menus.  

When performing the task, Looking up the patient journal, all participants failed  
by trying to enter the patient`s name, using the cursor and searching over the GUI.  
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All participants except one need guidance to find the patient’s journal. The average 
time to locate the patient’s journal was 2 min. 40 sec. The one who found the patient`s 
journal without guidance used 1 min and 45 sec. The patient’s journal was found by 
using the icon “patient journal” on the toolbar. This function allowed access to the 
patient`s index file.  

To complete the test scenario, the participants used average 17.58 min. (min 14.14, 
max: 23.14). 

Table 1. How the participants answered their perceived user satisfaction (n=8)* 
       
 1 2 3 4 5 6 7 
The features of the system supported my needs 0 2 2 0 1 2 2 
The features of the system worked as I expected 0 1 3 2 1 0 1 
The available features of the system were satisfactory 0 0 2 3 1 1 1 
The system was easy to use 2 1 1 3 1 0 0 
The system was pleasant to use 0 3 3 1 1 0 0 
The system was flexible 0 1 4 2 1 0 0 
It was easy to navigate the system 2 3 1 2 0 0 0 
Letter size was appropriate 1 2 2 1 0 2 0 
The font was appropriate 1 0 0 2 1 3 1 
The headings that describe the features of the system were meaningful 0 1 3 2 1 0 1 
I found the information I needed, where I expected to find it 2 1 3 2 0 0 0 
The organizations of the features are evident 1 3 0 1 3 0 0 
I found the functionalities of the system where I expected to find them 1 3 3 1 0 0 0 
The amount of information was appropriate (not too much or too little) 0 1 2 2 1 2 0 
I could complete the documentation by using the main menu 2 2 3 4 0 0 0 
I could easily document the nursing using the system 0 2 0 3 1 2 0 
They presented the measures in the system were relevant to the issue of 
patient 

0 1 1 1 1 2 2 

It was easy to find the data I needed 2 3 0 1 2 0 0 
The system supports the work process in relation to the documentation 
of nursing 

0 1 0 3 1 2 1 

The system supports all steps of the nursing process 0 0 2 3 0 2 0 
Overall I am satisfied with the system's usability in relation to planning 
and documenting nursing 

1 1 1 1 2 2 0 

 * Distributed on a Likert scale from 1; totally disagree agree to 7; totally 
agree was used 

       

5.4 Overall System Understandability 

Two of the participants expressed explicitly that this system and functions were com-
pletely different from the EHR system that they regularly used.  

Table 1 shows that the participants, to a limited extent found the functions in the 
system to be indicatively organized. All participants had problems finding the pa-
tient`s journal. The observation shows that they all expected to find the journal by 
writing the patient`s name in the presented box, but were not able to find the button to 
accomplish this. Six of the participants tried the “Enter” button, without results.  

All participants had problems entering information into the system, and they all 
needed guidance to find the function. They had to activate an icon on the toolbar 
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named “new row”. This designation was not perceived as descriptive of the function it 
served. This “new row” button was used by the participants in order to complete the 
further tasks in the test scenario without guidance. Five of the participants stated that 
they needed some more time and training to be able to use the system. 

The survey shows that the participants to some extent, were positive toward the 
system`s usability regarding facilitating nursing care planning, and nursing process 
documentation (table 1).  

6 Discussions  

The usability problems that challenges the participants in this usability evaluation 
study correspond to findings in other studies described [5, 14, 19]. The participants 
were not able to accomplish the tasks presented in the test scenario without guidance 
from the moderator.  

As reflected in the literature, the EHR may be a facilitator regarding continuity and 
nursing process documentation [9]. Despite the opportunities that information  
technology entails, Häyrinen, et al. (2010) found a lack of continuity in nursing  
documentation. The authors suggest that one of the reasons may be due to EHRs sys-

tems not supporting the nurses’ work flow[9]. The participants in this study could not 
find information regarding the patients’ health data, and it was not intuitive where this 
information should be found. The lack of logical organization of functions in the  
system caused problems selecting the correct function for a given task. Further, the 
participants had problems navigating in the system and the comprehensiveness chal-
lenged the documentation in the different phases of the nursing process. Required by 
Norwegian law, EHRs have to contain information related to the patients need for 
healthcare and the background for the patient`s needs, including the healthcare given 
to patients. As the literature describes, nursing documentation may be deficient in 
many situations [9]. Incomplete nursing documentation and imposition of the law 
challenge the vendors to develop EHRs that facilitate nursing documentation accord-
ing to the law. This is currently not the case according to this usability evaluation 
supported by the literature [24].  

Even though the participants stated to be experienced IT and EHR users, they were 
only to a small extent able to use previous experiences in accomplishing the tasks. 
Some of the participants explicitly stated that this system worked very differently 
from the one they knew. This may be a result of the different vendors developing the 
EHR solutions, and an absence of general demands of standardization according to 
user interface, functionality, text terms and terminology as the literature suggest [21]. 
One way to improve the system might be to impose mandated standardized terminol-
ogy, format and content. Standardization is recommended in the literature in order to 
both improve ease of use and to facilitate semantic professional terminology.  
Standardization will also improve communication and understanding among health 
professionals regarding patient care, and interoperability among healthcare systems 
[5, 21, 23]. 

What the participants found to be positive using the system was the information in 
the system that promoted some type of professional decision support. They consider it 
as contribution to save time, and to support documentation quality. Previous research 
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indicates that implementation of EHR is not likely to save time in documentation 
[25]. These findings may be due to the limitations the current generation of EHR 
represents. According to the literature, CDSSs integrated in the EHRs, have the poten-
tial to improve significantly the quality of nursing care and documentation. Even 
though the findings in this evaluation study indicate a positive contribution to facili-
tate nursing process based documentation, there are still some challenges to overcome 
before it becomes effective [19, 32]. 

Comparing the finding in the survey (table 1) with the findings in the video and 
screenshot, it does not completely correspond. Overall, the findings from the survey 
are more positive regarding the system’s usability than the observations from the test 
laboratory. This might be due to the participant’s previous experience with EHRs, by 
not been used to an intuitive user interface [5, 14]. Even though the observation in this 
usability study suggests that the system is learnable by representing some type of 
predictability and consistency in the functions, education and training is required to 
learn to use the EHRs.  

7 Conclusions 

This usability evaluation shows that poor usability and lack of intuitive user interfaces 
makes the system difficult to use without knowing the system. According to the litera-
ture, it is likely that usability is important to discuss according to other EHR systems. 
The need for proper education, training and support to be able to use the EHR in the 
best manner, so that documentation required by law might be safeguarded, is impor-
tant. To improve the EHR system`s functionality regarding facilitating nursing 
process documentation, it might be necessary to mandate standardization regarding 
format, content and terminology. 
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Abstract. This paper extends the analytic framework of user experience design 
into the area of strategic management by adopting the VRIO framework. We 
adopted value-rarity-imitability-organization (VRIO) framework and applied 
this integrated scheme into the investigating market cases. The first case study 
is the analysis of competitive advantages of two successful smartphone device 
makers, Apple (iPhone) and Samsung (Galaxy). UX Values (attractive design, 
ease of use, diverse applications), Rarity (simplicity, innovative interface, eco-
system), Imitability (patent, brand identity), and Organization (UX control 
tower, role of CXO) are employed to analyze and compare the strategies of 
those two most successful smartphone makers. In the second case study we 
compared the UX strategies of Google and Naver in the global and local levels. 
Through the case studies this paper shows a strong implication that UX can be 
extended into the corporate resources and capability, and VRIO framework uti-
lized for the analysis of competitive advantages for the market leadership. 

Keywords: User experience design, Strategic management, VRIO framework, 
Apple, Samsung, Google, Naver. 

1 Introduction: VRIO Framework for UX Design Strategy 

Since the revolutionary success of Apple, the competitive advantage of most ICT 
products and services in the contemporary market is now gained from the domain of 
user experience (UX) beyond the functionality and efficiency. Witnessing the market 
failure of companies who didn’t pay much attention to the user-oriented design, e.g., 
Nokia, Motorola, RIM(Blackberry), and SONY, there has been, however, a little ef-
fort to explore the analytic framework for competitive advantage of UX design in 
terms of the strategic management.  

Strategic management seeks analyses and choices to gain competitive advantages 
(Barney & Hesterly, 2012). That is, the goal of corporate management is the generat-
ing the competitive advantages over other companies in the market. It is the strategy 
that is the process of determining the best solution to achieve the goal. 

Market leadership, or competitive advantage, is determined by how effectively the 
company creates more economic values of its products and services than those of  
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competitors.’ Consequently, the economic values in the market is appraised by how 
much consumers get the benefit out of the experiential use of the products and services.  

The outcomes of competitive advantages in the market are not only the profit maximi-
zation but also sustainability of the corporation (Porter, 2008). Definitely, profit maximi-
zation through the consumers’ heightened value perception of products is the basic  
management performance standard in most of corporations. However, witnessing the 
market failure of once glorious, dominant, innovative companies such as Nokia, SONY, 
Motorola, RIM, Dell, and Microsoft, we believe that long-term sustainability is also an 
important management performance goal in this fast changing ICT market.  

VRIO Framework 

When a corporation sets and implements strategies to achieve profit and sustainabili-
ty, it is necessary to establish a framework for analysis, decision making, and evalua-
tion of possible strategies. The VRIO framework (Barney & Hesterly, 2012) posits 
that the resources and capabilities are the core components of strategic management 
process. The VRIO framework helps to provide analytic and systematic answers to 
those questions: 1) Does a resource enable a firm to utilize the opportunity and neu-
tralize a threat?;  2) Is a resource currently controlled by only our company or by 
only a small number of competing firms?; 3) Do other firms without the resource face 
disadvantages in obtaining or developing it?; and 4) Are our firm’s values, proce-
dures, structures organized to support the actualization of its valuable, rare, and cost-
ly-to imitate resources?  

Focusing on the product quality differentiation, rather than on the cost differentia-
tion, we applied the VRIO framework into the User Experience Design. Table 1 
shows the summary. 

Table 1. VRIO Framework for UX 

Component Evaluation Criteria (question) Example: Apple’s iPhone (mainly on 
the introduction of 3GS in 2009) 

Value Does our product have UX 
values that consumers perceive 
as competitive edge over other 
products?  

 Attractive design 
 Ease of use 
 Diverse applications 

Rarity Are those UX values provided 
only by our product and per-
ceived as rare by consumers?  

 Simplicity 
 Completeness 
 Platform & App Store 

Imitability Do other companies have diffi-
culties with copying or develop-
ing those UX values?  

 Interface design patent  
 Seamless multi-device coordina-

tion (iPad, iPod) 
 Brand Identity (Cultural icon of 

Innovation) 
Organization 
 
 

Are our firm organized effec-
tively to utilize those valuable, 
rare, and costly-to imitate re-
sources?  

 Corporate level UX control tower 
 Charismatic leadership and deci-

sion making  
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2 Case Study #1: Apple vs. Samsung 

The first case study is the analysis of competitive advantages of two successful smart-
phone/tablet device makers, Apple (iPhone) and Samsung (Galaxy). The collapse of 
Nokia and Motorola in the smartphone market clearly demonstrates that market fail-
ure can be caused by the weaknesses in the value creation, differentiation, market 
barrier, and organizational structure/processes of UX resources in the company and its 
products. Representing the first mover and the fast follower of smartphone makers, 
the VRIO analysis of Apple and Samsung presents a very interesting and insightful 
case study of UX’s contribution to the competitive advantage for the corporation.  

Most of HCI pundits and even average users believe that Apple is the most ad-
vanced company in terms of user experience design.  The brand image of “easy, 
simple, and attractive” has been accumulated from the earlier personal computers 
with GUI, that is LISA(1983) and McIntosh(1984). Actually, iPod(2001) and iPhone 
3GS(2009) were the  first products of Apple which achieved market leadership and 
competitive advantage in the music and in the mobile phone industries, respectively. 
Those groundbreaking impacts on the ICT market have made UX perceived as the 
most critical component of the revolutionary success of Apple (Banjarin, 2012).  

What are the Apple’s own UX strategies which generated the new entrant’s 
landsliding advantage over preexisting competitors? Generally, Apple’s UX capaci-
ties are summarized as three points:  

1. Minimalism or Simplicity: Apple is perceived as the most progressive company, 
but has been conservative in adding features. That is, “less (feature) is more (user 
experience)” has been Apple’s consistent strategy. Most IT manufacturers tend to 
keep preexisting features and add additional features in the new product, which 
sometimes creates the ‘feature creep’ or the complexity. However, for example, 
Apple did not install radio feature in the iPod until 2009 (Isaacson, 2011).  

2. User segmentation by skill level: Most companies utilize user segmentation by demo-
graphic categories or lifestyle groups. However, for simplicity and ease of use, Apple 
has applied novice-experienced user segmentation into every aspect of the interaction 
design such as information architecture and interfaces (Baty, 2009).  Basic features 
can be learned instinctively by novice users and the cognitive overflow of information 
was restricted. Advanced features are usually hidden but the setting options can be 
found by experienced users, often generating a ‘surprise effect’.  

3. Coherence of user experience (same UX, different UI): Since many users are sur-
rounded by multiple devices, e.g., PC, TV, tablet, MP3 player, and smartphone, 
and they sometimes use them simultaneously or consecutively. The N-screen envi-
ronment creates ‘distributed interaction’ (Reeves et al, 2004) or multi-devices ex-
periences. The complex environment always requires a seamless integration of UX 
design of multi-device usage. Beyond embedding the same OS and consistent in-
terface styles, Apple set the design strategy for integrating the different screen  
sizes and use contexts of each devices, thus ended up with providing.   

UX Values (e.g., attractive design, ease of use, diverse applications), Rarity (e.g., sim-
plicity, innovative interface, ecosystem), Imitability (e.g., patent, brand identity), and 
Organization (e.g., UX control tower, role of CXO) are employed to analyze and com-
pare the strategies of those two most successful smartphone makers in the global market.  
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When a Samsung’s rivalry smart phone with Windows 6.0 OS (Haptic 2) was mi-
serably defeated by iPhone 3GS even in the domestic market of S. Korea, its sustai-
nability in the smartphone market was not anticipated by most market analysts and 
HCI experts. Poor UX design of their TouchWiz interface was blamed for the main 
reason of the market failure.  

However, Samsung implemented successfully a fast follower strategy and, in a rel-
atively short time period, gained the market leadership by enlarging the gaps between 
competitors in Android OS smartphone industry. Their fast recovery of market com-
petence can be explained well by VRIO framework. The Android OS was open to all 
competitors, so basic features were not the differentiating values. Samsung absorbed 
the UX principles and design details of the market leader, Apple, and quickly im-
proved the satisfaction level of user experience. Taking full advantages of manufac-
turing resources and capabilities, the mobile division of Samsung Electronics offered 
diverse line-ups by inch-by-inch screen sizes. Not all of them were survived, but 5 
and 6 inch screens were accepted by market. For the large screen phones (Galaxy 
Note & Tab), they applied UX differentiation strategy by adding stylus pen and draw-
ing interactions. The 4 inch screen and no-stylus pen were Apple’s UX strategy for 
giving users the comfortable feeling of grip and minimal interaction, but a better visi-
bility in a larger screen and a notetaking with an always carrying mobile device were 
the rare values that Samsung intended to create for diversely segmented phone users.  

Table 2. VRIO Framework of UX Strategies: Apple vs. Samsung 

 

Also, Samsung’s attempt to build their own OS(Bada) and app store (Samsung Apps) 
was not successful in the market, but the trial and error contributed to the UX differentia-
tion through activation of UX R&D and internalization of UX-oriented decision making 

component Apple (iPhone) Samsung (Galaxy) 
Value  Simplicity 

 Ease of Use 

 Attractive Design 

 Ease of Use  

 Diverse line-ups by screen sizes  

Rarity  Own app/content platform 
(AppStore & iTunes)  
 Seamless integration of 

multiple devices(iPhone, iPad, 
iTV) through iCloud 

 Customized version for carriers 

 UX Differentiation (stylus pen 
for Galaxy Note) 
 Development of own OS and 

platform (Bada and Samsung 
Store) 

Imitability  Design & interface patent 

 Brand image of ‘innovative 
and simple UX’  

 Brand image of ‘technological 
edge of UX’ 

Organization  UX control tower (role of 
CXO: Steve Jobs) 
 Consolidated accounting 

system  

 Independent design center 

 Internal competition among 
design teams 
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procedure. Instead of Apple’s integrative brand image of ‘innovation’ and ‘simplicity,’ 
Samsung initially pursued differentiating brand identity of ‘technological edge.’ Lat-
er, they changed their marketing strategy toward more human-centered image through 
massive UX-oriented marketing campaigns.  

In order to maintain the competitive edge in the UX, it is necessary to develop in-
ternal organizational structure, decision making procedure, corporate culture, and 
performance evaluation metrics. In lack of Apple’s creative and hegemonic star CEO, 
Steve Jobs, who governed all aspects of product and service UX strategies with a 
small number of design creative team (Lashinsky, 2012), Samsung utilized a hierar-
chical organization structure in order to maximize their design capacities. They 
scouted UX specialists from universities and other companies, expanded the design 
center, and founded overseas UX research centers (e.g., UX Innovation Lab, UX Mo-
bile Lab, UX Services Lab, Visual Display UX Lab in the Silicon Valley).  

3 Case Study #2: Google vs. Naver 

The second case study is about the search engine/portal industry. Google has gained 
the market monopoly in all countries with only two exceptions: Baidu in China and 
Naver in S. Korea (Yahoo Japan is now affiliated with Google search engine). Consi-
dering the socialist political system of China, the Naver is the single case of market 
winner over Google on the glove.  

Utilizing the VRIO framework, we compared the competitive advantages of 
Google’s and Naver’s UX strategies in the global and local levels. The case study of 
Naver in S. Korea demonstrates well that UX design can be critical resources for 
management strategies in the local market where domestic players are faced with 
fierce competition with global ones.  Strategies for localization of interface designs 
and taming of local user experiences have led to the familiarity with the local brand 
and distinctive interaction styles.  

Compared to Google’s simplicity, usefulness, consistency values originated from 
the sophisticated high-tech search engine algorithm, Naver’s strategies for market 
competition were internalization of online information in terms of content generation, 
tagging, selection, and display, heavily dependent on human labors and exclusive 
contracts with content sources.  

Naver’s closed walled-garden ecosystem contrasts clearly with the Google’s open 
eco-system, and the local service’s competitive edge was gained from the rarity and 
difficult imitability of UX strategies. For example, regardless of disputes and blames 
over openness spirit of the Internet, Naver had blocked their webpages from indexing 
by other search engines. In leveraging of the network effect, i.e., the economic law of 
‘the rich get richer,’ Naver outpaced once a dominant competitor, Daum Communica-
tions, but the strategy was different from the market leadership transition from Yahoo 
to Google. Limiting the range of information accessibility, instead, Naver attracted S. 
Korean Net users by providing the one-stop & all-in-one solution of culturally custo-
mized information needs. The domesticated convenience and ease of use have made 
online users familiar with their localized interaction mode and interface styles. A local 
subsidiary of Google once launched a massive publicity campaign but in vain for 
changing the user habits. Because Google runs global service, their localization  
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strategy often conflicts with global brand identity and lacks corporate capabilities for 
localization.    

Also, for the sustainability and brand identity, the company has built a unique or-
ganizational structure and internal process of UX: the top level managerial decision 
making by combining research, design, marketing units into one and by CXO’s pres-
ence in the de facto control tower.  

Table 3. VRIO Framework of UX Strategy: Google vs. Naver  

 

4 Conclusion and Discussions 

Applying VRIO framework into two case studies, we attempted utilization of strategic 
management for the UX design. The market failure and the collapse of Nokia and 
SONY clearly demonstrate why the UX as a practice requires management viewpoint.  

SONY illustrated well the importance of UX management in the era of conver-
gence. Ando Kunitake, the global IT market leader Sony’s CEO in 2001, proposed the 
concept of ‘ubiquitous value network’ and addressed that “new technology needs to 
drive people into the world in which information and data can be accessed anywhere, 
using any type of personal devices.” (Comdex Keynote Speech, 2001. 
http://edition.cnn.com/2001/TECH/ptech/11/12/comdex.sony.keynote/index.html). 
SONY’s new strategy implemented with the alliances with Ericsson and the combina-
tion of PC, laptop, game console, digital camera, phone, and wristwatch. Already, 
they had entertainment content resources to deliver over their devices through music 
(CBS Records) and movie (Columbia Pictures) studios.   

Most pundits believed at that time that SONY’s convergence strategy was the right 
way to lead the future market and it had enough resources and capabilities. They 
made Walkerman, VCR, camcorder, CD player and their brand was perceived as the 
most innovative and reliable. Also, their design capability had been acclaimed every 
year at Red Dot awards.  

In 2014 the portrait of once most valuable brand, SONY, is far behind the prospect. 
Their smartphones are not perceived as popular or luxurious in the outside of domes-
tic market. Global market share of their smartphone has not surpassed 5% since the 
introduction of Xperia series. Other products such as TV, laptop, media players lost 

component Google Naver 
Value  Simplicity, usefulness, con-

sistency 
  Localization of interface design 

Rarity  Diverse & useful services   Walled-garden content system 

Imitability  Brand image of “the most 
useful & technological edge” 

 Brand image of “local familiari-
ty” 

Organization  Hidden UX control tower for 
maintaining simplified homep-
age and brand identity  

 CXO’s presence in the control 
tower: consolidation of research, 
development, design, and market-
ing 
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market leadership over once second-tier manufacturers such as Samsung, Apple, and 
Lenover. Many pundits expect now their little chance of coming back to the market 
leadership.    

The main reason of SONY’s losing competitive advantage in the ICT industry lies 
in the failure of UX strategy for changing market paradigm. Their past success history 
in the era of supply demand market made SONY blinded from the poor user encoun-
ters with their products and services, in other words, the ‘moment of truth’ (Norman, 
1984). Each product still has top level technological edges and design aesthetics. 
However, they failed to create the satisfactory easy to use and integrative user touch 
points that consolidate user experience of using their multiple devices. They proposed 
the convergence of contents and devices, but users couldn’t perceive expected level of 
coherence when using SONY products and services. For example, SONY’s Xross 
Media Bar (XMB) interface extended the consistent UI into PlayStation, Bravia 
HDTV, VAIO laptop, Xperia smartphone, but failed to create an integrative platform 
for the users. Most users felt frustrations with the points of access to the content and 
to other devices they wanted to use. The innovation of ‘ubiquitous value network’ 
they pursued was just technology- and design-oriented, not user-oriented. SONY had 
not operated a corporate level UX control tower and CXO position until punitive res-
ignation of managerial board in 2011.  

Here is another example of UX strategy failure: Nokia, the first smartphone maker 
(Nokia 7650 in 2002), had been renowned for their global R&D and technological 
innovation capabilities. Their industry leading leadership in the highly competitive 
mobile phone market also came from the outstanding global sourcing and supply 
chain management capabilities.  

The dramatic falling down of the once dominant and glorious company in the mo-
bile market began with the small cracks in the differentiating values of smartphone 
user experience that their products provided for changing users after the new market 
entrants such as iPhone and Galaxy. Nokia’s competing products, e.g., N5800, were 
optimized for past feature phone user experience: users had a terrible usability and 
awkward experiences of screen touch interface tuned for hard key pressing. Nokia had 
global top level UX design practitioners but their valuable human resources fail to 
generate capabilities for competitive advantages in the market.  

Most pundits accuse managerial decision making procedure in the organization of 
the market failure and user dissatisfaction. Olli-Pekka Kallasvuo, the new CEO in 
2006, combined the new smartphone division into the incumbent feature phone divi-
sion. In spite of the fast changing user experiences in mobile market, top decision 
makers kept concentrating cash-cow old products and neglected the upcoming threats 
and opportunities. Due to lack of UX oriented decision making and organizational 
structure, the design head, Alastair Curtis, had difficulties to implement coherent 
usability and aesthetic impression in a series of products as Apple showed for their 
brand identity. Proposed improvements of interface and interaction prototypes were 
twisted in the tension between internal teams of Symbian and Mago, deterred by user 
research from globally distributed labs with unstandardized methods,  and finally 
turned down by business division for a short term operation profit.  Thus, Nokia 
failed to manage UX oriented organization and to gratify the market needs of user 
experience. The once global market leader of mobile industry lost their capability of 
sustainability and finally ended up with merger by Microsoft in 2013.   
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Supported both from the the market failure examples and from success cases, we 
argue that UX should be regarded as core resources and capabilities of the corporation 
in order to gain competitive advantage in this demand-side market of ICT industry. 
Every decision making on the interaction and interface designs should be considered 
as a management strategy. It does not mean that UX practitioners should work under 
the managerial guidelines for short-term profit making. What we think important is 
that the corporate managers should work under the user experience guidelines for 
sustainability and brand identity.  Here are future agenda: Applying strategic man-
agement into the UX requires further investigation and refinement in standardization 
of UX ROI evaluation and optimization of UX practitioners’ expanding roles in the 
organization.  
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Abstract. Music object features are complex and multifaceted, rang-
ing from short-term/low-level features to long-term/high-level features,
in which the semantic gap in between has not been properly resolved yet.
In this paper, we introduce a graph-based approach to organize different
aspects of features in a unified way. Based on the graph, various kinds of
features could be related to and associated associated with each other.
However, by further investigating the graph structure, we observe that
the node degree distribution asymptotically follows a power law. As a re-
sult, some hubs (i.e., high-degree nodes) will dominate most metrics; the
representation of graph semantics could be degenerated. Therefore, we
introduce the graph projection operator to reduce the graph complexity
and “compress” the graph accordingly. The graph projection is a method
of refactoring edge weights, in which only a particular set of nodes are
reserved to show the intrinsic structure of graph. To demonstrate the
feasibility of graph-based approach, we introduce two applications (mu-
sic clustering and auto-tagging); and perform experiments. According to
our experiment study, the performance of projected graph is better than
that of unprojected graph.

1 Introduction

Music objects consist of multifaceted features in the diverse domain ranging from
low-level features and high-level features. We conclude three kinds of music fea-
tures, including ‘acoustic features’, ‘element features’, and ‘structural features’.
The acoustic features are the short-term audio features which can be compu-
tationally derived from music audio content, such as zero-crossing rate, audio
temporal spectrum, and mel-frequency cepstral coefficients (MFCCs). The ele-
ment features are the long-term audio features which are usually related to music
form. Some of element features, such as rhythmic pattern and sequence clusters,
could be still derived from acoustic content. Other element features, such as
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tonality and key signature, cannot be easily derived from acoustic content with-
out supporting metadata. The structural features are high-level features usually
determined by domain experts or social groups, such as genre tags and affective
states.

In general, we are able to design a convenient similarity measure for a particu-
lar feature in the specific domain. For example, the Kullback-Leibler divergence
is applied to measure the distance of MFCCs with Gaussian Mixture Model;
the Euclidean distance is for audio temporal spectrum; the lowest common an-
cestor is for genre tags with taxonomy. However, we observe that a semantic
gap, existing between low-level features and high-level features, has not been re-
solved properly. Most of previously-published work, e.g., genre classification, are
dedicated to a particular task focusing on a specific combination of features [1].
These tailor-made approaches cannot be easily extended to cover more features.

In this paper, we propose a graph-based approach, called the multi-modal
association graph, to organize music objects in a unified way. Based on the asso-
ciation graph, we provide various kind of operators to support a variety of music
information retrieval (MIR) tasks, such as auto-tagging, similarity measure, and
music clustering. The association graph with those supporting operators can be
served as an application framework to bridge low-level and high-level features,
and develop MIR applications in the diverse feature domain. The application
framework is a flexible and easily-extended approach in which more features
and operators could be ‘plugged’ into the graph. Similar approaches of graph-
based methods, e.g., mixed media graph [2], have been proposed for the image
retrieval.

Based on our previous work for the music information retrieval [3, 4], in this
paper, we especially focus on the mechanism of reasoning and resolving the
graph semantics. Given a set of music objects, the association graph G = (V,E)
is constructed as follows. In priori to processing music objects, all the involved
feature domains are considered “tokens” for constructing G. Note that, if the
feature domain is discrete (say, keyword-like genre), all the possible discrete
values are “tokens”. If the feature domain is continuous, we may apply the
quantization techniques (e.g., LBG algorithm) to determine “tokens”. All the
feature tokens are considered as nodes of graph. Then, for each music object
MO, we construct a node nMO to represent the MO. With repeat to the MO, we
extract acoustic and some element features; we collect structural features from
the supporting metedata and online resource, if possible. All extracted features
and collected features are recognized; and assigned to some “closest” tokens. We
build edges between nmo and the corresponding tokens (i.e., nodes of graph).

Since the association graph is usually a scale-free network (in which the net-
work degree distribution asymptotically follows a power law), some hubs (i.e.,
high-degree nodes) will dominate most metrics, for example, prestige values,
pagerank, and shortest path distance. As a result, the metrics will be degener-
ated without having discrimination power. Therefore, we apply the graph pro-
jection on the association graph to reduce the complexity of graph. The graph
projection is a method of weighting network connection, which is originated from
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the bipartite network projection [5]. Given a bipartite network (i.e., two-mode
graph), the bipartite projection is to “compress” the bipartite network onto a
one-mode graph in which only a particular set of nodes are reserved to show the
network structure. In the one-mode graph, several methods of weighting connec-
tions/edges have been proposed to reflect the intrinsic community structure of
the bipartite graph.

In our approach, with respect to the user-specified domain set pFD, the graph
G will be projected onto the domain set pFD by employing the shared-near
neighbor (SNN) weighting connections. Based on the reduced and projected
graph G, some basic metrics, which have been investigated in the research of
social network analysis, could be leveraged in our approach. We consider these
operators as building blocks to accomplish various kinds of MIR-related applica-
tions, such as determining fundamental roles, community discovery, and cohesive
group detection.

To demonstrate the feasibility of association graph, we implement our frame-
work and accomplish two MIR applications, i.e., auto-tagging of music expression
problem and music object clustering. The auto-tagging application is an essen-
tial case exploiting multi features across heterogeneous domains; and also an
obvious target study to show the effectiveness for comparison. To illustrate the
effectiveness of our framework, we also perform tagging experiments and obtain
comparative results.

2 Approach

In our approach, we propose a graph-based data structure to organize music
features in various domains. First, we conclude three kinds of music features.
Given a set of music objects, we present the process of constructing graph and
the graph projection operator. By applying integrated operators on the graph,
we illustrate two applications to show the feasibility of multi-modal association
graph.

2.1 Music Features

As described in the work [4], we conclude three kinds of music features as follows.

1. Acoustic Feature. The acoustic features are short-term audio descriptions
in the physical measurements. The quantitative information can be easily ex-
tracted from audio data, such as, zero-crossing rate, frequency, and MFCCs.

2. Element Feature. Compared to the acoustic features, the element features
are long-term audio descriptions which are usually related to the music form.
Some of element features, such as rhythmic pattern and sequence clusters,
could be still derived from acoustic content. Other element features, such as
tonality and key signature, cannot be easily derived from acoustic content
without supporting metadata.
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3. Structural Feature. The structural features are high-level features usu-
ally determined by domain experts or social groups, such as genre tags and
affective states.

Referring to the Table 1, we summarize the three categories of music features,
as well as the data types and similarity measures. With respect to the data type
of feature domain, we have two kinds of data type, i.e., discrete and continu-
ous. For the discrete feature domain (e.g. genre tag), we consider each tag as a
“token”. For the continuous feature domain, we apply the quantization process
on the feature domain to map a continuous range of values into a finite set of
discrete values (i.e., “tokens”).

For example, as shown in Table 2, we have six music objects, denoted by O1,
O2, ..., O6, in associated with two continuous feature domains tempo and average
spectral centroid (ASC), and a discrete feature domain tag. Then, we apply the
Linde-Buzo-Gray Algorithm [6] on the feature domain tempo and ASC to derive
tokens.

Table 1. Properties of music features [1, 4]

Category Feature Data type Similarity measure

Acoustic feature Zero-crossing rate Numeric Euclidean distance
(Short-term, Low-level) MFCCs Vector KL divergence

Element feature
(Long-term, Mid-level)

Tonality Tag Circle-of-fifths
Beat-per-minute Numeric Euclidean distance
Pitch Vector Euclidean distance

Structural feature Genre Keyword/Tag Ontology-based similarity
(Long-term, Top-level) Mood Keyword/Tag Ontology-based similarity

Table 2. An example of music and features (original data and quantized data)

Original data Quantized data

Music object Tempo ASC Tag Music object Tempo ASC Tag

O1 55 1.0 Jazz O1 55 1.1 Jazz
O2 75 1.3 Jazz O2 73 1.4 Jazz
O3 71 1.2 Jazz O3 73 1.1 Jazz
O4 96 2.8 Rock O4 96 2.8 Rock
O5 113 1.5 Rock O5 109 1.4 Rock
O6 105 3.1 Rock O6 109 3.1 Rock

2.2 Graph Construction

In the following, we first define the feature domain for music objects and present
the process of constructing graph.
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Definition 1 (Feature domain). The feature domain FD is a union of single
feature domain FDk, denoted by

FD = FD1 ∪ FD2 ∪ ... ∪ FDk (1)

For each single FDk, FDk is a set of “tokens”, denoted by

FDk = {FDk,1, FDk,2, ...} (2)

��
For ‘example’, also shown in Table 2, we have three feature domains tempo,

ASC, and genre tag, denoted as FD1, FD2, and FD3, respectively.

FD1 = {′55′,′73′,′96′,′109′} (3)

FD2 = {′1.1′,′1.4′,′2.8′,′3.1′} (4)

FD3 = {′Jazz′,′Rock′} (5)

Definition 2 (Graph). Given a set of music objects O = {O1, O2, ...}, and the
feature domain FD, we construct a multi-modal music graph G as follows.

G = (V,E) (6)

V = O ∪ FD (7)

E ⊆ V × V (8)

E = EOF ∪ EFF (9)

EOF = {(va, vb)|va ∈ O, vb ∈ FD} (10)

EFF = {(vc, vd)|vc, vd ∈ FDi, the token vc is ’similar’ to the token vd} (11)

As shown in Figure 1, we construct a graph G for the six music objects in
Table 2, in which there are three feature domains FD1, FD2, and FD3, 18 edges
of EOF , and 4 edges of EFF .

2.3 Graph Projection

Given a set of music objects, we have constructed a multi-modal graph to as-
sociate music objects and different kinds of features. However, since the distri-
bution of node degree is highly skew, some hub nodes (high-degree nodes) will
dominate most of metrics, e.g., prestige, pagerank, and shortest path distance,
which leads biased results. In our approach, we make use of graph projection to
reduce the complexity of graph. Referring to Figure 2, we illustrate the process
of graph projection. Given the user-specified projected domains, only a partic-
ular set of nodes in the projected domains are reserved, and the corresponding
edges are refactoring by means of SNN-based similarity (SNN, shared nearest
neighbors [7]). We believe, the projected graph results in a reduced and concise
data structure for better revealing the intrinsic properties of graph.
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Fig. 1. An example of multi-modal music graph in three feature domains

Fig. 2. An illustration of SNN-based graph projection
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Definition 3 (Graph projection). Given a multi-modal music graph G =
(V,E), the projected graph PG = (VPG, EPG) is derived as follows.

PG = ProjectSNN (G, pFD, level, thSNN) (12)

Denote pFD as the ‘projected domains’; level as the threshold of ‘SNN simi-
larity’; thSNN as the threshold of ‘edge refactoring’.

In addition, we have the following properties.

pFD ⊆ V (13)

VPG = pFD (14)

EPG ⊆ VPG × VPG (15)

EPG = {(x, y)|x ∈ VPG, y ∈ VPG, SimSNN(x, y, level) > thSNN} (16)

��
Definition 4 (SNN-based similarity). Given two nodes x and y of graph
PG, the ‘SNN-based similarity’ of the ‘level’ degree is defined as follows.

SimSNN(x, y, level) = |NN(x, level) ∩NN(y, level)| (17)

where

NN(x, level) = {node|node ∈ VPG, shortest-path-length(node, x) ≤ level} (18)

��
Referring to Figure 1, we set the parameters as follows.

level = 2 (19)

thSNN = 2 (20)

pFD = {O1, O2, ...} ∪ FD3 (21)

Then, we apply ProjectSNN on G to derive the projected graph PG shown in
Figure 3.

2.4 Application 1: Music Object Clustering

Given a projected graph PG, we apply the hierarchical clustering algorithm
(single-linkage agglomerative algorithm) to group those music objects. As shown
in Figure 4, the dendrogram is presented with respect to the graph PG of
Figure 3.
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Fig. 3. The projected graph PG based on the graph G in Figure 1

Fig. 4. A cluster dendrogram w.r.t the graph PG
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2.5 Application 2: Music Auto-tagging

Given a set of music objects, all the music objects and those associated features
are organized as a graph. Provided the graph PG, we are able to perform the
music auto-tagging task as follows. For example, with respect to the graph in
Figure 1, we would like to determine the genre tag of a testing music objectOtest.
As described in the above sections, we perform the same process of feature ex-
traction, append the node Otest into the graph PG, and attach the corresponding
edges. As shown in Figure 5, in our example, the tempo of Otest is ‘96’, and the
ASC of Otest is ‘3.1’.

In the following, we apply random walk with restart algorithm to determine

the pagerank
−→
PR of all nodes.

−−−−→
PRi+1 = (1− α)M

−−→
PRi + α−→p (22)

where M is the normalized adjacency matrix of (n×n), α is the damping factor
and −→p = [1/n]n×1 is the restart vector.

We are interested in the genre tag of Otest, and we have the pagerank of ‘token-
Rock ’ is 0.005 and the pagerank of ‘token-Jazz ’ is 0.022. As a result, ’Rock ’ is
chosen as the genre tag of Otest. Note that, in addition to the pagerank, we
may apply some fundamental graph operators to evaluate the prestige of nodes,
such as shortest-path-length and centrality degree. In addition, some metrics of
social network analysis could be leverage to complete the auto-tagging task. The
detailed discussions can be found in [3, 4].

Fig. 5. Append the testing data Otest to the graph PG
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3 Experiment

In this section, we would like to present our experiment set-up, testing dataset,
measurement, as well as the experiment results.

3.1 Set-Up

Our proposed system was implemented by MATLAB R2010b, running on Mi-
crosoft Windows 7 platform with Intel CoreTM i7 processor and 4GB ram.

Regarding the testing dataset, we choose the subset of USPOP2002 —
Artist20 [8]. Referring to the Table 3, the Artist20 dataset consists of 1, 413
songs from 20 singers. We make use of three kinds of features, shown in Table 4,
and the structural feature — Artist is designed as the target to be determined
when performing the auto-tagging experiment and music clustering.

Table 3. The Artist20 dataset: singer list

Artist Amount Artist Amount

aerosmith 53 beatles 86
creedence clearwater revival 55 cure 75
dave matthews band 74 depeche mode 73
fleetwood mac 79 garth brooks 66
green day 88 led zeppelin 52
madonna 71 metallica 65
prince 68 queen 78
radiohead 73 roxette 88
steely dan 52 suzanne vega 69
tori amos 84 u2 64

Table 4. The Artist20 dataset: feature list

Feature Category

MFCCs Acoustic
Audio spectrum envelope Acoustic
Audio spectrum centroid Acoustic
Audio spectrum flatness Acoustic
Audio spectrum spread Acoustic
Harmonic spectral spread Element
Spectral centroid Acoustic
Temporal centroid Acoustic
Log attack time Acoustic

Artist Structural

To evaluate the performance of projected graph, the measure of auto-tagging
is accuracy in ten-fold cross-validation.
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Wehn performing the music object clustering, the quality of clustering results
is evaluated by the Rand-index, which is a measure of the similarity between the
actual clustering Cact and the predicted clustering Cpre.

Given a set of n elements S = {o1, . . . , on} and two partitions of S to compare,
Cact = {X1, . . . , Xr} and Cpre = {Y1, . . . , Ys}, define the following:

– a: the number of pairs of elements in S that are in the same set in Cact and
in the same set in Cpre

– b: — that are in different sets in Cact and in different sets in Cpre

– c: — that are in the same set in Cact and in different sets in Cpre

– d: — that are in different sets in Cact and in the same set in Cpre

The Rand-index, denoted R, is:

R =
a+ b

a+ b+ c+ d
(23)

3.2 Results

Referring to the Table 5, we present the rank index of clustering results for
unprojected and projected graphs, respectively. Note that, the actual clustering
Cact is the grouping of all music objects based on the ‘artist’ feature. Indeed, the
music clustering is always regarded as one of most challenging tasks. Although
the performance of all testing cases are in impressive, the results of projected
graph are still much better that the results of unprojected graph.

Referring to the Table 6, we show the accuracy of auto-tagging against the
‘artist’ feature. The predicted results of projected graph is slightly better than
the results of unprojected graph.

Table 5. Results of music object clustering (pFD = {Object tokens,Artist tokens})

Graph Parameters R thSNN

Unprojected N/A 0.03 N/A
Projected level = 1 0.18 6
Projected level = 2 0.18 10

Table 6. Results of music auto-tagging (pFD = {Object tokens,Artist tokens})

Graph Parameters Accuracy thSNN

Unprojected α = 0.1 0.22 N/A
Unprojected α = 0.2 0.16 N/A
Projected level = 1, α = 0.1 0.23 6
Projected level = 1, α = 0.2 0.21 6
Projected level = 2, α = 0.1 0.24 10
Projected level = 2, α = 0.2 0.24 10
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4 Conclusion

In this paper, we design a multi-modal association graph for MIR to organize
various kinds of features across heterogeneous domains. Furthermore, to reduce
the complexity of association graph, we apply the graph projection to refactor
edges in terms of SNN-based similarity. That is, given a graph and the user-
specified feature domain pFD, the graph projection is to compress the original
graph onto a reduced graph in which only a particular set of nodes pFD are
reserved to show the intrinsic of graph structure. Based on the graph-based and
multi-modal data structure, we also introduce two applications, i.e., music object
clustering and auto-tagging. In addition, we perform experiments to show the
performance improvement on the projected graphs.

In this paper, we present some preliminary results of project-based graph
approach to fulfill the semantic gap. A comprehensive investigation will be con-
tinued to establish core facilities for music information retrieval.
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Abstract. The objective of our study was to evaluate usefulness and effective-
ness of Human Centered GeoVis prototype”The SanaViz” against a conven-
tional GeoVis application Instant Atlas. The SanaViz is an interactive, internet 
based application aimed at facilitating visual exploration of public health data, 
and in this context telehealth data from Brazil. A cross sectional, within-subject, 
mixed methods study design was utilized. A convenient sample of 20 study  
participants from diverse backgrounds was enrolled. The users were asked to 
perform 5 tasks using both the GeoVis applications. Univariate analyses were 
performed for continuous and categorical variables. Repeated measures of  
analysis of variance was performed on the within-subject design to test for sig-
nificant differences between “the SanaViz” and Instant Atlas. All analysis was 
performed using SAS v9.1. Results showed that “The SanaViz” required less 
time, less assistance and fewer attempts and was reported as easier than Instant 
Atlas. 

Keywords: Geovisualization, Public health, telehealth, Human centered. 

1 Background  

Illness and health are distributed unequally across space and time while the latter can 
be vital but often neglected in the assessment of health issues [1]. Public health data is 
typically organized at a geospatial unit and has 3 dimensions including (a) attribute, 
(b) spatial and (c) temporal (i.e., time). Attribute component relates to public health 
issues of interest such as social and environmental data. Spatial component includes 
data with location attributes. Understanding how place relates to public health and 
health care is important in order to deliver effective interventions and can provide 
insight into where to obtain important services [2]. Temporal component records time 
of the observation and enables users to learn from the past to predict, plan, and build 
                                                           
* Corresponding author. 
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the future [3]. Similarly temporal change in geography enables to describe trends [4]. 
Public health researchers often examine complex, multidimensional data that enables 
them to identify patterns, thereby assembling meaningful information. As public 
health datasets become increasingly complex, there is a growing need for methods 
and tools to support the construction of knowledge. Visual representations can often 
communicate information much more rapidly and effectively and help decision mak-
ers prioritize the actions and regulations required for better public health outcomes. 

Geovisualization (GeoVis) facilitates use of visual geospatial displays to explore da-
ta, generate hypotheses, develop problem solutions, and construct knowledge. GeoVis 
is increasingly being used to inform public health research, planning and decision mak-
ing. GeoVis displays events in space and time, making possible the perception of 
where and when events occurred. Increasingly complex public health datasets reflect a 
growing need for methods and tools to support the construction of knowledge [5]. 
Knowledge can be created and revealed through abstract representations of maps [6]. 
GeoVis can be used to examine distribution of disease [7] study risk factors [8], ex-
amine effectiveness of disease control and policies [9], identify problems of access, 
quality, and the safety of healthcare (9), and visualize community health disparities 
[10] for planning and resource allocation in developing countries [11]. 

However, despite the applicability of GeoVis in public health, GeoVis tools are still 
underused. Limited guidance exists on how to actually design simple, functional Geo-
Vis applications for use in the public health realm. Prior studies have shown limited 
focus on domain specific considerations with end user input often was incorporated 
only after key functionality and interface design issues were decided. GeoVis applica-
tions are difficult to learn and use, are predominantly generic, do not address specific 
users and are designed according to the engineering and technology principles. Results 
of the prior studies showed lack of a number of the essential ingredients needed to 
make use of the existing GeoVis applications by typical public-health researchers [12]. 
The need to assess the usefulness and usability of GeoVis applications is increasing as 
new types of interactions emerge [12]. It is essential to focus on the effectiveness, use-
fulness and performance of GeoVis applications. Usability testing can provide insight 
into how a visual interface can support data-exploration tasks. However, prior studies 
have shown that majority of existing GeoVis applications are designed according to the 
technology and software engineering principles. Recently, there was a shift towards 
user-centered design [13]. Domain specific considerations have been overlooked and 
end user input has been incorporated only after key functionality and interface design 
issues have been decided. GeoVis applications are difficult to learn and use, are pre-
dominantly generic and do not address specific users [14].  

 
The objective of the study is to provide a framework to evaluate the internet 

enabled Human Centered interactive GeoVis application “SanaViz” to facilitate vis-
ual exploration of telehealth data in Brazil.  

 
Theoretical framework: A combined principle of human centered (HC) approach, 

Cognitive Fit theory (CFT) and grounded theory was utilized to design and develop  
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GeoVis application “SanaViz”. The HC approach gives specific considerations to 
users’ knowledge, expertise and use of the interaction techniques to represent tasks 
performed by the users.  The principles of HC approach involve [15] (a) active  
involvement and understanding of users, (b) understanding task requirements, (c) 
appropriate allocation of function between user and system, (d) iteration of design 
solutions and multidisciplinary design teams. Understanding users is an important 
aspect for creating GeoVis applications. The user model helps to gather individuals’ 
understanding about data, functions, domain and mapping [16]. Mapping understand-
ing of user needs to the system functions is necessary to create a useful and effective 
GeoVis application [16]. HC approach involves users’ perspective in order to create a 
system that is useful and useable.  

An important first step in understanding how to design better GeoVis interactions 
is to understand user tasks and goals. The geographic analysis process can be viewed 
as a set of tasks and operations need to meet the goals of the data exploration, gain 
insight and knowledge construction [17]. The tasks involve a number of specific ac-
tivities and operations that users will perform for exploratory data analysis (EDA) 
[18]. The basic premise of exploratory GeoVis is that insight is formed through inte-
raction. Interactivity facilitates exploration, hypothesis generation in a more effective 
and dynamic manner. Interactivity in GeoVis changes visual data display in response 
to user input [19]. Interactions in GeoVis (a) allow users directly control the display 
of data, (b) are a fundamental part of how maps and mapping tools are used and (c) 
compares and critiques different mapping environments. GeoVis interactions enable 
users to derive meaning and accomplish various analysis goals. Processing of differ-
ent types of information will be affected by what type of visual display is used to 
present that information and hence providing different perspectives of the data. When 
the information presentation matches the task, it produces faster and more accurate 
results. These benefits translate into system and task related performance factors. 
Cognitive fit theory (CFT) explains how graphical displays affect the decision 
processes [20]. CFT depends upon fit between information presentation and tasks 
used by decision maker. Cognitive fit identifies an appropriate representation for a 
given task performed by users [20]. Information presentation format is the primary 
factor influencing decision processes [20]. Choice of an interaction method and repre-
sentation is crucial to the success of a GeoVis environment. We combined the prin-
ciples of HC approach and Cognitive Fit Theory (CFT) to design and develop “the 
SanaViz”, a GeoVis application to facilitate visual exploration of public health data 
and in this context it was to evaluate telehealth program in Brazil. 

1.1 The SanaViz: A Human Centered GeoVis Prototype 

The SanaViz is an Internet based; bilingual, interactive, Web application designed 
using combined principles of Human Centered (HC) approach and Cognitive Fit 
Theory (CFT) and is aimed at facilitating visual exploration of public health data, and 
in this context, telehealth data (Figures 1-3).   
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Fig. 1. SanaViz “Registration View” Fig. 2. SanaViz “Exploratory Analysis View” 

 

Fig. 3. The SanaViz “Results View” 

The SanaViz Prototype Components: The prototype has the following components; 
(a) Log in and Registration Screen: It captures information about the individual users’ 
age, gender, prior spatial skills, previous use of GeoVis and their role in the telehealth 
program (e.g. researcher, statistician, software programmer) (Figure1). (b) The user 
management will facilitate the level of access controls that the different users will 
have to operate the prototype. (d) The Data Management allows users to import the 
data in the excel sheet, update, edit, modify and delete the different observations. (e) 
The outcome indicators assessment allows users to define the tasks they want to per-
form specific to their needs. (f) The data view component allows the users to utilize 
various interaction features to perform exploratory analysis and display results in 
various representations such as Map, Charts and Tables. The interaction features such 
as zooming, highlighting, sorting, and multiple linkages provide necessary informa-
tion to the users to explore their data using different perspectives. 

1.2 The SanaViz Developmental Platform 

The SanaViz is a windows platform and uses Adobe Dreamweaver CS3 for interface 
design, MySQL 5.1 and SQL queries for database and database functionality, adobe 
flash for the graphics, and PHP 5.2, JAVASCRIPT, HTML, CSS and Ajax for the 
overall application including user and data management. Google maps and visualiza-
tion API are used to show Google maps, chart and table on the analysis screen. 
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1.3 Methods 

A mixed methods approach was used for this cross sectional study. Twenty individu-
als working at the NUTES telehealth center located at Federal University of Pernam-
buco, Recife, Brazil were enrolled during June-July 2012. The participants were from 
diverse backgrounds to ensure broad representation and included professionals from 
public health, healthcare, software engineering, computer science, biomedical infor-
matics and statistics. The study participants had diverse roles such as teleconsultants, 
project management, technical support, administration and statistical analysis. Each 
individual were given a series of 5 random tasks to complete using HC “Sanaviz” and 
other conventional application Instant Atlas. A sample size of 20 participants in this 
study will be able to detect a within subject difference of 0.8SD (standardized effect 
size), two tailed and 0.05 level of significance. This study was approved by the  
University of Texas Health Science Center Institutional Review Board (IRB # HSC-
GEN-11-0447). 

1.4 Study Procedure  

Participants were given access to two applications: (a) newly developed HC GeoVis 
prototype “the SanaViz” and (b) an already existed GeoVis application Instant Atlas. 
Hereby, we chose Instant Atlas as a comparison because it included features that were 
most representative of the existing GeoVis applications as found in the prior study. 
Participants were given 30 minutes to explore both the GeoVis applications in order 
to become comfortable. After exploring both the GeoVis applications, participants 
were asked to perform five most representative tasks identified in the study. The order 
of system usage was randomized to control order effects.  

Independent Variable: The two-level independent variable was GeoVis application 
type (SanaVis, Instant Atlas) 

Outcomes Assessed: The following outcomes were assessed to compare the two 
GeoVis applications;  

• Effectiveness: Focuses on application functionality and examines the users’ per-
formance for the tasks. It can be measured by (a) time to complete the tasks, (b) 
ease with which the task is completed, (c) assistance needed during the tasks and 
the number of attempts taken to complete the tasks [21]. The ease with which the 
tasks were completed was gathered on 5 point Likert scale ranging from 1 to 5 
(fail/ /hard/medium/easy/very easy). 

• Usefulness: System Usability Scale (SUS) method is a 10 item questionnaire that 
refers to appropriateness of the application’s functionality that assesses whether the 
application meets the needs and requirements of the users when carrying the tasks 
and the extent to which users view the application as supportive for their goals and 
tasks [22]. The questions consist of close ended questions answered on a five point 
scale of “Strongly agree” to “Strongly disagree”. SUS yields a single number 
representing a composite measure of the overall usability of the system being stu-
died. To calculate the SUS scores, first sum the score contributions from each item. 
Each item’s score contribution will range from 0 to 4. For items, 1, 3, 5, 7, and 9 
the score contribution is the scale position minus 1. For items, 2, 4, 6, 8, and 10, 
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the contribution is 5 minus the scale position. Multiply the sum of the scores by 2.5 
to obtain the overall value of system usability.  SUS scores have a range of 0 to 
100. Majority of the prior studies have shown that a system with a SUS score of 68 
to have greater usability [23]. 

• User Reactions: We performed in-depth interviews to gather feedback about the 
users’ experience of using GeoVis applications “the SanaViz” and Instant Atlas. 
Feedback was gathered about the various features of GeoVis that needed to be 
modified or redesigned.  

1.5 Statistical Analysis 

Univariate analyses were performed by investigators to report descriptive statistics 
including mean and standard deviation for the continuous variables and frequency 
distributions for the categorical variables. Repeated measures of analysis of variance 
(ANOVA) was performed on the within-subject design to test for significant differ-
ences between the newly developed HC GeoVis prototype application “the SanaViz” 
and the existing GeoVis application Instant Atlas. Participants were measured repeat-
edly on several variables, so we used a method of statistical analysis that accounts for 
the correlation between repeated measurements. Repeated measures ANOVA is a 
method for testing if the differences between the means differed by GeoVis applica-
tions and the tasks. The analysis for Ease, Assistance, and Number of Attempts were 
based on a generalized version of the ANOVA model (sometimes called generalized 
estimating equations) that accounts for repeated measures when the dependent varia-
ble is not continuous.  Ease is ordinal, assistance is binary, and number of attempts is 
a count (Poisson distribution). All other analysis was performed using SAS v9.1. 

2 Results 

2.1 Socio-demographics  

The average age of the participants was 28 years (SD=7) and was evenly distributed 
from young adult to middle age. Majority of them were females (65%) and 90% of 
them were graduate professionals while the 10% were students majoring in statistics. 
Almost 100% of the professionals were ranging from somewhat to very familiar with 
the use of computers. Only 1 (5%) participant was a regular user of GeoVis applica-
tions compared to 35% (n=7) that were occasional users. Google maps were the most 
common GeoVis application that the users were familiar with. A majority of the par-
ticipants reported that they had no or minimal spatial skills (70%, n=14). Hundred 
percent of them agreed telecare as one of the most common indicator category. 

Following outcomes were assessed: 

a) Tasks Completion Time  

For all tasks, Instant Atlas took more time than SanaViz.  Instant Atlas, Task 1 
took by far most time. The amount of time required was markedly lower at Task 5 
when compared to Task 1 (Table 1).   
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Table 1. Individual comparisons for time by task and GeoVis applications 

Tasks SanaViz 
Mean (SD) 

Instant Atlas 
Mean (SD) 

Mean Difference 
(Std Error) 

p-value 

Task1 42.55 (23.87) 81.85 (46.52) -39.3 (9.01) 0.0001 
Task2 33.5 (17.43) 42.5 (27.83) -9.0 (3.59) 0.02 
Task3 28.6 (12.07) 40.7 (17.4) -12 (3.45) 0.002 
Task4 17.75 (7.52) 37.55 (25.8) -19.8 (5.73) 0.003 
Task5 12 (6.13) 15.5 (8.11) -3.5 (0.73) 0.0001 

Results showed that the F test for the repeated measure Task was significant (F=28.62; 
p=0.0001) suggesting that overall certain tasks required more (or less) time than others. 
The overall statistics for the GeoVis applications was also significant meaning that there 
were overall significant differences between both the GeoVis applications SanaViz and 
Instant Atlas (F=30.16; p=0.0001). Finally, the Task by System interaction was signifi-
cant (F=8.26; p=0.01 for task*GeoVis application). This means that the difference be-
tween the tasks completion times for the GeoVis applications was not the same for all 
tasks. Task 1 took significantly more time than Task 2 (p<0.02).  The overall difference 
between Task 2 and Task 3 was not significant (p=0.06).  

 
Fig. 4. Time by GeoVis system and Task (Here System A is The SanaViz and the System B is 
Instant Atlas 

GeoVis application by task interaction to evaluate differences between tasks for each 
GeoVis application was performed separately. SanaViz took less time than Instant Atlas 
for all Tasks. The difference was not constant (consistent with the significant  
interaction term as described above). Task 1 took significantly more time than either 
task 4 or 5 under SanaViz.  For Instant Atlas, the difference between tasks 1 and all 
other tasks were significant. There was a wide time difference between GeoVis appli-
cations at task 1 and a comparatively small difference at task 5 (Figure 4). 
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a) Ease of Task Completion 

The first step was to test for the effect of order.  The results was non-significant 
(Wald Chi-Square= 0.11; p=0.73) reflecting that order did not influence ease of Task. 
Instant Atlas was generally considered harder for most tasks.  The group means were 
identical for task 5. The interaction term was non-significant. Each Task represents a 
statistical comparison of each Task to Task 5. A direct comparison of means is not 
recommended due to the multinomial distribution of ease of task.  The results showed 
that each task differed from task 5 overall. Task 5 was lower (easier) than the other 
tasks (Table2).  

Table 2. Individual statistical test for ease by GeoVis applications and Tasks 

Parameter Estimate 
(Std error) 

95% CI Wald 
Chi-Square 

df p-value 

Task1 20.41 
(0.49) 

(19.44; 
21.38)  

1717.37 1 0.0001 

Task2 18.44 
(0.56) 

(17.34; 
19.55) 

1067.44 1 0.0001 

Task3 18.75 
(0.57) 

(17.65; 
19.87) 

1101.65 1 0.0001 

Task4 19.06b     

 
b Singularity is caused by this parameter. There is no information in the row for Task 
4.The reason for this is that the ease scores for Task 3 and Task 4 are identical under 
SanaViz (they are all “easy”).When the values are identical, the computer cannot 
distinguish between these two tasks, so the formal statistical test for task 4 is redun-
dant.   

b) Assistance Needed to Complete the Tasks 

The order did not have a significant impact on the assistance needed to complete the 
tasks (Wald Chi Square=0.766; p=0.38). Instant Atlas required more assistance, espe-
cially with the first few tasks. The amount of assistance required dropped for both 
SanaViz and Instant Atlas from task 1 to task 5. There was overall significant differ-
ence for assistance needed by GeoVis applications (SanaViz and Instant Atlas) (Wald 
Chi-square=11.29; p=0.001) and Task (Wald Chi-square 5069.6; p<0.0001). The 
interaction term for System by Task was non-significant. Instant Atlas required more 
assistance than SanaViz. Results of individual comparisons for assistance by task 
showed that Task 1 required significantly more assistance than tasks 2, 3, 4, or 5  
(Table 3). 
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Table 3. Individual Comparisons for Assistance by Task 

Task Task Std error p-value 
1 2 0.079 0.007 
 3 0.094 0.024 
 4 0.081 0.034 
 5 0.094 0.003 
2 1 0.079 0.007 
 3 0.046 1.00 
 4 0.048 0.419 
 5 0.036 0.063 
3 1 0.094 0.024 
 2 0.046 1.00 
 4 0.042 0.353 
 5 0.029 0.020 
4 1 0.081 0.034 
 2 0.048 0.419 
 3 0.042 0.353 
 5 0.048 0.027 

c) Number of Attempts 

The variable reflects a numeric count and the effect of order was non-significant on 
the number of attempts (Wald Chi-Square=0.389; p=0.533). Overall, Instant Atlas 
required more attempts than SanaViz.  Tasks 1 and 2 tended to require more attempts 
than task 5.  There was a large difference between SanaViz and Instant Atlas at task 1.  
The magnitude of that difference was markedly smaller for other tasks, and there was 
no difference between SanaViz and Instant Atlas at task 5. The main effect of GeoVis 
application was significant (Wald Chi-square=10.49; p=0.001). Overall, there was a 
significant difference between SanaViz and Instant Atlas on number of attempts. Si-
milarly the main effect of task was also significant (Wald Chi-square=12.71; 
p=0.013) reflecting that there were overall differences among the tasks. The interac-
tion of GeoVis application and Task was significant (Task* GeoVis application Wald 
Chi-square=13.38; p=0.01) reflecting that there were larger differences between the 
GeoVis applications for some tasks but not others. SanaViz and Instant Atlas GeoVis 
applications differ at task 1 (p=0.01) for the number of attempts but is non-significant 
for Tasks 2-5. 

B. Usefulness 

Results found SanaViz to have significantly higher SUS scores against Instant Atlas 
(SUS=81 versus 53) (p=0.002) (Figure 5).  

 



732 J. Ashish et al. 

 

 

Fig. 5. Comparing usefulness of Instant Atlas versus The SanaViz 

Results of the stratified analysis by SUS score of 68 and above versus those below 
68 showed that 85% (n=17) of the study participants scored SUS above 68 or above 
for the HC GeoVis prototype “the SanaViz” as compared to the 30% (n=6) for Instant 
Atlas. 

3 Conclusion 

Results of our study demonstrate that GeoVis prototype “The SanaViz” using  
combined principles of Human Centered approach and Cognitive Fit Theory can be 
used to design and develop a system that models the characteristics and tasks of the 
users, thus increasing user effectiveness and user satisfaction. Understanding the us-
ers, the domain, and their tasks has the promise to assist in providing quality health 
care systems. The present study addresses a novel approach of evaluating telehealth 
programs by using GeoVis applications. The results presented here help to uncover 
the common telehealth indicator categories, overlapping of some tasks in each of 
these telehealth indictor categories and the preferences of the various users on how to 
present the findings of these tasks. Majority of the tasks had spatiotemporal relevance 
despite having limited prior GeoVis familiarity and prior spatial skills among the 
various telehealth users.  Prior results also demonstrate poor SUS scores for the vari-
ous existing public health GeoVis applications and so provides considerable evidence 
and motivation to design and develop GeoVis applications that are easy to use and 
can effectively facilitate visual exploration of telehealth data. In summary, the present 
study helped to illuminate some important considerations for developing GeoVis 
applications for use by different telehealth stakeholders. Although the users had vary-
ing levels of expertise and knowledge of mapping and geo-visualization, the partici-
pants were enthusiastic about the use of GeoVis application “The SanaViz”. Future 
studies are needed to assess the long term use of “The SanaViz” and to determine the 
changes that might be needed to be made for further improvement of the prototype. 
Further research is also warranted to examine how the use of GeoVis application in 
telehealth can improve public health planning and decision making. 
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Abstract. From the original game console, the Xbox has rapidly evolved into a 
comprehensive entertainment platform where tens of millions of users could not 
only play video games but also watch movies and TVs, listen music and enjoy 
Apps. Therefore, building a cross media ranker to provide relevant and persona-
lized search results for Xbox users has become an interesting and imperative 
task.  In this paper, we present our recent progress on improving Xbox’s cross 
media ranker by mining massive click log data and generating multi-class re-
levance labels. Our experimental results have shown that incorporating the click 
likelihoods into the label generation yields better click-performance and mean-
while maintains comparable NDCG values, as compared to solely using the 
human labels generated by a small number of human judges.  

Keywords: Click Likelihood, Click Log, Xbox, Search, Ranking, Relevance 
Labeling. 

1 Introduction 

Relevance label, which represents how much a user thinks the returned document is 
relevant to his/her issued query, is critical to the performance of trained ranker. In a 
ranking model, the relevance label serves as the target for ranking function to fit. 
Thus, if the relevance label is prone to error, it is hard for the ranking function to learn 
the best features and parameters to meet user’s relevance expectation.  

Usually, the labeling tasks are conducted by a small number of human judges due 
to high recruiting expenses. Therefore, the labeling process is often time-consuming 
and laborious-taking [1, 2]. Moreover, because the labeling is conducted by a small 
number of judges, the labeling judgments may not well represent the large user popu-
lation [3, 4]. Last but not the least, for search problem that is highly time-sensitive, 
the extent of relevance between a query and a document could vary significantly over-
time. Unless we have large amount of human judges to work diligently enough, it is 
very hard for the labels to keep up with the relevance changing rate.  

An alternative method to generate relevance labels is by mining the relevance sig-
nals from click log. By utilizing massive amount of click data, the training data is 
easy to scale in a much faster fashion. Moreover, the labels are less likely to be biased 
because the relevance between a query and a document is determined by logging the 
behaviors of a large amount of real users. Finally, we can easily extract relevance 
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labels from click log from time to time so as to accommodate any temporal relevance 
changes. 

In this study, following the design science paradigm proposed by Hevner [5], we 
propose a method to train a ranking model by mining the click likelihood from large 
amount of click log. Specifically, we will illustrate how to generate relevance labels 
by leveraging click likelihoods, how to reduce noises and biases in click likelihoods, 
and how to embed the click likelihoods into a time-sensitive training framework to 
accommodate relevance changes. As a proof-of-concept, we demonstrate the applica-
bility of our method by applying it to the Xbox’s Cross Media search. Under the same 
set of features and ranking algorithm, we compare and critically discuss the ranking 
performance between traditional human labeling models and our proposed models. 
Finally, we summarize the results and discuss the future research direction. 

2 Related Work 

2.1 Learning to Rank 

Learning to rank aims to automatically construct a ranking function (i.e. ranker) 
 from training data, which is usually a supervised or semi-supervised ma-

chine learning problem [6-9].  The training data consists of training example at 
query-document ,  level. For each , , we extract a feature vector ,  as the 
input for ranking function, and a relevance label , . The parameters of ranking 
function is learned by minimizing the error function of the ranker score and the relev-
ance label: Error , , , .  Therefore, the relevance label ,  is critical 
for inferring the correct parameters of ranking function. 

2.2 Xbox Cross Media Search 

In this section, we will introduce the search problem in Xbox and how it is different 
from the traditional search. 

The search content served at Xbox are media-specific, including movie, TV, music 
and game. The user interface for Xbox is dramatically different from traditional web 
search. Figure 1 shows the layout of four contents on the first page on Xbox One. 
This layout indicates that the relevance of first returned result is more important than 
that of traditional web search as the area of the first returned doc is much bigger.  

Moreover, there are considerable noises in user clicks. We found that the click 
probability fluctuates dramatically as users continue scrolling to the next page. Spe-
cifically, we notice an unusual phenomenon that the click probability at the position 
greater than 125 on average is greater than 0.8, which means users have more than 
80% of the chance to click on a document after the 31st page. One reason behind 
might be there are some malicious users in the system, who intentionally click on 
document with poor relevance. Another possible reason is that scrolling and clicking 
action using Xbox’s controller is relatively easy to achieve than traditional web 
search, thus users may mistakenly scroll too many pages before initiating their clicks. 
However, when we only consider the clicks in the top 50 position (see Figure 2), the  
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Fig. 1. Content layout on the first page of the Xbox One’s search results 

click probability is more aligned with the traditional cascade model assumption [10]. 
Consequently, in order to get more reliable click signals from Xbox, we may need to 
truncate clicks happened at bottom of the page. 

 

Fig. 2. The click probability at position  

3 Proposed Framework 

3.1 Overall Framework 

In this section, we will discuss the major steps involved in ranker training with click 
likelihoods. The first step is to construct training data, which consists of five sub-
steps: query sampling, query-document pair selection, click likelihood calculation, 
smoothing & cleaning and feature extraction. The first two steps focus on generating 
query-document pair , , which involves spamming filtering and tail ,  pairs 
removal. Feature extraction aims to find the feature vector ,  for a selected , . 
Click likelihood with its smoothing and cleaning techniques are key components in 
our article and we will discuss them in 3.2 and 3.3. Finally, we train a ranker with 
optimal parameters and evaluate its final performance on the test data. The specific 
machine learning algorithm is called LambdaRank [11]. 
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Fig. 3. Overall framework for ranker training with click likelihood 

3.2 Click Likelihood and Relevance Label 

The ranking function tries to find a list of indexed entities , … ,  for a query  
such that the , ,  if  , where  is the relevance measure. Our 
goal therefore is to find a metric that could best approximate , . 

The click likelihood for a query-document pair , is denoted as:              1  1  #  #  ,    (1) 

Assuming that a user would only click on the relevant documents, the click likelih-
ood thus could be used as the relevance measures. 

Nonetheless, we need to consider the fact that the click logs are often very noisy. 
For example, spamming users could generate abnormal click statistics. We imple-
mented several techniques to reduce the noise. We will discuss some representative 
methods in the following section: 
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(1) Spam detection: in the query sampling stage, we allow a user to only con-
tribute one search for a given query in one day. By using this technique, we 
eliminate the affect posed by those malicious users or robots who issue the 
same searches numerous times. 

(2) Query document filtering: the estimate of click likelihood for query-
document that only show a limited amount of times is more likely to be bi-
ased. For example, if a query-document pair only shows two times in the log, 
and has been clicked once, the click likelihood is 0.5—much higher than the 
average. However, with only two views of this query-document pair, this 
particular click is very likely to happen by chance. To reduce this bias in our 
dataset, we discard any query-document pairs which show less than 50 times 
given a specific time frame. 

Moreover, searching a query could return dozens or hundreds of documents, 
but it is unlikely that all of them are examined by users. According to the defini-
tion of click likelihood, we need to only count the documents that are seen by 
the users as the denominator. Therefore, we applied two filtering techniques: 
a. #        

b. #           50  

According to our observation in Figure 2, we expect the ranker performance 
using method b. to be better than that using method a. 

(3) Click likelihood smoothing: we also applied a smoothing technique to pe-
nalize the query-document pair that has low number of view count. The 
smooth function is denoted as: 

  (2) 

Where  is a smoothing factor and  is the average click like-
lihood of the entire data set. 

(4) Outlier removal: We transformed the final click likelihood into log-odds ratios 
to identify outliers. Since the distribution of log-odds ratios generally follow 
normal distribution, we can manual check the distribution graph to inspect poss-
ible outliers and remove long tails. The log-odds ratio function is denoted as: 

lnln 1  (3) 

Finally, we need to convert the cleaned click likelihood into discretized relevance 
label gain. Since the maximum label gain for human labeling setting is 15, and the 
final click likelihood ranges in [0,1], we simply multiple of the click likelihood by 15 
and rounded to integers and generate a 15-level relevance labels. 
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3.3 Constructing Training Data for Time-Sensitive Features and Relevance 
Labels 

Because many features in the ranking model is highly time-sensitive, we need to con-
sider time effect when constructing the training data. Suppose the original data is 
collected in a time horizon , . We cut this time zone into the so-called “feature 
zone” and “target zone”, which are respectively  ,  and ,  with 

. For each , -pair that is both available in ,  and , , the feature 
vector ,  is generated within the time frame , , while the relevance label   is estimated using the information in the time frame , . 

A more advanced method to prepare training data that could accommodate relev-
ance changes overtime is to use a sliding window. We generate multiple training data-
set corresponding to  ,  and ,  where  ∈ ,  and combine them 
together. Therefore, for a single query-document pair, we can investigate how the 
feature vector and relevance label changes over time. 

4 Demonstration and Evaluation 

4.1 Evaluation Metrics 

We use two types of metrics to evaluate the ranker performance: NDCG (normalized 
discounted cumulative gain) Error! Reference source not found. and future click-
performance. NDCG is a traditional metric to evaluate ranking performance. It allows 
each document to have a graded relevance (e.g., bad, fair, good, excellent, perfect) 
while some other traditional measures (precision, recall, …, etc.) only allows binary 
relevance. It also assigns higher weight to the document at the top of the result list. 
We use the NDCG of the top  positions for 1,2,4 as our NDCG measurements. 
Specifically, the NDCG of the top  positions is calculated as NDCG ∑ ∑ / ∑                        (4) 

where  represent the descending order of , … , , which re-
spectively are the relevance gains of the first  documents under the query  that 
does not have all zero-gain results, and  is the total number of such queries. 

Future click-performance represents the user engagement to the search service after 
a ranker is deployed to production. We use the click-happening-rate (CHR) and the 
last-click-rate (LCR) of the top  positions for 1,2,4 as our click-metrics. The 
CHR of the top  positions is calculated as CHR N         f   N     .                 (5) 

The LCR of the top  positions is calculated as LCR N         f   N    .              (6) 
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4.2 Data Set 

We collected the query-document pairs that satisfying the selection criteria from the 
click log in Feb 1st ~ June 1st, 2013. Notice that only 17% of the selected query-
document pairs have human labels. Thus the training data set for human label ranker 
is from these 17% of query-document pairs. The training data set for click-based 
ranker include all the query-document pairs. The click-logs in June 2013 are used to 
test the future click-performance.  The human-judged query-document pairs generat-
ed in movie and TV domains from June 2013 to October 2013 were used to test the 
future NDCG-performance. 

4.3 Experimental Results 

In this section, we present some experimental results of comparing the relevance la-
bels generated by our method with several other types of relevance labels. For each 
relevance label setting, we kept the same feature set and used the same ranker-
learning algorithm LambdaRank. Following are the description of each experiment: 

i. HJ:  Human judgment. The labels have three unique values of gain: 15 for 
Excellent, 7 for Good, and 0 for Bad. The query-document pairs in the train-
ing data contain only those with HJ labels. 

ii. lCTR: CTR under the assumption that in a session, the returned results be-
fore the last click are viewed and those after the last click are not viewed. 
The label gain is calculated as lCTR · 15 and rounded. The query-document 
pairs in the training data contain only those with lCTR labels. 

iii. tCTR: CTR under the assumption that in a session, the returned results be-
fore a pre-defined truncated position are viewed and those after the truncated 
position are not viewed. The label gain is calculated as tCTR · 15  and 
rounded. The query-document pairs in the training data contain only those 
with tCTR labels. 

iv. tCTR∪HJ: Combination of tCTR-labels and HJ-labels. The query-document 
pairs in the training data are the union of those with tCTR-labels and those 
with HJ-labels. For each with both the tCTR- label and the HJ-label, the final 
label gain is calculated as the rounded average. 

Once the relevance labels were determined in the target zone, we performed the 
feature extraction for each query-document pair in the feature zone.  Four rankers 
were trained from these training data, and were used to score the query-document 
relevance on the same test data. The test results are summarized in Table 1 and 2.  

Table 1. The test click-performance 

Label CHR1 CHR2 CHR4 LCR1 LCR2 LCR4 

HJ 55.77% 70.65% 85.40% 49.00% 64.47% 81.20% 

lCTR 53.11% 69.46% 84.73% 46.34% 63.18% 80.65% 

tCTR 57.39% 71.39% 85.69% 50.18% 65.22% 81.68% 

tCTR∪HJ 57.13% 71.27% 85.78% 50.17% 65.25% 81.71% 
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Table 2. The NDCG values from one human judgment data 

Label 
 Movie   TV  

NDCG1 NDCG2 NDCG4 NDCG1 NDCG2 NDCG4 

HJ 91.71% 90.22% 89.93% 94.35% 93.63% 93.95% 

lCTR 83.92% 81.77% 81.83% 91.81% 90.44% 91.17% 

tCTR 86.46% 83.70% 84.30% 90.80% 91.03% 92.26% 

tCTR∪HJ 90.56% 88.09% 88.41% 92.78% 92.73% 93.25% 

From Table 1, we found that lCTR has the worst performance, indicating the exis-
tence of noises in click logs. However, after only utilizing the click likelihood in the 
top 50 documents per query, the performance is dramatically increased. This means the 
clickes on the first few pages are more trustworthy.  After combined with the human 
label, tCTR∪HJ model also has satisfactory performance on future click metrics.  

Per Table 2, we found that ranker trained purely from human labels has the best re-
sults. This is expected because the test data for NDCG evaluation uses the human 
label as the relevance labels. Similar to the pattern in click metrics, the lCTR model 
has the worst performance, and the gap to the optimal performance is even larger. 
However, after removing the query-document pairs happened after the 50th position, 
tCTR has gained considerable performance. The best click-based model is the one 
that combines the human label and click likelihood, which is almost comparable to 
the pure human-label ranker (p value greater than 0.05). 

The initial experimental results has shown that the ranker trained on click labels 
yielded comparable performance to the ranker trained on human judgment labels. This 
result is encouraging because we can quickly increase the training data size with li-
mited manual efforts. We also found that, compared to the model with human label, 
the model with click labels performs especially better on head queries. Hence in the 
future we can adopt a hybrid model which utilizes click to generate labels for head 
queries and employs human judges to label tail queries. Last but not the least, we found 
the click- based rankers are better in predicting the future customer engagement.  

However, we also find there are considerable noises contained in click likelihood. 
For example, eye-tracking experiments have found that the probability of a document 
being clicked under a query is not only determined by relevance but also the docu-
ment position and presentation format. Therefore, we are currently working on a ge-
nerative model that could accommodate position bias.  

5 Conclusion 

In this study, we propose an alternative method to generate relevance labels for Xbox’s 
cross media ranker training. We find that the traditional human labeling method is time-
consuming, not representative and not responsive to market dynamics. Therefore, we 
propose a method to use click likelihood as relevance labels. Since click logs often con-
tain noises and is biased towards position and presentation, we discussed several tech-
niques to reduce these noises. Finally, using the same set of features and ranking  
algorithm, we compared our ranker with traditional human-labeled ranker. We found  
that the click-based ranker is more suitable to predict future user engagement and  
human-label-based ranker performs better in traditional NDCG metric. The overall best 
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performing model is the hybrid model which combines human label and click likelihood. 
Therefore, in the future we could leverage click log to get training data at low cost and in 
a more timely fashion, and let human judges could concentrate on the relevance labeling 
for tail query-document pairs that are more likely to contain click noises. 

One limitation of our proposed method is that we did not differentiate the click  
likelihood between queries. From the Xbox click log, we found that some queries are 
title-specific (such as “skyfall”), while some are people-specific (such as “jennifer 
lawrence”). These two types of queries in general give different click patterns: the 
title-specific queries has more concentrate click distribution while the people-specific 
queries has more spread distribution. Therefore, one future research direction is to 
create query-specific click likelihood. 

Another limitation is that we reduce the position bias by relatively simple heuristics—
only disregarding document clicks after a fixed position (less than 50). A more sophisti-
cated method is to look into the relationship between click sequence, viewing position 
and relevance levels at the same time. Therefore, we are currently working on a generate 
model which could account for the aforementioned factors in a comprehensive way. 
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Abstract. Companies consider the check-in service as an new advertising chan-
nel to promote the companies and products. The check-in based advertisement 
always has different level of social cues richness. Determining an effective so-
cial cues design in check-in based advertisement is a critical question. This re-
search explores which social cues design will be appropriate in check-in based 
advertisement. The results of a laboratory experiment supported that the design 
of higher social cues richness increases higher advertising effectiveness meas-
ured by attitude toward the ad in general. Social media users would intend to 
use the appropriate design if the design is effective and easy-to-be-memorized. 

Keywords: Social cues, attitude toward the ad, mobile check-in apps, social 
media, mobile marketing. 

1 Introduction 

Social media, such as Facebook, is one of the most popular website in many people's 
personal life. For the marketing purpose, social media is emergent as a powerful 
communication tool has made it possible for a person to communicate hundreds or 
thousands of other people about products and companies informally (Mangold and 
Faulds, 2009). Many people like to use check-in services in social media to post mes-
sages and photos about their lives in particular locations. Check-in service is a one-to-
many model that allows users to semantically create and name venues to manually 
broadcast their locations to their friends in social media (Cramer et al., 2011). Posted 
content included messages and photos usually involve companies and products, such 
as meals in a restaurant and facilities in an amusement park. Therefore the content 
posted by consumers in a check-in service can be considered as a new informal form 
of advertisement for companies' marketing and promotion.  

Social cues refer to a medium presents other persons' social interactions directly or in-
directly (Kamins, 2011; Horvath and Lombard, 2010). The content posted by check-in 
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service users always have different levels of social cues richness. For example, the con-
tent including no photo has fewer social cues than the content including photo. Users' 
attitude toward the content which have different social cues in check-in services is an 
interesting issue for internet marketing. In the other hand, check-in service users prefer-
ring to post which level of social cues richness is another interesting research issue. 
Companies like positive and good messages about their companies and products. 

The prior Human Computer Interaction (HCI) studies investigate on social cues pres-
entation. For example, Horvath and Lombard (2010) use pleasantries in text and cartoon 
owl as high social cue conditions in information system interface. Wang et al. (2007) use 
animated character and real-person character as social cues on retail web sites. Kamins et 
al. (2011) focus on internet auctions and use the following information as social cues: the 
number of bids submitted, a counter which presents the number of viewers who watched 
the item on sale, and bidder's personal information. In the Hu and Jasper's study (2006), 
the store decorated with posters which showed a man, mother, and baby in high socially-
oriented display condition. The above prior studies investigate the effects of social cues 
outside the social app context because the social app context is a new phenomenon. 
Check-in Content in a social app is different from other apps because the content is often 
generated by a friend and includes location-based information. 

The first research objective of this study aims to manipulate different levels of so-
cial cues richness in the check-in based advertisement and to explore how social cues 
designs influence audiences' attitude toward the ad. The second research objective of 
this study aims to explore the relationship between attitude toward the ad, self effica-
cy on recall, and usage intention for each social cues design when users post articles 
in a check-in service. 

2 Social Cues Design in Mobile Check-in Based Advertisement 

The Facebook app, which is a popular mobile check-in app on android platform, is 
chosen in the experiment. The Facebook app provides a location-based service and 
shows the check-in location in the map in the user-generated check-in content. The 
Facebook app users can alternatively post texts and photos when they check in. Three 
social cues designs are usually appears on user-generated check-in content in the real 
world: text, text and product photo, and text and product+person photo.  

 

Fig. 1. Screenshot of social cues design C-1: Text 

Text: Wow! Ice 

cream melts my 

heart!

Location Name

Map
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Fig. 2. Screenshot of social cues design C-2: Text and product photo 

 

Fig. 3. Screenshot of social cues design C-3: Text and product+person photo 
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This study uses the Facebook app and the mobile device, which is Samsung Galaxy 
S3, to manipulate three social cues design advertisement: C-1, C-2, and C-3. A user 
only input text data in social cues design C-1 (Fig. 1). A user input text data and a 
photo including ice cream product in social cues design C-2 (Fig. 2). And a user input 
text data and a photo including ice cream product and a person in social cues design 
C-3 (Fig. 3). 

3 Research Hypothesis 

Figure 4 depicts a proposed research model comprising four concepts: social cues 
design, attitude toward the ad, self efficacy on recall, and design usage intention. The 
proposed four hypotheses (H1, H2, H3, and H4) in Figure 1 are introduced as follows. 

Social cues design is defined as "a medium presents other persons' social interac-
tions directly or indirectly in different levels".  The social cues design in the check-in 
service has two purposes: self disclosure for personal promotion (Carpenter, 2012) 
and product and company promotion (Mangold and Faulds, 2009). Self promotion 
indicates that a person presents an inflated sense of self to as many people as possible 
(Carpenter, 2012). Product and company promotion in social media is an informal 
promotion channel that customers talk directly to one another about products and 
companies outside company managers' direct control. 

 

Fig. 4. Research Model 

In the advertising domain, attitude toward the ad is the affective response of con-
sumers to a particular stimulus (Wang et al., 2009; Yi, 1990). Attitude means users' 
feeling, such as good, interesting, like, and favorable.  Social cues can evoke social 
presence (Horvath and Lombard, 2010). Social presence concerns with the human 
warmth and sociability on the Internet media (Hassanein and Head, 2006). Lombard 
and Ditton suggest that one of the most prominent psychological impact of social 
presence is positive attitude (Lombard and Ditton, 1997). Social presence causes en-
joyable, interesting, and pleasant feelings in an apparel retailing website (Hassanein 
and Head, 2006). Therefore the hypothesis 1 is proposed as follows. 

 
Hypothesis 1 (H1): The richness levels of social cues design positively influences 

attitude toward the ad in check-in based advertising. 

Social Cues Design
Attitude Toward the 
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Self efficacy is the belief that a person is able to perform a particular task (Lorenzo 
et al., 2012; Compeau and Higgins, 1995). Recall means that a person remembers the 
received message after a period of time (Norris and Colman, 1992). Therefore Self 
efficacy on recall in this study is defined as "the belief that a person is able to remem-
ber the received message after a period of time". High pleasant feelings have a signif-
icant positive impact on advertising recall (Pieters and Klerk-Warmerdam, 1996). 
This study measures self efficacy on recall and does not measure actual recall accura-
cy because we would like to explore how users subjectively belief and confidence in 
recall the content can influence the intention to adopt a design in a check-in service. 
Furthermore, self-reported confidence in recall could be useful as a predictor of recall 
accuracy (Cust et al., 2009). Therefore self efficacy on recall can be a predictor of the 
actual recall accuracy. The hypothesis 2 is proposed as follows. 

 
Hypothesis 2 (H2): Attitude toward the ad positively influences recall self efficacy 

in check-in based advertising. 
 
The prior research shows that behavior intention to system use lead to actual sys-

tem use (Moon and Kim, 2001). This study goes beyond the general check-in system 
usage intention and focus on the design preference in check-in system usage. There-
fore design usage intention is defined as "behavior intention to post and share a par-
ticular richness level of social cues in check-in service usage".  

People tend to share positive, good, and interesting content to others online (Tier-
ney, 2013). People are most enthusiastic in spreading ideas that they themselves are 
excited and that appeals to others (Falk, et. al, 2013). Hence the hypothesis 3 and 4 
are proposed as follows. 

 
Hypothesis 3 (H3): Attitude toward the ad positively influences design usage in-

tention in check-in based advertising. 
 
Hypothesis 4 (H4): Self efficacy on recall positively influences design usage inten-

tion in check-in based advertising. 

4 Research Method 

This study manipulates social cue richness in the experiment setting. Table 1 summa-
rizes three levels of social cues richness in check-in content. Subjects in experiments 
are randomly assigned in three groups to browse check-in content C-1, C-2, and C-3 
on Facebook. The subjects were Taiwanese, and  were university students.  

After the subjects browse a particular check-in based advertisement, the subjects 
fill in the questionnaire to measure their attitude toward the ad, self efficacy on recall, 
and design usage intention. The items in the questionnaire for measuring attitude to-
ward the ad is developed based on the advertisement effects study (Yi, 1990). The 
items in the questionnaire for measuring self efficacy on recall is based on the prior 
advertising recall studies (Norris and Colman, 1992; Bezjian–Avery et al., 1998). And 
the items of design usage intention are based on the concept of technology usage in-
tention (Venkatesh et al., 2003). 
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Table 1. Social Cues Richness in Check-in Design 

 

5 Experimental Result 

The experimental result is twofold. The first part is descriptive statistic data for reporting 
user experiences. The second part is the hypotheses testing result conducted by partial 
least squares (PLS) regression technique. The two parts are introduced as follows. 

5.1 Descriptive Statistics 

The descriptive statistics reports the user experiences for three groups of social cues 
designs (C-1, C-2, and C-3) about attitude toward the ad, self efficacy on recall, and 
design usage intention. The sample size is 63. The statistic data is shown and dis-
cussed as follows. 

The subject demographics are shown in Table 2. In the experiment, male subjects 
are about 70 percent and female subjects are about 30 percent. Most of subjects are 
18-28 years old. All subjects have usage experiences on Facebook. 82% subjects have 
usage experiences on the Facebook check-in service. Most of subjects like to use the 
check-in service in sight-seeing spot (63%), Leisure-oriented entertainment place 
(66.2%), and restaurant (69.2%). 

Table 3 shows that higher social cues richness results in more subjects who have 
positive attitude toward the ad in average agreed percentage. It is interesting that the 
agreed percentage of irritating (18.1%) and favorable (45.4%) in high social cues 
richness (C-3) group is lower than the agreed percentage of irritating (26.0%) and 
favorable (56.5%) in medium social cues richness (C-2) group. In the follow-up 

Social 
Cues 
Design 

Social 
Cues 
Richness 

Features 

C-1 Low Text: descriptions about the feeling of 
the product in the location
Map: the geographic location in the map
is shown directly.

C-2 Medium Text: as the same as C-1
Picture: the product and scene in the 
location
Map: the geographic location in the map
shows when a user clicks the location 
name.

C-3 High Text: as the same as C-1
Picture: the person, product, and scene in 
the location
Map: the geographic location in the map
shows when a user clicks the location 
name.
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study, a subject reports that the no-person photo (in C-2) keeps the sense of mystery 
to increase irritating feeling. Another subject does not favor product+person photo (in 
C-3) because the person occupies most of the photo layout. 

Table 2. Subject Demographics 

 

Table 3. Agreed Percentage on Attitude Toward the Ad 

 

Table 4 shows the average of agreed percentage on self efficacy on recall in both 
medium and high social cues richness are higher than 50%. However, the average of 
agreed percentage on self efficacy on recall (63.0%) in the medium social cues rich-
ness (C-2) group is higher than the average percentage (53.6%) in the high social cues 
richness (C-3) group. And the average of agreed percentage on self efficacy on recall 
(53.6%) in the high social cues richness group (C-3) is higher than the average per-
centage (40.6%) in the low social cues richness (C-1) group. In more details, two 
items dramatically decrease the average of agreed percentage on self efficacy on re-
call in the high social cues richness (C-3) group: "The ad enhance my impression on 
the scene and product" and "I can describe the scene and product in the ad in few 
days". This result is reasonable because several subjects indicate that the product is 
too small in the photo layout and most of the photo layout is occupied by a person.  

Gender 7-2
Male 71.4%
Female 28.6%

Dominant age group 18-28
Have Facebook usage experience 100%
Have check-in experience 82.0%
Preferred check-in locations

Public transportation 29.2%
Sight-seeing spot 63.0%
Government institution 23.0%
Leisure-oriented entertainment place 66.2%
Restaurant 69.2%
Activity and exhibition 49.2%
Others 9.2%

Social Cues Richness Low
C-1

Medium
C-2

High
C-3

Good 33.3% 56.5% 72.7%

Interesting 38.9% 47.8% 63.6%

Like 16.7% 52.1% 59.1%

Irritating 5.6% 26.0% 18.1%

Favorable 22.2% 56.5% 45.4%

Average 23.3% 47.8% 51.8%
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Table 5 reveals that the subjects intend to use the higher social cues richness when 
they generating check-in based advertisement in general. It is interesting that only 
36.4% subjects intend to use the high social cues richness design in the C-3 group, 
which lower than 47.8% agreed percentage on design usage intention in the C-2 group. 
Subjects indicate that they sometimes take no-person photos for generating check-in 
based advertisement because of privacy concerns. For example, some persons secretly 
join the activities and are unsuitable for appearance in social media publicly. Many 
users often add unfamiliar "friends" in social media. Some users were afraid the person 
photos may be stolen by other unfamiliar persons for harmful purposes. 

Table 4. Agreed Percentage on Self Efficacy on Recall 

 

Table 5. Agreed Percentage on Design Usage Intention 

Social Cues Richness Low 
C-1 

Medium 
C-2 

High 
C-3 

I would use this design 
approach continuously. 

16.7% 56.5 68.2% 

I would choose this de-
sign approach. 

11.2% 60.9 68.2% 

I would use this design 
approach to interact 
with my friends. 

16.7% 78.3 77.2% 

I would not stop use this 
design approach. 

22.3% 47.8 36.4% 

I hope my check-in con-
tent would be made by 
this design approach. 

11.2% 60.9 81.8% 

Average 15.6 60.9 66.4 

Social Cues Richness Low
C-1

Medium
C-2

High
C-3

I can remember the 
scene and product in 
the ad in few days.

38.9% 69.5% 68.2%

The ad enhance my 
impression on the 
scene and product.

55.6% 78.3% 59.1%

I can describe the sce-
ne and product in the 
ad in few days.

22.2% 43.4% 27.3%

I will remember the ad 
if similar scenes and 
products appear.

44.5% 60.9% 59.1%

Average 40.6% 63.0% 53.6%
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5.2 Hypotheses Testing Result 

In the data analysis phase for hypotheses testing, this study uses partial least squares 
(PLS), which is a structural equation modeling (SEM). PLS is useful when the sample 
size is not very large. Bootstrapping was performed to test the statistical significance of 
each path coefficient using t-tests. The result depicted in Figure 2 shows that increased 
social cues numbers in advertisement presentation design positively and significantly 
influences on attitude toward the ad. Attitude toward the ad has a positive and significant 
impact on self efficacy on recall and design usage intention. And self efficacy on recall 
has a positive and significant impact on design usage intention. Thus hypotheses H1, H2, 
H3, and H4 are supported. The R2 for the attitude construct in Figure 5 was rather low in 
0.092. However, it is reasonable, because attitude for check-in content are affected by a 
large number of factors other than social cues design. 

 

Fig. 5. PLS Structural Model 

Notes: Values above the arrows refer to path coefficients; ** p < 0.01, *** p < 0.001. 

6 Conclusion 

Check-in content can be considered as an informal advertising in users' self promotion 
and companies' promotion simultaneously in social media. This study proposes a 
research model involves social presence levels in check-in based advertisement, atti-
tude toward the user-generated advertisement in a check-in service, self efficacy on 
recall, and design usage intention. The relationships among the above concepts are 
discussed based on the prior studies. The preliminary experiment for validating the 
proposed model is conducted. 

In theoretical contribution, this study put the concept of attitude toward the ad into 
the social media's check-in service as an informal promotion channel in the proposed 
research model. The proposed model presents a virtuous circle for the promotion in 
social media. In this circle, users like receiving positive and interesting message. Oth-
ers usually give positive feedbacks to admire these positive and interesting message in 
the expectation. And users would like to share a positive message about companies 
and products in check-in services. For managerial implications, companies should 
prepare attractive products and scenes to increase positive attitude toward the check-
in message and users will more intend to share the message for promote companies 
and products informally in social media. 
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Abstract. This study analyzes the perceptions of different groups of consumers 
for and against the disintermediation of travel agencies also considering the 
relative power in influencing the tourist’s choices exerted by user generated-
content (UGC). A web-based survey is carried out in Spain and 961complete 
questionnaires was obtained. A latent segmentation was applied on factors 
identified running an exploratory factor analysis on a list of 16 statements, the 
use and frequency of use of the Internet to make hotel reservations, if 
consumers are bookers or lookers, and they have changed hotel reservations 
after having read UGC. Findings revealed that different clusters exist based on 
the identified factors and aforementioned variables, and that significant 
differences between these clusters based on sociodemographic characteristics, 
their behaviour in using the Internet for searching for information and/or 
buying, and the extent to which they change the accommodation that had been 
suggested by a travel agent after having read UGC.  

Keywords: UGC, disintermediation, bookers and lookers, latent segmentation, 
Spain. 

1 Introduction 

In recent years the Internet has been growing at a tremendously fast pace, opening 
new ways of running effectively marketing operations and dramatically changing the 
role of traditional travel agencies. More recently, the most significant development in 
Internet applications has been in the area of User Generated Content (UGC) and peer-
to-peer applications, with UGC and Travel 2.0 applications being one of the most 
important sources of information for consumers making a purchasing decision [1]. 

In 2013, by 54.6% of the persons who had made purchases online, holiday 
accommodation were the top category of products/service most often purchased 

                                                           
* Corresponding author. 



 Analyzing the User-Generated Content on Disintermediation Effect 755 

online in 2013 in Spain with other travel services accounting for 49.7% and tickets for 
entertainment at 40.3% [2]. 71% of Spanish social media users make use of peer-to-
peer travel applications for travel-related purposes [3]. The aforementioned data and 
figures allow us to observe the importance of the Internet as a heavily growing 
channel used by Spanish travellers to book hotel accommodations, provoking a strong 
on going disintermediation process. 

Until now, there has been very little research examining the perceptions of 
different groups of online buyers of hotel rooms with different online purchasing 
experiences. Prior researches [1], [4] focused on specific geographical areas, but no 
work has yet investigated the views of Spanish buyers either for or against the 
disintermediation of hotel reservations. Further, until now, research aimed at 
examining whether consumers are more or less likely to change the accommodation 
suggested by a travel agency based upon UGC do exist just in the context of Italy [1]. 
This study therefore intended to address this point by presenting and discussing the 
findings obtained and applying cluster analysis to a sample of 986 Spanish travellers. 

2 Literature Review 

The disintermediation hypothesis, that is, the idea that the role of the middleman will 
be eliminated, has captured the attention of both researchers and practitioners. 
Prominent arguments exist in literature for and against disintermediation of the 
tourism distribution channel. Among the arguments in favour of disintermediation 
are, for example, the great flexibility and variety of consumer choice made possible 
by internet, the poor level of training and competence of travel agency personnel and 
the fact that travel agencies are biased towards suppliers who offer overriding 
commissions [5]. On the other hand, among the arguments against disintermediation, 
we can consider, for example, the time-saving that travel agencies grant their 
customers, the human touch they provide, the reduction in uncertainty and insecurity 
they ensure by assuming the responsibility for all arrangements [5] and the possibility 
for consumers to avoid to face the sort of information overload that the large amount 
of information available online can create [6]. Tourists using the Internet to make 
their hotel bookings can be divided into those who only wish to acquire information 
(“lookers”) and those who also use it to buy tourism services and products 
(“bookers”). According with previous research, lookers” differ from “bookers” in 
several socio-demographic characteristics and in their Internet usage. For instance, it 
was shown that the propensity to purchase online increases with age, education level 
and income [7]. Further, younger groups were found being less likely than senior 
group to prefer travel agents when searching for information; contrariwise, people 
older than 59 years and on an organized tour were reported being likely to choose the 
combination of travel agents and face to face [8]. Consumers’ information search 
differs also by travel product characteristics; for example, people usually buy 
convenience and standard goods online, while they rely heavily on traditional 
intermediaries when buying complex products [9]. Finally, the greater the distance 
travelled [10] and the longer the period of the stay [11], the greater is the number of 
travellers using travel agencies. 
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3 Methodology 

The present study targeted exclusively adults resident in Spain and at least 16 years 
old. A structured questionnaire was developed that took into account previous 
literature evaluating the perception of travelers on disintermediation in travel services 
[1,5,4, 12]. A snowball sampling technique was used which is often used with hidden 
population segments who are difficult for researchers to access [13]. This technique 
was considered the best choice to obtain a large sample of consumers who reside in 
Spain and to cope with the financial constraints we faced in managing the research 
project.  

The survey used was divided into two parts. In the first part, respondents were 
asked to reply to some general demographic questions. In the second part of the 
questionnaire respondents were asked a) if they had any previous experience of 
booking hotel rooms online; b) how many times a year they usually use the internet to 
make hotel reservations differencing between bookers and lookers; c) if they have 
ever changed the accommodation suggested by a travel agency based on reviews and 
comments posted online; d) to express to what extent they agree or disagree with a list 
of 16 statements specifically chosen to investigate online buyers’ views for and 
against the disintermediation of hotel reservations and to analyze to what extent their 
choices are influenced by UGC. A 5-point Likert scale was used (1=completely agree; 
5=completely disagree) to indicate their answers. A total of 961 complete 
questionnaires were collected in a two months survey period. The first step was to 
apply an exploratory factor analysis (EFA). To this purpose, principal components 
analysis (PCA) was run. Finally, 12 items were used to develop the factorial analysis 
due to the standardized loadings of the others four variables were lower than 0.6 
[14].The factor scores created during the factor analytic process were used as 
variables to develop a cluster analysis. Specifically, a latent segmentation 
methodology was used to define the segmentation and profiling of the Spanish 
tourists who make hotel reservations (Latent Gold 4.5 statistical software was used). 

4 Findings 

4.1 Principal Component Factor Analysis (PCA) 

The first step in developing an EFA is to analyse the Kaiser–Meyer–Olkin (KMO) 
measure and Bartlett’s test of sphericity. The KMO was greater than 0.85 and 
Bartlett’s test of sphericity was highly significant (0.0000), thus indicating good 
model acceptability and allowing us to proceed with a factor analysis for the data. 
Further, Cronbach’s alpha values higher than 0.7 indicate the reliability of the 
extracted factors. After factor extraction, an orthogonal varimax rotation was 
performed on the factors with eigenvalues ≥1.0, thus allowing us to minimize the 
number of variables having high loadings on a particular factor. Three factors resulted 
from the analysis, accounting for 68.74 of the symptomatic variance (Table 1). The 
factor structure was consistent because all the variables have a factor loading >0.5 for 
the factor that they allowed.  
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Table 1. Factor loadings of EFA 

 

Factor 1, preference for the Internet, is the first predominant factor with 44.17% of 
explained variance. Factor 2, preference for physical travel agencies, is the second 
predominant factor with 18.08% of explained variance. Thirdly, the construct named 
preference for 2.0 tools to do hotel reservation, is the lowest predominant factor with 
6.51% of explained variance.  

4.2 Confirmatory Factor Analysis 

The indicators for the next latent segmentation were based on the different constructs 
of the factorial constructs obtained in EFA explained in epigraph 4.1.  

A CFA was carried out with EQS 6.1 in order to contrast if our constructs proposed 
as indicators for the latent segmentation post-analysis would provide a good fit to the 
data. In order to use previous factorial constructs in the cluster segmentation, the 
content, convergent and discriminant validity and reliability of the constructs, were  
 

Items (I) about
perception of travellers on disintermediation in travel ser-

vices

Factor 1. 
Preference 

for the 
Internet

Factor 2. 
Preference 
for travel 
agencies 

Factor 3. 
Preference 
for 2.0 tools

I2-Internet allows to obtain more easily many choices about
possible hotels

.668

I7-Websites which allow to buy a hotel reservation, offer more 
possibilities and flexibility than physical travel agencies 

.732

I13-Internet allows people to use their time in a very produc-
tive way as they can search for information and make reserva-
tions whenever they want

.841

I14-Internet provides tourist information in such a way that it 
is easy to choose hotels and spend free time online

.840

I15-Internet allows to save money when making hotel reserva-
tions

.743

I1-Travel agencies offer a human touch and interface with the
hotel industry

.712

I3-Travel agencies are professional counselors for hotel rooms 
and offer valuable service and advice

.817

I6-Travel agencies can reduce booking insecurity as they are
responsible for all arrangements

.678

I11-Travel agencies advice customers very personalized travel 
solutions 

.823

I12-Travel agencies understand the customer’s tastes and 
needs and, consequently, offer adequate hotel solutions

.802

I9-When choosing hotels I search for information through the 
Internet and I check reviews, comments, photo and video up-
loaded online by tourists

.820

I10-I trust the tourism information available online through 
reviews and comments posted online in blogs, social network 
and online travel agencies

.849

% Explained variance 44.179 18.086 6.510
Cumulative variance 44.149 62.235 68.745
Cronbach’s alpha .874 .840 .870
KMO = 0.883; 5985.552; df=66; Sig.=0.000
Only the variables contribution have been included in this table
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assessed within the CFA containing all the multi-item constructs in our framework 
using the robust maximum likelihood method. This led us to delete one item based on 
non-significant or loading estimates lower than 0.6. It supposed eliminate 4 items (I4, 
I5, I8, and I16) from original 16 proposed in the questionnaire [1,4,12]. Results of the 
final CFA suggest that our re-specified measurement model provides a good fit to the 
data on the basis of a number of fit statistics. Firstly, content validity can be assured 
as all the items included in the scale have been previously used in the literature about 
user’s perceptions about disintermediation in hotel reservations [1,12].  Secondly 
(Table 2), reliability of the scales demonstrates high-internal consistency of the 
constructs seen that Cronbach’s alpha exceeded 0.70. Thirdly, convergent validity is 
verified, as t scores obtained for factor loadings were significant (p<0.01). Further, 
the size of all the standardized loadings are higher than 0.60 (Table 2) and the average 
of the item-to-factor loadings are higher than 0.70. AVE is higher than 0.5 and CR 
higher than 0.7 for each construct [14]. 

Table 2. Internal consistency and convergent validity 

 

Finally, discriminant validity of the measures was also provided seen that: a) none 
of the 95 per cent confidence intervals of the individual elements of the latent factor 
correlation matrix contained a value of 1.0; b) the shared variance between pairs of 
constructs was always less than the corresponding AVE (Table 3). 

Construct Indicators Loadings
Robust 
t-value

Cronbach’s 
alpha

Composite 
Reliability 

(CR)

Average 
Variance 
Extracted 

(AVE)

Factor 1. 
Preference 

for the 
Internet

I2 .723 21.230

.874 .807 .587
I7 .674 23.067

I13 .810 29.732
I14 .875 35.969
I15 .734 27.100

Factor 2. 
Preference 
for physical 

travel 
agencies

I1 .711 29.386

.840 .745 .526
I3 .784 28.525
I6 .603 18.724

I11 .763 26.577
I12 .753 25.891

Factor 3. 
Preference 

for 
2.0 tools

I9 .906 37.799
.870 .839 .772

I10 .851 33.600

Robust goodness of fit index: S- 2 (51 df) = 274.8424 (p=0.00); NFI= .945; NNFI= .941;
CFI=.954; RMSEA=.068.
All statistics have been extracted through robust method due to the Mardia’s coefficient nor-
malized estimation >5.00. The normalized estimate = 21.2110 suggests clearly a non-normal 
sample.
S- 2: Satorra-Bentler sacle Chi-Square - df: Degree of freedom - NFI: Normed Fit Index -
NNFI: Non-Normed Fit Index - CFI: Comparative Fit Index - RMSEA: Root Mean-Squeare 
Error of Approximation
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Table 3. Discriminant validity of the theoretical construct measures 

 

4.3 Latent Segmentation: A Typology Spanish Users Based on Their Perceptions 
on Disintermediation and Use of the Internet as Bookers and/or Lookers in 
Hotel Reservation 

Based on the factor loadings obtained in the PCA, we applied a cluster analysis to 
segment the Italian tourists according to their perceptions of and attitude toward the 
topic of disintermediation. To achieve this aim, we also used four additional 
questions: “Have you ever used the internet to make reservations for hotel rooms 
when you travel?, “How many times a year they usually use the Internet to make hotel 
reservations” and “If they have ever changed the hotel accommodation that had been 
suggested by a travel agency after having read reviews and comments posted online” 
(measured as yes or no). Based on the positioning of the different individuals, with 
regard to these variables, we have obtained some groupings that fulfill the principles 
of maximum internal coherence and maximum external differentiation.  

Table 4. Estimates and fix indexes 

 

Table 4 shows the estimation process summary and the fit indexes for each of the 
eight models. The fit of the model was evaluated according to the Bayesian 
Information Criterion (BIC) that allows the identification of the model with the least 
number of classes that best fits to the data. The lowest BIC value was considered as 
the best model indicator [15]. 

F1 F2 F3

F1 .587 [-.337;-.485] [.791;.695]

F2 .168 .526 [-.329;-.112]

F3 .552 .160 0.772

The diagonal represents the AVE, while above the diagonal de 95% confidence interval for the estimated 
factors correlations is provided, below the diagonal, the shared variance (squared correlations) is repre-
sented.

Number of  
conglomerates

LL BIC(LL) Npar Class.Err. Es R2

1-Cluster -6664.8919 13947.901 90 .0000 1 1

2-Cluster -6385.6696 13540.552 112 .0253 .7639 .8031

3-Cluster -6201.9725 13324.253 134 .0891 .8588 .8650

4-Cluster -6133.8026 13339.009 156 .0904 .8895 .8843

5-Cluster -6079.8562 13382.211 178 .1555 .8937 .8829

6-Cluster -6030.5267 13434.648 200 .1480 .9101 .8987

7-Cluster -5956.8309 13438.352 222 .1341 .9265 .9151

8-Cluster -5853.5886 13482.963 244 .1283 .9417 .9300

LL=log-likelihood; BIC=Bayesian information criterion; Npar=number of parameters; 
Class.Err.=classification error; Es= entropy statistic (entropy R-squared); R2=Standard R-squared
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Table 5. Travellers’ profile (indicators): The impact of disintermediation in physical travel 
agencies  

 

In this case, four different user groups represented the best alternative, as the BIC 
is minimized in this case. The statistic values included in Table 4 indicates that the 
model has a good fit (Es and R2 near 1). The Wald statistic was analyzed in order to 
evaluate the statistical significance within a group of estimated parameters (Table 5). 
For all the indicators a significant p-value associated with the Wald statistics was 
obtained, confirming that each indicator discriminates between the clusters in a 
significant way [15]. Table 5 also contains the profiles of the obtained clusters. In the 
upper part the size and name assigned to the three groups is shown: the cluster named 
“mixed looker and booker” includes 49.75% of travellers surveyed; the “online looker 
and booker” segment 33.36%, and the “offline looker and booker” cluster 16.89%.  

Clusters

Wald p-value
Mixed 
lookers 

and book-
ers

Online 
lookers 

and book-
ers

Offline 
lookers 

and 
bookers

Cluster Size 49.75% 33.36% 16.89%
Factor 1. Preference for the Internet 3.7275 4.4960 2.2483 633.7550 2.4e-138

Factor 2. Preference for 
the physical travel 
agencies

3.5619 2.8601 4.3136 250.3216 4.4e-55

Factor 3. Preference for 2.0 tools 3.3850 4.2468 1.5965 765.2596 6.7e-167

Look 
and/or book 
in physical 
travel 
agencies 
and/or the 
Internet

Internet for looking 
and booking

.5822 .9365 .0273

37.9095 1.2e-6

Internet for looking 
and travel agencies 
for booking

.2433 .0240 .1155

Physical travel 
agencies for looking 
and the Internet for 
booking

.0827 .0393 .0116

Physical travel 
agencies for looking 
and booking

.0919 .0002 .8456

Times at 
year that 
you make 
hotel reser-
vations 
over the 
Internet

Never .1295 .0257 .8672

48.7003 2.7e-11

1-2 .5792 .4720 .1300
3-4 .2191 .3241 .0027
5-6 .0494 .1034 .0001
7-8 .0124 .0340 .0000
9-10 .0025 .0086 .0000
More than 10 .0078 .0322 .0000

Times at 
year that 
you make 
hotel reser-
vations 
over physi-
cal travel 
agencies

Never .2035 .4876 .0581

50.3818 1.1e-11

1-2 .7288 .5009 .7457
3-4 .0600 .0112 .1458
5-6 .0049 .0003 .0218
7-8 .0023 .0000 .0178

More than 10 .0005 .0000 .0109

Change the 
hotel after 
having read 
online 
comments

Yes .5058 .5931 .1170

35.3804 2.1e-8
No .4942 .4069 .8830

In bold has been indicated the highest representative value in each variable per cluster.
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In addition, Table 5 shows the average score that takes each segment in each of the 
indicators (note that these can take values between 0 and 5, since items that composed 
each scale were measured with five-point Likert scales). Clusters are ordered from 
lowest to highest size of sample according to travelers’ preferences and habits about 
use of online and/or offline way to make hotel reservations in order to analyze the 
level of disintermediation that new technologies are causing on traditional travel 
agencies sector.  

Related to the composition of the three segments, the profile of the resulting groups 
according to the information from other variables was analyzed. Table 6 shows the 
groups’ composition based on a number of descriptive criteria included in the 
analysis. Independence tests associated with statistic Wald conclude that significant 
differences exist between the segments (≥95% confidence level) regarding the age, 
and education. There are not significant differences between the segments respect to 
gender and income. 

Table 6. Travellers’ profile (covariates): Descriptive criteria  

 

Based Tables 5 and 6, three different profiles of Spanish travellers were found, 
namely: “mixed lookers and bookers”, “online lookers and bookers” and “offline 
lookers and bookers”. 

The “mixed online lookers and bookers” cluster presents higher mean in F1-
Preference for the Internet (4.4960) and F3-Preference for 2.0 tools (4.2468). Clearly, 
this group has opted by use of new technologies to look and book hotel reservations 
and, in consequence, with a positive opinion about disintermediation of tourism 
sector. Moreover, this segment affirms to use the Internet for looking and booking 
(.9365), carrying out from three to more than ten times per year online hotel 
reservations. This segment never prefers to make hotel reservations by physical travel 
agencies respect to the other clusters (.4876). These travellers would change the hotel 
after having read online comments in higher proportion than the others clusters 

Descriptive 
criteria Categories 

Clusters 

Wald 
p-

value Mixed lookers and bookers 

Online 
lookers 

and 
bookers 

Offline 
lookers 

and 
bookers 

Gender 
Male 43.64% 45.55% 48.90% 

1.4370 .49 
Female 56.36% 54.45% 51.10% 

Age 

< 18 49.64% 45.76% 11.68% 

67.1105 
2.7e-

15 
18-35 14.21% 17.85% 2.96% 
36-65 14.33% 19.74% 13.06% 
>65 21.82% 16.64% 72.30% 

Education 

Primary school 6.77% 1.84% 29.42% 

22.0452 .0012 
Secondary school 81.75% 83.24% 56.84% 
University degree 11.27% 12.18% 2.48% 
Without studies .20% 2.74% 11.26% 

Monthly 
household 
income (€) 

< 1000 14.76% 14.40% 20.49% 

.8245 .66 
1000-3000 44.20% 39.88% 43.03% 
3001-7000 22.41% 22.86% 19.44% 
More than 7000 18.63% 22.86% 17.04% 

In bold has been indicated the highest representative value in each variable per cluster. 
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(.5931). This group is younger than “offline looker and booker” cluster whose studies 
are Secondary school and University degree. Respect to gender and monthly 
household income, important differences between three clusters do not exist 
(although, we can observe that this cluster has on average higher income than “offline 
lookers and bookers”). “Offline lookers and bookers” is the smallest segment 
(16.83%) and it presents higher mean in F2-Preference for the physical travel 
agencies (16.83%). Indeed, the most part of consumers belonging to this segment 
(86.72%) never makes hotel reservations over the Internet; contrariwise, they were 
reported making hotel reservation trough physical travel agencies from one to more 
than ten times per year. The number of travelers who would not change the hotel after 
having read online comments is higher (88.30%) than in all the other clusters, thus 
confirming that the dislike and distrust internet and UGC. The most part of consumers 
belonging to this cluster is old, 72.30% of them were reported being aged more than 
65 years old. Respect to gender and monthly household income, important differences 
between three clusters do not exist (although, we can observe that this cluster has less 
income than “online looker and booker” cluster).  The “mixed lookers and bookers” is 
the biggest cluster and it is characterized by a “middle position” with respect to the 
three clusters. Indeed, consumers belonging to this cluster do not show a clear 
preference; on the contrary, they like to use Internet, physical travel agencies and 2.0 
tools to make hotel reservations in similar proportion. Further, sometimes they were 
reported using the Internet for looking and travel agencies for booking (24.33%) and 
vice versa (8.11%). One or two times per year, they make hotel reservations through 
the Internet (57.92%), with similar proportion in the case of making through 
traditional channel (72.88%) respect to the “offline looker and booker” cluster. The 
middle of group would change the hotel after having read online comments (50.58%) 
and the rest of group would not change it (49.42%). In consequence, the impact of 
disintermediation on this group is middle. The youngest travellers compose this group 
in major proportion (49.64%) whose education is Secondary school (81.75%).  

5 Conclusion and Managerial Implications 

Applying a latent segmentation statistical technique to a sample of 961 tourists 
residing in Spain and aged more than 16 years, this study identified three different 
segments of consumers based on their views for and against the topic of 
disintermediation, that is: “mixed bookers and lookers”, “online lookers and bookers” 
and “offline looker and bookers”. Findings revealed that the preference for the 
Internet to look and book belong to middle aged and educated travellers, making hotel 
reservation over the Internet frequently during the year and being influenced in their 
choices by UGC thus confirming prior research showing that frequent travellers value 
peer reviews the most and are more likely to be influenced by them [17]. 
Contrariwise, older and less educated Spanish consumers were reported looking and 
booking hotel rooms using street travel agencies. Further, they never would change 
the hotel after having read online comments thus confirming prior research showing 
that those aged 65 years or over are less likely to read other travellers’ reviews, whilst 
younger travellers find reviews more important in deciding where to stay [16]. A big 
group of travellers were reported preferring a mixture of both behaviors (the so called 
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“mixed bookers and lookers”). Specifically, they are youngest and very implicated 
with online technology and 2.0 tools even if they book the hotel using both the 
Internet and physical travel agencies.  

These conclusions are significant for both researchers and hospitality managers. 
On the one hand, they provide further insights into the scientific debate on 
disintermediation, explicitly also considering the relative power in influencing 
tourists’ choices that UGC has with respect to information delivered by travel 
agencies and giving a snapshot of the context of Spain, where little research exists on 
the topic. On the other hand, these findings offer suggestions to both hotel marketers 
and traditional travel agencies. Given consumers’ heavy reliance on the Internet for 
searching for information and/or booking hotel rooms, the lodging industry should 
design its websites to be more attractive and effective for Spanish middle-aged and 
educated people who travel often and are heavy users of the Internet as a tool for both 
searching for and booking hotels. According to prior research, for example, hotel 
marketers should emphasize web usability, security, website functionality, customer 
responsiveness and information quality, with information on reservations contacts 
being a crucial element of hotel website design. Hotel marketers should not only 
focus on direct sales, but should also monitor their brand reputation as projected in the 
reviews and comments that consumers upload online. On the other hand, travel agents 
should create and maintain a presence in the electronic marketplace in order to 
survive and recover their competitiveness [6]. For the same purpose, they should 
move away from being booking offices and become travel managers, advisers and 
consultants [5]. Aside from the theoretical and managerial contributions of the study, 
the main limitation of this study is that it was carried out exclusively in the context of 
Spain, thus its findings cannot be generalized.  
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Abstract. This article examines the effects of social recommendations on  
consumers’ purchase intentions at different stages of online shopping. Drawing 
on construal level theory (CLT) and research on social tie strength, this study 
hypothesizes that the persuasive effects of recommendations from one’s close 
friends (i.e., strong social ties) and those from one’s acquaintances (i.e., weak 
social ties) will differ depending on shopping stages consumers are in. Results 
from a laboratory experiment reveal that in the initial shopping stage, the effects 
of recommendations from weak ties on consumers' purchase intentions will be 
stronger than those from strong ties; however in the latter shopping stage, the 
reverse will happen. Research and managerial implications are discussed. 

Keywords: social recommendations, tie strength, shopping stage, congruency of 
construal levels. 

1 Introduction 

The incorporation of social networks into e-commerce platforms is becoming increa-
singly prevalent nowadays. On one hand, advances in information technology have 
enabled e-commerce platforms to build social networks among consumers on their 
sites. For example, Amazon.com allows consumers to access various kinds of rec-
ommendations from other known or unknown consumers on its own platform. On the 
other hand, e-commerce platforms can also collaborate with social network sites such 
as Facebook and bring information from users’ social networks to the shopping 
process. For instance, TripAdvisor.com highlights the review information from one’s 
Facebook friends on the pages of the cities and hotels. Hence, while browsing and 
evaluating products online, consumers may receive recommendation information from 
their own social relationships, be it friends or acquaintances.  

Plenty of literature has looked at the roles that different social relationships play in a 
variety of settings. For example, Bapna and Umjarov (2013) have studied the adoption 
of a paid online service and identified that the adoption behaviors of close friends play 
a pivotal role in one’s service adoption. In contrast, recent research on viral marketing 
has found that it is the online acquaintances rather than close friends that contribute to 
spreading marketing-relevant information and product adoption (Ralf et al., 2010; 
Arnaud et al., 2008). Hence, it seems that the source of social recommendations, i.e., 
whether the recommendations are from one’s close friends or acquaintances, may 
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affect the persuasiveness of the recommendations. Questions thus arise in terms of how 
the effects of recommendations from various social relationships differ.  

An examination of previous research suggests that different social relationships re-
flect different degrees of interpersonal closeness and social distance. Specifically, 
proximal social relations such as friends represent a high degree of closeness and strong 
ties between people (Granovetter, 1973). Information related to proximal social rela-
tions is often construed at a lower and more concrete level than that related to distal 
social relations such as mere acquaintances, which typify as a low degree of closeness 
and weak ties between people (Granovetter, 1973). In other words, consumers may 
adopt different mindsets when processing information associated with social rela-
tionships of different tie strength (Liberman and Trope 1998).  

Literature has also pointed out that consumers’ consumption goals and information 
processing mindsets may change over time as they proceed in the shopping process. 
According to Lee and Ariely (2006), people’s consumption goals are not always highly 
specified, but tend to change from being abstract to more precise. The different levels of 
goal specificity may determine consumers’ sensitivity to different types of information 
and recommendations (Chan, Jiang and Tan, 2010). This study thus aims to investigate 
how the persuasive effects of social recommendations differ based on when consumers 
are exposed to such information during their shopping process. Answers to this question 
will advance the field’s understanding of consumers’ responses to social recommenda-
tions, and provide guidance to the design of effective recommendation strategies. 

2 Literature Review 

2.1 Social Recommendations and Tie Strength 

With recent advances in information technology and the rapid development of the 
Internet, consumers are increasingly relying on advice from their personal networks 
when making decisions (Hill, Provost and Volinsky 2006; Trusov, Bodapati, and 
Bucklin 2010; Sheldon et al., 2011; Susarla et al. 2012; Zeng and Wei, 2013). Litera-
ture typically characterizes interpersonal relationships by tie strength (Brown and 
Reingen, 1987). According to Granovetter (1973), tie strength measures the closeness 
and interaction frequency of a relationship between two parties. Specifically, strong ties 
exist between close friends who communicate frequently and whose social circles 
tightly overlap. Close interactions between friends thus decrease their social distance. 
In contrast, weak ties connect acquaintances who interact infrequently, and the social 
distance between weakly tied contacts is often distal. Regarding the roles of different 
social relationships, there is an extensive literature documenting that a message from a 
friend is more influential than one from an acquaintance because high interpersonal 
closeness between the sender and recipient may increase the trustworthiness and re-
levance of the message (Tam and Ho 2005, Tucker 2011). However, many other studies 
have shown that weak ties are more likely to provide non-redundant information and 
thus become important sources of novel information (e.g., Granovetter 1973; Levin et 
al., 2004). Aral and Walker (2011) have also found that weak ties are more effective 
than strong ties in influencing the adoption of new products.  

This study examines the relative effects of recommendations from strong ties versus 
weak ties on consumers’ decision making. In particular, since strong ties and weak ties 
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reflect different social distance between people (Granovetter, 1973), we investigate the 
question from the perspective of construal level theory (CLT, Trope, Liberman, and 
Wakslak 2007; Trope and Liberman 2003), which links people’s mental representa-
tions and the psychological distance of the information. 

2.2 Construal Level Theory  

Construal level theory (CLT) contends that people may construe an object at an ab-
stract, high level or at a concrete, low level (Trope and Liberman 2003). High-level 
construal reflects a general understanding of the object, whereas low-level construal 
reflects the details and specifics of the object. For example, the same act of getting a 
new job can be thought of as having an opportunity for career advancement – a higher 
construal level; or it can be conceived as going through the preparation procedure – a 
lower construal level.  

The core of CLT is the proposition that mental representations of events that are 
psychologically near tend to be low-level and in details, whereas psychologically 
distant events are construed at a high and abstract level (Trope and Liberman, 2003). 
For example, social distance, as one kind of psychological distance, could change 
people’s mental representations of others. More specifically, people’s mental repre-
sentations of close others’ behaviors are often concrete and at a low level, whereas 
distant others’ behaviors are construed at a high and abstract level (Zhao and Xie 2011; 
Kim, Zhang, and Li 2008; Trope, Liberman, and Wakslak 2007). For instance, when 
people predict whether their close friends will accept a job, they may expect their 
friends to put more weight on the low-level information, such as the office environ-
ment; however, they tend to predict distant others to focus on high-level information, 
such as interests and opportunities for future promotion. Applying CLT to the context 
of online product evaluation, we expect that recommendations from weak ties are likely 
to be processed at a higher and more abstract level while recommendations from strong 
ties may be represented at a lower and more concrete level.  

2.3 Shopping Stage and the Congruency of Construal Levels 

CLT also has important implications on how consumers process product information as 
they proceed in the shopping process. According to CLT, individuals use abstract terms 
to construe target activities in the distant future and translate them into more concrete 
actions as the target activities draw nearer (Trope and Liberman, 2003; Lee and Ariely, 
2006). Lee and Ariely (2006) applies this idea to the shopping context and proposes a 
two-stage shopping framework based on the increasing concreteness of shopping goal. 
Based on this framework, in the initial shopping stage, consumers are uncertain about 
their goals and in the midst of browsing and deciding what to purchase or how much to 
spend (Chan, Jiang and Tan, 2010; Gollwitzer et al., 1990). They seek to define a 
desired outcome and tend to process information at a high construal level. As a result, 
consumers are likely to narrow down their choices according to the abstract and central 
value that they attach to the products. In contrast, in the latter shopping stage, con-
sumers have already established their shopping goals and they care about goal attain-
ment. They tend to process information at a low construal level and focus more on the 
concrete information related to carrying out the purchases. 
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A considerable amount of research has emphasized the idea that an external stimulus 
has a greater impact when its level of representation is more congruent with the internal 
construal level of decision makers (Higgins et al., 2003; Liberman and Trope, 1998; Kim, 
Zhang and Lee 2008; Zhao and Xie, 2011). In the context of online shopping, this means 
that consumers are more likely to pay attention to and encode information that is more 
congruous to their processing mindsets (Gollwitzer et al., 1990). Hence, it is expected that 
the relative effects of recommendations from strong verses weak social ties will change 
over time depending on consumers’ mindsets in different shopping stages.  

3 Hypothesis Development 

Based on CLT, users tend to define events in the distant future in abstract terms and 
translate them into more concrete terms as the events draw nearer (Trope and Liber-
man, 2003). The two-stage shopping framework (Lee and Ariely 2006) follows this 
idea and proposes that consumers’ natural construal level will change according to the 
shopping stages they are in. Specifically, in the initial shopping stage, consumers are 
generally uncertain about their shopping goals (Gollwitzer et al., 1990) and their nat-
ural construal level is high. In the latter shopping stage, however, consumers have 
already established their goals (Gollwitzer et al., 1990) and their natural construal level 
is low. Since people always put more weight on the type of information that matches 
their natural construal level at a given time (Liberman and Trope 1998), information 
which is typically construed at a higher level should exert a strong influence on con-
sumers’ product preference in the initial shopping stage whereas low-level and concrete 
information should be more influential in the latter shopping stage.  

Accordingly, we hypothesize that social recommendations will be more effective in 
shaping users' product preference when the natural construal level of recommendation 
information is consistent with users' mental representation state. As mentioned earlier, 
since the perception of social distance towards strong ties is proximal and that of weak 
ties is distal, recommendations from strong ties are likely to be construed at a low and 
concrete level, whereas individuals’ mental representations of weak-tie recommenda-
tions tend to be high-level and abstract (Zhao and Xie 2011; Kim, Zhang, and Li 2008; 
Trope, Liberman, and Wakslak 2007). Hence, in the initial shopping stage when con-
sumers tend to have a higher level mindset in information processing, recommenda-
tions from weak ties will have greater influence than those from strong ties as weak-tie 
recommendations fit with consumers’ existing mindset. Strong ties’ recommendations, 
however, may have a larger effect in the latter shopping stage because perceptions of 
information from proximal social ties are more congruent with people’s low-level 
mindset in this stage. Thus, we propose,  

H1: There will be an interaction effect between shopping stage and tie strength of 
recommendation source on consumers’ purchase intentions.  

(a) In the initial shopping stage, recommendations from weak ties will lead to higher 
purchase intentions than those from strong ties. 

(b) In the latter shopping stage, recommendations from strong ties will lead to 
higher purchase intentions than those from weak ties. 
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4 Research Methodology 

4.1 Experimental Design 

A lab experiment was conducted to test the hypotheses. We constructed a shopping 
website for the experiment, and badminton rackets were selected as the target product 
category. Since badminton was a common sport for the majority of college students in 
China, the task of inspecting and considering purchase of badminton rackets 
represented a realistic scenario for student subjects.  

Two shopping stages characterized by different levels of shopping goal concreteness 
were manipulated based on Tam and Ho (2006). Specifically, subjects in the initial 
shopping stage were asked to visit the online store and freely browse a list of six 
badminton rackets. They were told that the listed products were randomly retrieved 
from the pool of products on sale and no purchase decision was needed to be made at 
the end of the visit. The six displayed products were similar in terms of price and users’ 
perceived attractiveness based on a pretest. A hypothesized brand name was associated 
with the products to avoid the potential confounding effects of prior brand involve-
ment. Information presented for each product on the listing page included a picture, 
product name, and social recommendations. One of the rackets was selected as the 
target product, of which the recommendation source was manipulated. Specifically, 
recommendations from strong (weak) ties were presented in the form of three close 
(distant) others “liking” the product. The social relationship information was reported 
by each participant two weeks before the experiment1.  

Subjects in the latter shopping stage were asked to search for rackets as they had 
been considering making a purchase for the new semester. They were directed to the 
detailed information page of the target product for purchase evaluation, where the 
recommendation source was manipulated likewise. They were asked to make purchase 
decision at the end of the visit.   

Overall, the laboratory experiment employed a 2 (social recommendation source: 
strong versus weak ties) × 2 (shopping stage: initial versus latter) between-subject 
factorial design. It was ensured that only the two design factors were varied across 
different treatments. 

4.2 Experimental Procedures 

The subjects were randomly assigned to one of the four conditions. Following a wel-
come screen, the subjects were instructed to perform a task, which was either to browse 
a list of products on sale without decision making (i.e., the initial stage) or to search and 
evaluate the products in order to make a purchase decision (i.e., the latter stage). After 
viewing all the pages, the subjects proceeded to answer a questionnaire. All subjects 
indicated their purchase intentions towards the target badminton racket based on a 
7-point Likert scale (likely to buy the rackets, look forward to buying the rackets, and  
 

                                                           
1 During the recruitment, registrants were asked to list five of their closest friends with whom they 

interact frequently on social network sites and microblog, as well as five unfamiliar contacts 
(except star users or experts) with whom they had not communicated for at least two months. 
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purchase the rackets next time when needed; adapted from Jiang and Benbasat, 2007 & 
Mackenzie et al., 1986). Manipulation check questions on shopping stage (Gollwitzer 
et al., 1990 and Chan, Jiang and Tan, 2010) and tie strength (Levin et al., 2004 and 
Frenzen and Davis, 1990) were also included. Each session of the experiment lasted for 
around 15 minutes and a token payment of ￥30 (around $5) was given upon the 
completion of the questionnaire. 

5 Data Analysis 

5.1 Subject Demographics and Background Analysis 

68 undergraduate and graduate students from a major university in China were re-
cruited. Prior studies have suggested that the characteristics of university students are 
deemed to be similar to those of online shoppers (Chan et al., 2010), thus the sample 
was appropriate for this study. Among the 68 subjects, 36 (52.9%) were females and 
32(47.1%) were male. The average age was 22.16. They came from 12 diverse faculties 
and departments. About 80% of the subjects used social media more than an hour per 
day. No significant differences were found between subjects in each of the four expe-
rimental conditions with respect to age, gender, and past Internet and online shopping 
experience. 

5.2 Manipulation Checks 

Independent samples t-tests were conducted to examine the manipulation of the inde-
pendent variables. Results showed that subjects in the latter shopping stage reported 
significantly higher level of goal specificity during their interaction with the website 
(Mean = 5.61, SD=0.77) than those in the initial shopping stage (Mean = 3.38,  
SD = 1.74; t = -8.83, p < 0.01). Hence, the manipulation of shopping stages was suc-
cessful. Subjects also reported that they had more frequent interactions and were closer 
with the contacts displayed in strong ties conditions (Mean = 6.10, SD = 1.13) than 
those in weak ties conditions (Mean = 3.23, SD = 1.62; t = -11.79, p < 0.01). Therefore 
the manipulation of tie strength of recommendation source was also successful.    

5.3 Results on Purchase Intentions 

A 2 (weak ties vs. strong ties) *2 (initial shopping stage vs. latter shopping stage) 
analysis of variance (ANOVA) was conducted to test our hypotheses. As expected, the 
results showed a significant interaction between the two factors (F (1, 64) = 9.728, p < 
0.01; see Figure 1). Specifically, in the initial shopping stage, recommendations from 
weak ties led to a significantly higher level of purchase intentions than those from 
strong ties (M weak ties = 6.29 vs. M strong ties = 5.52; p < 0.05). In the latter shopping 
stage, on the contrary, recommendations from strong ties led to a significantly higher 
level of purchase intentions than those from weak ties (M strong ties = 5.69 vs. M weak 
ties = 4.88; p < 0.05). Hence, H1 was fully supported. 
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Fig. 1. Plots of Interaction Effect on Purchase Intentions  

6 General Discussions 

This study draws on CLT and research on tie strength as well as shopping stage to 
examine how social recommendations influence consumers’ purchase intentions. Our 
findings show that people are more likely to follow weak ties’ recommendations in the 
initial shopping stage, since the natural mental processing of weak ties’ information is 
congruent with their high level mindset in the initial shopping stage. In contrast, when 
consumers are in the latter shopping stage, they are more likely to follow strong ties’ 
recommendations because perceptions of strong-tie recommendations are congruent 
with people’s low-level mindset in this stage.  

6.1 Theoretical and Practical Contributions 

Our work contributes to the literature in several areas. First, while past research has 
examined the importance of weak ties in job hunting (Granovetter 1973; Brown & 
Konrad 2001) and information dissemination (Burt 1995; Weening 1993; Shi, Rui, and 
Whinston, 2013; Wilson 1998; Wellman and Wortley 1990; Brown and Konrad 2001; 
Levin et al., 2004), the persuasive impacts of tie strength in a shopping context is 
seldom examined. Our results suggest that the effectiveness of weak-tie recommenda-
tions is contingent on consumers’ shopping stages. Second, our research also contri-
butes to the CLT literature by extending the interrelationships between different  
dimensions of psychological distance (Liberman & Trope, 1998; Fujita et al. 2006; 
Zhao and Xie, 2011; Wakslak et al. 2006). In particular, we have integrated temporal 
distance (i.e., the shopping stage) and social distance (i.e., recommendation source) and 
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demonstrated that users’ product evaluation depends on the congruency between them. 
Third, though prior studies have examined the nature of different shopping stages (Lee 
and Ariely, 2006), little empirical effort has been made to investigate the interaction 
effects between shopping stages and different types of recommendations. This paper 
thus makes a contribution to the literature by providing insights into consumers’ res-
ponses to recommendation information in different shopping stages.  

Our research brings managers’ attention to factors that might influence the effec-
tiveness of social recommendations— namely, shopping stage and types of recom-
mendation sources. Shopping stage may often be reflected by the webpages being 
browsed by consumers; hence, online firms may consider designing different recom-
mendation strategies accordingly on different pages.  

6.2 Limitations and Further Research 

Apart from the usual limitations of experiment design, one limitation of this paper is 
that only one product type is considered. Hence, our findings may not be generalized to 
all kinds of products. Second, in the current study, the effects of social recommenda-
tions are manifested through self-reported measures after the experimental task, as 
constrained in a lab setting. Future studies may examine the effects in field settings and 
capture actual consumption behaviors. 

Many noteworthy issues are left unanswered. First, our research considers tie 
strength between the recommendation provider and the receiver, but there are many 
other types of social relations. For example, researchers could explore whether and how 
opinion leaders/ordinary users and experts/non-experts affect people’s responses to 
recommendations in different situations. Second, this study reveals the effects of tie 
strength moderated by shopping stages. Future work can extend the research by con-
sidering other moderating factors. For instance, individuals may be more receptive to 
information from weak ties in social broadcasting network (Shi, Rui, and Whinston, 
2013); however, in other private networks such as WeChat, strong ties may be more 
persuasive. 
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Abstract. Extant literature on product recommendation decision aids mainly fo-
cus on the use of individual aids in isolation. However, consumers typically shop 
using a two-step decision making process that necessitates the provision of both 
detailed attributes information and overall utility value of an item. Drawing on 
the information processing strategy switching paradigm as the theoretical lens, 
this paper posits that consumers who are provided with an attribute(alternative)-
based screening aid in conjunction with an alternative(attribute)-based explana-
tion-supported evaluation aid would expend less decision effort. That is, one aid 
should provide either attribute-based or alternative-based information while the 
other aid should provide a different type of information. In this manner, consum-
ers benefit from both types of information and enjoy a more efficient decision 
process. 

Keywords: Product recommendation, online decision aid, information 
processing strategy, decision effort. 

1 Introduction 

Online shopping websites are known to provide multiple decision aids, rather than a 
single decision aid, to help increasingly sophisticated consumers find their products. 
For instance, Nextag (http://www.nextag.com) recommends products to consumers 
using decision aids such as product attributes filtering and relevance ranking tools. 
However, our review of the extant literature suggests that the bulk of the current un-
derstanding on product recommendation decision aids has predominantly been built 
on empirical investigations appreciating the impact of individual decision aids on 
consumer decision making behavior and performance [1, 2]. There exists a dearth of 
studies that examine how decision aids could be used jointly to affect consumer deci-
sion making process. 

Two complementary streams of consumer research provide hints of how multiple 
decision aids could be used jointly to support purchase decision making. First, scholars 
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have suggested that consumers require access to two types of product information 
when faced with product choices [3]. Specifically, consumers need detailed informa-
tion regarding each and every property of a product (i.e., attribute-based information 
such as Nextag’s product attributes filtering) and aggregated information on the over-
all utility of the product concerning all its properties (i.e., alternative-based informa-
tion such as Nextag’s relevance ranking) [3]. However, most extant decision aids 
typically provide either attribute-based or alternative-based information, but aids in-
cluding both types of information are rare [4-6]. Thus, providing multiple decision 
aids would be expedient if the combination of decision aids collectively provides the 
desired dual product informational perspective. 

Second, researchers have identified two key interrelated consumer decision tools 
that are often used together, i.e., the screening aid and explanation-supported evalua-
tion aid, to make purchase decisions [1, 7, 8]. The screening aid supports the decision 
making process by assisting a consumer to filter out inferior alternatives that one 
would not even consider employing. The remaining screened alternatives are then 
assessed carefully as choices are made, and this process is known as evaluation [7, 8]. 
An explanation-supported evaluation aid offers explanations on why the individual 
alternatives are shortlisted with respect to consumer’s elicited preferences [9]. Screen-
ing decision aids differ, depending on whether the filtering of product alternatives is 
based on specific product attributes like price range (i.e., is attribute-based) or wheth-
er  the attractiveness of each alternative is based, for example, on its overall weighted 
score value (i.e., is alternative-based). Likewise, explanation-supported evaluation 
aids span across a spectrum highlighting pertinent attractive attributes such as the 
cheapest price (i.e., attribute-based) or alternative values such as computed quality 
value of each presented option (i.e., alternative-based). 

Does a mixture of information processing strategies (i.e., with each decision aid 
supporting a different strategy) indeed yield a better decision performance? In this 
study, we draw on the information processing strategy switching paradigm [5, 10, 11] 
to posit that decision process is enhanced when there is a combination of screening 
and evaluation aids that facilitate both attribute-based and alternative-based informa-
tion processing, without focusing solely on one form of information processing. 

2 Theoretical Background 

Our review of the extant decision aiding literature has generally shown that using 
decision support tools, consumers can benefit from lower search effort [2, 12, 13] and 
lower search time [14]. 

2.1 Information Processing Strategy Switching Paradigm 

Of these, the work by Todd and Benbasat [15, 16], which relates decision aids to per-
formance through the employment of an information processing strategy is particular-
ly noteworthy. Todd and Benbasat [15, 16] perceived that if a decision aid exists 
which enables a consumer to employ a traditionally more cognitively demanding 
information processing strategy (e.g., alternative-based processing) that is as easy to  
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perform as a simpler but less accurate one (e.g., attribute-based processing), the use of 
that decision aid will induce the adoption of the alternative-based processing strategy, 
thus leading to an improved decision outcome. Moreover, the use of that decision aid 
would result in an improvement in the decision process (i.e., improvement in decision 
efficiency through reduction in decision effort). This line of thought perceives that the 
influence of a decision aid on decision outcome and process depends on the informa-
tion processing strategy that is induced. 

However, many of the extant studies have examined the impact of decision aids on 
decision process by conceptually simplifying the situations in which a consumer 
would adopt a single form of information processing strategy [2, 15, 16]. In reality, a 
consumer is not solely committed to adopting a single information processing strategy 
or dependent on one single decision aid throughout a decision making process [17]. 
More often than not, that consumer would utilize multiple information processing 
strategies (manifested by attribute-based processing and alternative-based processing) 
to make purchase decision, and this phenomenon is commonly known as the informa-
tion processing strategy-switching paradigm [10]. 

This paradigm is rooted in the adaptive decision making principle advocated by 
Payne et al. [5], which proposes that a decision making process is dynamic and results 
in the adoption of the information processing strategies. Several factors are cited for 
prompting a switch in the adoption of an information processing strategy, including 
variations in product complexity, the size of the choice set, information presentation 
format, and time constraints [5, 11]. These factors are subsumed in the theory that a 
consumer engages in a dynamic yet responsive cognitive analysis of the decision 
environment by trading off positive and negative aspects of the adopted (or one being 
considered for adoption) information processing strategy. The outcomes of such anal-
ysis could trigger a change in the information processing strategy that is adopted [18].  

A consumer often needs to make explicit choices (or switches) among the informa-
tion processing strategies in order to process the product information and make an 
informed decision. Alternative-based processing, which allows more desirable 
attributes to compensate for less desirable attributes, is typically more cognitively 
demanding but generally leads a consumer into making a better choice [1]. On the 
contrary, attribute-based processing requires less cognitive effort but may not neces-
sarily result in a consumer making a better decision [5, 7]. The switching between 
information processing strategies enables a consumer to leverage on the positive fea-
tures of a strategy (e.g., attribute-based screening) and use another strategy (e.g., al-
ternative-based evaluation) to compensate for the shortcomings of the previously 
adopted strategy. Overall, the decision making process should thus become more 
efficient in term of expending lower cognitive effort. 

2.2 Screening and Evaluation Aids 

Commercial implementations of decision aids mainly manifest as screening aids and 
explanation-supported evaluation aids [1, 8]. A screening aid is an automated imple-
mentation of a specific information processing strategy to support the decision-making  
 



778 W.-K. Tan, C.-H. Tan, and H.-H. Teo 

 

process [2]. This is done by presenting a list of product alternatives according to a 
consumer’s elicited preferences. An explanation-supported evaluation aid has an  
additional function of offering explanations on why the individual alternatives are 
presented with respect to a consumer’s elicited preferences [9]. These two types of 
decision aids are often used together since they support a consumer in different but 
sequential stages of purchase decision making [1, 2]. They are also able to reduce con-
sumer’s decision effort [2, 12, 14]. 

Screening aids differ depending on whether they support attribute-based processing 
(e.g., elimination-by-aspects strategy) or alternative-based processing (e.g., weighted 
additive strategy). An attribute-based screening aid helps consumer to delineate the 
currently most important product attribute and its minimum threshold value before 
eliminating undesirable alternatives based on this threshold value [5, 19]. An alterna-
tive-based screening works differently by considering the values of each alternative 
on all the relevant attributes [5]. The aid first prompts consumer to delineate the im-
portance of each product attribute to derive an overall weighted additive score. It then 
calculates the weighted additive score of each product attribute and screens off those 
whose score is below the consumer’s preference to reduce the consumer cognitive 
processing load. 

An explanation-supported evaluation aid solicits the consumer’s preferences and 
executes a particular information processing strategy to obtain a set of matching rec-
ommendations. The evaluation aid then explains how and why it recommends the 
specific set of alternatives [20]. An alternative-based evaluation aid provides numeri-
cal ranking, percentage rating or star rating to summarize the overall quality of the 
alternatives with respect to all evaluated attributes. 

Using screening aids and evaluation aids in conjunction could support a consum-
er’s need to switch between information processing strategies. This is accomplished 
by facilitating that consumer’s use of alternative-based (attribute-based) processing 
during the first stage of product screening and to attribute-based (alternative-based) 
processing during the second stage evaluation [10, 11, 21]. 

3 Research Model and Hypotheses 

The thesis of this study is that decision aids could improve decision process by allow-
ing a consumer to utilize multiple information processing strategies, e.g., leveraging 
on the positive features of one information processing strategy (e.g., attribute-based 
screening) and use another strategy (e.g., alternative-based evaluation) to compensate 
for the shortcomings of the first strategy. More specifically, instead of having screen-
ing aids and explanation-supported evaluation aids that support a single form of 
processing (i.e., attribute-based processing or alternative-based processing, but not 
both), decision aids that enable a consumer to use alternative-based (attribute-based) 
processing during the first stage of product screening and attribute-based (alternative-
based) processing during the second stage evaluation could yield a more efficient 
decision process. The research model is depicted in Fig. 1 below. 
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Fig. 1. Research model 

Decision process is assessed through decision effort using two objective measures. 
Decision effort (time) is the mean amount of time expended by the consumers to 
screen and evaluate the product alternatives, i.e., the result set, recommended by the 
screening aid. Decision effort (number of explanations viewed) is the number of ex-
planation-supported explanations presented by the decision aids that are viewed by 
the consumers in order to arrive at their purchase decisions. 

3.1 Decision Effort (Time) 

Decision makers are known to favor the adaptive use of multiple information 
processing strategies in order to achieve a high level of accuracy with minimum effort 
[22]. For instance, in order to reduce decision effort, decision makers tend to use an 
initial attribute-based processing strategy to eliminate some of the available alterna-
tives before scrutinizing the remaining ones by using an alternative-based processing 
strategy [23]. 

Scholars researching on the joint impact of information presentation formats and 
task demand on information processing have also made similar finding [24, 25].  
Specifically, users of the attribute presentation format assigned to perform the task 
eliciting attribute processing strategy may employ an attribute-based information 
acquisition strategy initially, but subsequently switch to an alternative-based informa-
tion evaluation strategy [26]. This is because the attribute presentation format appar-
ently results in a longer decision time compared to an alternative presentation format 
for attribute tasks. This suggests the plausibility that consumers provided with an 
attribute-based (alternative-based) screening aid would prefer attribute-based (alterna-
tive-based) processing in the first stage but opt for the alternative-based (attribute-
based) processing in the second stage, i.e., the alternative-based (attribute-based) 
evaluation aid, in an attempt to minimize errors and effort related to the product  
evaluation task. 

This line of reasoning is consistent with the overall prediction of the switching pa-
radigm, which posits that consumers could be inclined toward making a compromise 
between making the right decision and reducing the effort required [11]. Accordingly, 
we hypothesize that: 
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H1: The joint usage of an attribute-based (alternative-based) screening aid 
and an alternative-based (attribute-based) evaluation aid could lead to lesser 
decision-making time compared with a combination of a screening aid and an 
evaluation aid that uses the same type of information processing strategy. 

3.2 Decision Effort (Number of Explanations Viewed) 

When the alternatives are presented to a consumer for evaluation, an explanation-
supported evaluation aid could serve to reduce the decision-making effort. Explana-
tion-supported online decision aids assist consumers in learning about how the  
recommended product alternatives match their preferences and thus enable them to 
make an informed purchase decision [4]. Indeed, consumers are more inclined to-
wards accepting the recommendations made by online decision aids that provide ex-
planations for their recommendations [27]. To the extent that providing screening and 
evaluation aids that fit induces cognitive resource congruence and enhances the per-
suasiveness of the online decision aids, consumers should be persuaded to make a 
purchase decision by simply viewing the few explanations of the selected alternatives. 
Consequently, the overall number of explanations that the consumer needs to view 
should be lower in comparison to the use of decision aids that do not fit. 

This view is in accordance with the resource-matching theory [28], which explains 
and predicts the utilization of cognitive resources to process information for a given 
task. Briefly, the theory states that judgments are affected by the balance between the 
cognitive resources available to process the information and those required for the 
task. When there is congruence between the cognitive resources required and those 
made available, information elaboration and processing are enhanced, thus leading to 
an increase in persuasion [28, 29]. However, cognitive resource congruence does not 
always occur. When the message recipient does not possess sufficient resources to 
elaborate on the message, it is necessary to reduce the resources required for message 
processing [28].  

In fact, within our present context, the consumers inherently possess limited infor-
mation processing capability [30]. Accordingly, the online decision aid must provide 
fitting features across the two stages of the consumer decision-making process that 
facilitates the reduction of the overall decision effort required. In this manner,  
consumers would then be able to redeploy the conserved cognitive effort towards 
elaborating the product recommendations and explanations. Leading from this and 
consistent with the switching paradigm [10, 11], the use of attribute-based processing 
during either stage one or two can achieve the required cognitive effort reduction. In 
other words, combining an attribute-based screening aid with an alternative-based 
evaluation aid or an alternative-based screening aid with an attribute-based evaluation 
aid should therefore lead to an increase in the perceived persuasiveness of the online 
decision aid. Accordingly, we hypothesize that: 

H2: The joint usage of an attribute-based (alternative-based) screening aid 
and an alternative-based (attribute-based) evaluation aid could lead to the 
viewing of a smaller number of explanations compared with a combination of a 
screening aid and an evaluation aid that uses the same type of information 
processing strategy. 
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4 Research Methodology 

4.1 Research Design 

A 2x2 full factorial experimental design was used to investigate the effects of online 
decision aids on consumer decision making process within the context of a multi-
alternative, multi-attribute purchasing context. The hypothesized information 
processing strategy switching effect was induced by providing two groups of partici-
pants with an attribute-based (alternative-based) screening aid and an alternative-
based (attribute-based) evaluation aid. The other two groups of participants who were 
assigned an attribute-based (alternative-based) screening aid and an attribute-based 
(alternative-based) evaluation aid would only be able to employ either one but not 
both forms of information processing strategy. 

Decision effort (time) was operationalized as the mean amount of time taken by the 
consumers to screen and evaluate the product alternatives recommended by the screen-
ing aid. Decision effort (number of explanations viewed) was measured as the number 
of instances the participant clicked on the view explanation link of a particular alterna-
tive in the result set listing page. Both decision time and number of explanations 
viewed were calculated for each of the purchase tasks performed by the participant. 

4.2 Experimental Controls 

The individual differences of the participants such as age, gender and experience, 
which could potentially affect decision making and its outcomes, were controlled by 
random assignment of participants to different treatments. The physical environment, 
i.e. the computer laboratory, workstation and software, were similar for participants 
across treatments. No other additional online shopping website feature that could aid 
in the decision making process was provided to avoid any confounding effect. 

Prior research study has suggested that there could be a significant interaction be-
tween product category knowledge and decision quality [13]. We argue that if a par-
ticipant’s prior category knowledge is extensive; that participant might not give due 
consideration to the recommendations and explanations provided by the decision aids. 
Consequently, the amount of time that a participant spent on making the purchase 
decision might be affected. It is also plausible that an experienced participant might 
disregard the explanations provided by the decision aid. Thus, it is imperative to con-
trol for the participants’ prior product knowledge statistically. In our study, prior 
product knowledge was measured before the administering of each purchase task, by 
using a four-item seven-point Likert scale adapted from Smith and Park [31]. 

4.3 Experimental Task and Participants 

For the experimental task, each participant was required to complete three purchase 
tasks, with the assistance of the assigned online decision aid, involving one from each 
of the following three product categories:  1) thumbdrive, 2) MP3 player and 3) digi-
tal camera. The selection of these three product categories was specifically based on 
the problem size classification, along the two dimensions of alternative size and 
attribute size that is commonly used in decision making studies [17]. In particular, the 
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three product categories ranged from simple (i.e. thumbdrive), moderate (i.e. MP3 
player) to complex (i.e. digital camera) in terms of problem size as the number of 
alternatives and/or attributes increased. No time limit was enforced and participants 
were allowed to complete the purchase tasks at their own pace. The participant’s se-
quence of purchase was balanced within each treatment. Three sequences were used 
in the experiment with the first sequence being Thumbdrive, MP3 Player and Digital 
Camera. The remaining two sequences were the left circular shift of the first. 

A total of 64 participants (16 per treatment) were recruited through electronic mail. 
Participants were students from a public university. The participants were paid a small 
cash amount for their time spent participating in the experiment. 

5 Results 

5.1 Descriptive Statistics and Instrument Scale Reliability 

Among the 64 participants, 30 (46.9%) were male and 34 (53.1%) were female. The 
ages of the majority of the participants ranged between 20-23 (62.5%) and 24-27 
(29.7%). Most of the participants were full-time undergraduates of the university. 
Individual characteristics such as age, gender and prior product knowledge that could 
potentially affect online decision making and its outcome were controlled through 
random assignment of participants to the various treatments. Further control checks 
indicated no significant difference for participants in all four treatments. The Cron-
bach’s Alpha for prior product knowledge was 0.916. 

5.2 Manipulation Check 

In order to determine whether an alternative-based screening aid was indeed more 
cognitively taxing compared to an attribute-based screening aid, the participants were 
also asked to rate the assigned online design aid on a 7-point scale using the state-
ment: “I find it very easy to define the search criterions .”  An independent samples t-
test indicates that participants rated the alternative-based screening aid as significantly 
less easy to use than the attribute-based screening aid (MeanAlternative = 4.438,  
δ = 1.390, MeanAttribute = 5.594, δ = 1.132, t = -3.649, p = 0.001 **). 

However, although the mean number of product alternatives returned by the online 
design aid with the alternative-based screening aid is larger than the online design aid 
with the attribute-based screening aid, this difference did not reach statistical signific-
ance (MeanAlternative = 142.950, δ = 160.203, MeanAttribute = 123.221, δ = 116.040,  
t = 1.062, p = 0.290 n.s.). Nonetheless, participants are likely to have switched be-
tween information processing strategies as predicted by the switching paradigm [10, 
11]. Thus, we may reasonably attribute the results of the hypotheses testing to the 
predictions of the switching paradigm. 

5.3 Hypotheses Testing 

All the two hypotheses were tested using univariate analysis of covariance 
(ANCOVA). Purchase sequence, product categories (two dummy variables for the 
MP3 player and digital camera) and prior product knowledge were used as covariates. 
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Prior to conducting the univariate ANCOVA, we first performed multivariate analysis 
of covariance (MANCOVA) to determine if the dependent variables differed across 
the four treatments. Bonferroni adjustment was applied to control for overall Type I 
errors based on six pairwise comparisons for the four different treatments. The base-
line significance level for all statistical tests was 0.05. Thus, the MANCOVA was 
performed at the 0.0083 significance level while Wilks’ Lambda for the two-way 
interaction between the screening aid and the explanation-supported evaluation aid 
was 0.914 (p < 0.001). We further observed that all two dependent variables were 
statistically different. It was therefore deemed appropriate to proceed with the univa-
riate ANCOVA for each of the two dependent variables. 

Significant two-way interactions were detected for all two dependent variables and 
they were further tested with simple effect analysis using the split samples t-test [32]. 
The mean and standard deviations of the three dependent variables are shown in Table 
2. The dependent variables were measured once for each purchase task. Each partici-
pant was asked to complete three purchase tasks. Thus, the sample size was 48 for 
each treatment or 192 samples altogether. 

Table 1. Mean and standard deviations of dependent variables 

Screening Aid Explanation-supported 
Evaluation Aid 

Decision Effort 
(Time) 

Decision Effort 
(Explanation Viewed) 

Attribute-based Attribute-based 0.414 (δ = 0.358) 3.935 (δ = 4.117) 
 Alternative-based 0.309 (δ = 0.229) 1.826 (δ = 2.132) 
Alternative-based Attribute-based 0.475 (δ = 0.371) 2.000 (δ = 2.096) 
 Alternative-based 0.771 (δ = 0.568) 5.744 (δ = 12.905) 

The two-way interaction between the screening aid and the evaluation aid was sig-
nificant for decision effort (time) (see Table 3). The results of the simple effect analy-
sis (see Table 4) indicate that in the presence of the alternative-based screening aid, 
participants using the online design aid with the attribute-based evaluation aid re-
ported a significantly lower decision effort (time) than those using the online design 
aid with the alternative-based evaluation aid. The reverse prediction did not reach 
statistical significance. Thus H1 was only partially supported. 

Table 2. Univariate ANCOVA results 

 Decision Effort (Time) Decision Effort 
(Explanations Viewed) 

Factor F Significance F Significance 
Purchase Sequence 11.240 p = 0.001 ** 9.872 p = 0.002 ** 
Product Category – MP3 Player 4.738 p = 0.031 * 0.346 p = 0.557 n.s. 
Product Category – Digital Camera 7.047 p = 0.009 ** 3.205 p = 0.075 n.s. 
Prior Product Knowledge 0.028 p = 0.867 n.s. 1.259 p = 0.263 n.s. 
Screening Aid 2.959 p < 0.001 *** 1.459 p = 0.229 n.s. 
Explanation-supported Evaluation Aid 0.375 p = 0.113 n.s. 0.527 p = 0.469 n.s. 
Screening Aid × Explanation-supported 
Evaluation Aid 

1.762 p = 0.001 ** 9.286 p = 0.003 ** 
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The two-way interaction between the screening aid and the evaluation aid was signifi-
cant for decision effort (number of explanations viewed) (see Table 3). The results of  
the simple effect analysis (see Table 4) indicate that in the presence of the attribute-based 
screening aid, participants using the online decision aid with the alternative-based evalua-
tion aid reported a significantly lower decision effort (number of explanations viewed)  
than those using the online decision aid with the attribute-based evaluation aid. The reverse 
prediction did not reach statistical significance. Thus H2 was only partially supported. 

Table 3. Summary of hypotheses testing results (simple effect analysis) 

Hypothesis Data Split by Screening Aid 
 Attribute-based Alternative-based 
 Hypothesis Result Hypothesis Result 
Explanation-supported Evaluation Aid: Attribute-based versus Alternative-based 
H1: Decision 
Effort (Time) 

Alternative-based 
< Attribute-based 

t = 1.678,  
p = 0.097 
Marginally 
Supported 

Attribute-based < 
Alternative-based 

t = -2.943,  
p = 0.004 
Supported ** 

H2: Decision 
Effort (Number 
of Explanations 
Viewed) 

Alternative-based 
< Attribute-based 

t = 3.085,  
p = 0.003 
Supported ** 

Attribute-based < 
Alternative-based 

t = -1.962,  
p = 0.053 
Marginally 
Supported 

Note: * p < 0.05, ** p < 0.01, *** p < 0.001 

6 Conclusion 

In this study, we have identified the screening aid and the explanation-supported 
evaluation aid as two pertinent features of online decision aids, and we posit that both 
are capable of supporting consumers across a commonly-adopted two-stage decision 
making process [21, 22]. Drawing on the information processing strategy switching 
paradigm [10, 11], we further theorize that an online decision aid with a screening aid 
that supports a specific information processing strategy and an explanation-supported 
evaluation aid that supports another strategy can assist consumers in achieving a more 
efficient decision making process [5, 22]. The results of a carefully designed and ex-
ecuted laboratory experiment largely supported our hypotheses. 

This study contributes to the extant literature in two major aspects. First, it is one 
of the first to examine and predict the interaction effects of two types of decision 
tools. Second, it utilizes the information processing strategy switching paradigm to 
formulate a theoretical model for predicting consumer decision making behavior and 
performance. Although the information processing strategy switching paradigm has 
been traditionally referenced in multi-alternative and multi-attribute decision making 
literature, our present study represents possibly the first attempt at applying it in an 
online consumer-aided decision-making context. Essentially, through applying this 
theoretical lens to hypothesize the interaction effects of the screening and evaluation 
supports, we are able to develop a more nuanced understanding of the impact of the 
usage of multiple decision aids in an online consumer decision-making environment 
that is characterized by a two-stage consumer decision making process. 
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Abstract. Despite a tremendous increase in the online sales of experiential 
products (e.g., clothes), how to present such kind of products to better intrigue 
online consumers remains unsolved. Relative to model presentation (i.e., pre-
sented by professional models), peer presentation (i.e., presented by peer  
consumers) is emerging as a new way of IT-enabled product presentation wel-
comed by online clothing merchants. Drawing on the Construal Level Theory, 
we examine the effects of peer presentation vs. model presentation, and the fit-
ness between recommendation messages and these two types of presentation. 
We propose that compared to model presentation, peer presentation yields a 
closer psychological distance to a consumer, and is likely to arouse a lower  
level mental construal of the consumer. Thus, alongside peer presentation, a 
recommendation message that fits a low level construal (i.e., secondary fea-
tures) is more persuasive. Contrarily, alongside model presentation, a recom-
mendation message that fits a high level construal (i.e., primary features) is 
more persuasive. Lab experiments and a field experiment are designed to test 
these hypotheses. 

Keywords: Electronic commerce, Peer presentation, Social distance, Message 
orientation, Construal level. 

1 Introduction 

With the rapid technology development and the globalization of business,  
E-commerce is fast growing. The amount and variety of physical goods sold  
online continues to expand each year, with clothing and accessories the leading cate-
gory ($19.5 billion) within the United States in 2009, ahead of electronics and  
appliances ($14 billion) and computer hardware/software ($14 billion) (U.S. Census 
Bureau 2012).  

However, because of the experiential nature of clothes, the evaluation of clothes 
prior to purchase involves more sensory evaluation (e.g., touch, feel) than search 
products (e.g., cameras). Due to the lack of such sensory experience in the online 
shopping environment, consumers find it more difficult to well evaluate clothes than 
                                                           
* Corresponding author. 
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evaluating search products (Dimoka et al. 2012). Therefore, to better inform their 
consumers, online apparel retailers have adopted innovative technologies of online 
product presentation (Smith et al. 2011; Weathers et al. 2007), such as virtual model 
technology as an online shopping tool and using videos with narration product presen-
tation format (Jiang and Benbasat 2007; Smith et al. 2011).  

While most prior research focuses on what online apparel retailers can provide  
for consumers (Dimoka et al. 2012; Sia et al. 2009; Smith et al. 2011), some pioneer-
ing retailers start to think about what consumers can contribute for later buyers.  
Traditional textual reviews by consumers, despite being useful in evaluating search 
products, are found not that informative in the case of online clothes retailing.  

Since “a picture is worth a thousand words”, photo reviews by consumers have  
recently emerged as a new IT-enabled phenomenon. Online apparel retailers begin to 
encourage consumers to upload their own photos with themselves wearing the product 
(e.g., a pair of trousers), and give corresponding incentives (e.g., discount) as rewards 
to them. It is believed that, by such peer presentation, consumers can share with the 
audience about how the piece of apparel looks on them, so as to provide more reliable 
product information (e.g., the size, the cut, the color) to potential consumers and  
facilitate their evaluation process.  

Despite scholars’ growing interest in the role of peer presentation in online shop-
ping, theoretical or empirical work in this area is very limited. Although prior studies 
have hint on some direct benefits of using peers to present a product, such as in-
creased informativeness, trust and usefulness (Lim et al. 2006; Sia et al. 2009), 
whether peer presentation (i.e., peer consumers presenting a product) works better 
than traditional model presentation (i.e., models presenting a product) in the online 
shopping environment still remains an interesting question. 

In this study, we are more interested to find out how consumers process the infor-
mation in peer presentation and model presentation differently. For instance, do con-
sumers process the photos presented by peers and models at the same level of mental 
representation? In each condition (i.e., peer or model presentation), what types of 
recommendation message do consumers focus more and thus is more effective in 
influencing their evaluation process? 

To address these questions, we mainly draw on the Construal Level Theory 
(Liberman and Trope 1998; Trope and Liberman 2003; Trope and Liberman 2010), 
which has been successful in explaining individuals’ distinct thinking patterns  
towards stimuli with different degrees of psychological distance perceived. As Con-
strual Level Theory suggests, people use different mental representations of a stimu-
lus when they perceive different degrees of psychological distance towards it. When 
facing a stimulus with a closer psychological distance, people tend to use a lower-
level construal to present it. Since peers may generate a closer psychological distance 
than models because of the perceived closer social distance, we posit that online con-
sumers will use a lower-level mental construal towards peer presentation.  

Moreover, prior research suggests that people put more weight on primary or central 
attributes of a product when they use high-level construals. On the contrary, they put 
more weight on secondary or peripheral attributes when they use low-level construals 
(Kim et al. 2008b; Trope and Liberman 2000). For instance, Trope and Liberman 
(2000) have found that the sound quality of a radio (i.e., primary attribute) becomes 
more important when people make purchase decision for a distant future (i.e., a year 
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later) while the clock of a radio (i.e., secondary attribute) becomes more important 
when people consider the purchase in the near future (i.e., next day). To summarize, 
people pay more attention to different features of a product when they use different 
mental construals to represent the product. Following this literature on fitness, we also 
examine the effect of the fitness between product presentation and recommendation 
messages.  

Our study advances theoretical development on online product presentation in 
three important ways. Firstly, we identify the importance of this new IT-enabled 
product presentation-peer presentation and distinguish its effect from that of model 
presentation. Secondly, we enrich the Construal Level Theory by focusing on the 
effects of mental construals induced by social distance in online shopping environ-
ment. We show that, when facing different online product presentation groups (i.e., 
peer vs. model), consumers process product information in different ways. Thirdly, 
we investigate the fitness between product presentation and recommendation messag-
es, so as to provide a more nuanced understanding of effective product presentation 
strategy for online apparel retailers.  

2 Theoretical Background 

2.1 Social Distance and Construal Level 

Construal Level Theory (Liberman and Trope 1998; Trope and Liberman 2003; Trope 
and Liberman 2010) contends that with different degrees of psychological distance 
(e.g., proximal, distal) perceived, people will use different construals (e.g., low-level, 
high-level) to represent the objects or events. Psychological distance is the subjective 
perception that something is close or far away from the self, here, and now (Trope and 
Liberman 2010). High-level construals are relatively abstract, coherent, and superor-
dinate mental representations which focus on primary or central features of events. 
Low-level construals are relatively concrete, incidental, and subordinate mental repre-
sentations which focus on secondary or peripheral features of events. As the psycho-
logical distance from the objects or events increases, people will use increasingly 
higher levels of mental construal to represent them (Trope and Liberman 2010). Intui-
tively speaking, from a distance, we see the forest, as we get closer, we see the trees. 

Construal Level Theory originated with the temporal perspective (Trope and  
Liberman 2003). Recently, it has been extended to cover another three dimensions: 
social distance, spatial distance, and hypotheticality. These four dimensions can be all 
explained and unified under the conceptual framework of psychological distance 
(Trope and Liberman, 2010). Among the four dimensions of psychological distance, 
social distance (e.g., self vs. other; in-group vs. out-group, similar others vs. dissimi-
lar others) is the most pertinent dimension that can shed light on our study on online 
peer presentation vs. model presentation (Trope et al. 2007). Social distance refers to 
the perceived psychological distance towards another person or other groups (Trope 
and Liberman, 2006). There are several forms of social distance, such as self and 
others, similar and dissimilar others, and in-group and out-group members (Liberman 
et al. 2007). Similar targets are perceived socially closer than dissimilar others 
(Heider 1958; Miller et al. 1998; Tesser 1988). In-groups are perceived as socially 
closer than out-groups (Brewer and Weber 1994; Turner 1987).  
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In light of Construal Level Theory, as the social distance towards an object in-
creases, people represent the object in more abstract, schematic and decontextualized 
terms (i.e., high-level construals). Conversely, when social distance decreases, people 
represent the objects in more concrete, detailed, and contextualized terms (i.e., low-
level construals). As a result, our study focuses on the examination of social distance 
induced by different group presentation (i.e., peer vs. model). 

In the context of online shopping, models and peers are considered as two different 
social groups. Models are those persons who are hired by a company to present a 
product, while peers refer to ordinary consumers. Generally speaking, model presen-
tation is believed to be more attractive than peer presentation, because models are 
often celebrities or highly attractive persons who present the product in a professional 
and attractive way, especially in the apparel industry (Bower and Landreth 2001; 
Kang and Herr 2006). However, in peer presentation, they are ordinary people from 
the consumer group and share common characteristics (e.g., facial attractiveness, 
body size, and personal disposition) with potential consumers. They are more likely to 
invoke a feeling of unit grouping, which appeals to social closeness between them and 
the later consumers (McKnight et al. 2002; Sia et al. 2009).  

The literature of marketing has studied the effect of referral groups on product 
promotion (Bearden and Etzel 1982; Childers and Rao 1992; Prentice et al. 1994). For 
instance, family members and friends are considered as in-groups with relationship 
bonding. More than that, in-groups can also be based on shared general social identi-
ty; that is, people belong to large groups or broad social categories towards which the 
focal individual has a symbolic attachment, such as fellow university students or same 
social class members (Prentice et al. 1994; Sia et al. 2009). In the context of this 
study, peers are more likely to be considered as in-groups compared to models and 
they will be perceived as psychologically closer by consumers. Accordingly, consum-
ers will use different mental construals towards these two presenting groups.  

2.2 Fit Literature 

Following the Construal Level Theory, a considerable amount of previous research 
has highlighted the importance of fitness between message orientation and consum-
ers’ mental construal enhances the persuasiveness of a message (Castaño et al. 2008; 
Lee and Aaker 2004; Reber et al. 2004; Zhao and Xie 2011; Ziamou and Veryzer 
2005). When message orientation is consistent with people’s mental construal state 
(e.g., they encounter desirability-focused information when they are contemplating a 
consumption event in the distant future), they are more likely to experience a feeling 
of processing fluency or ease of comprehension (Kim et al. 2008a; Reber et al. 2004).  

The underlying mechanism is that this feeling of fluency further leads to a sense of 
“feeling right” (or feeling correct) about the focal event, so as to enhance positive 
evaluation towards the target event, as people misattribute their “feeling right” expe-
rience to higher quality of the targeted events, either be it a persuasive message or a 
consumption experiences (Cesario et al. 2004; Higgins et al. 2003; Kim et al. 2008a). 
For instance, Lee and Aaker (2004) have shown that a fitness between the message 
orientation (e.g., gain versus loss) and a consumer’s regulatory focus (e.g., promotion 
vs. prevention) leads to greater fluency and thus greater persuasiveness of the  
message. Trope and Liberman (2000) have found that the sound quality of a radio 
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(i.e., primary attribute) becomes more important when people make purchase decision 
for a distant future (i.e., a year later) while the clock of a radio (i.e., secondary 
attribute) becomes more important when people consider the purchase in the near 
future (i.e., next day). Ziamou and Veryzer (2005) have also demonstrated that, when 
judging a new product, people put more weight on the functionality (i.e., a primary 
attribute) of the product when the purchase is expected to occur in distant future; in 
contrast, people put more weight on the interface design (i.e., secondary attribute) 
when the purchase is believed to occur in near future. In addition, recent studies sug-
gest that in political voting domain, abstract, “why”-laden appeals are more persua-
sive than concrete, “how”-laden appeals when voters’ decision is temporally distant, 
and when the decision is in near future, the case is reversed (Kim et al. 2008a).  

All these previous studies imply that a recommendation message becomes more in-
fluential when its message orientation is congruent with a consumer’s mental construal 
levels than when incongruent. Following this logic, we posit that as consumers use dif-
ferent levels of construal (i.e., high-level vs. low-level construal) towards the two groups’ 
presentation (i.e., model vs. peer presentation), differently oriented recommendation 
messages (i.e., primary vs. secondary features) alongside the presenting person will have 
distinct effect. Here, primary features refer to the key features which define a product; 
while secondary features refer to those less essential features of a product. In particular, 
we expect that consumers’ information processing would be facilitated if they perceive a 
fitness between presenting groups and message orientation. 

3 Hypotheses and Research Model 

As Construal Level Theory contends, people will use different construal levels to 
represent the event when they perceive different degrees of psychological distance 
towards the event (Trope and Liberman 2010; Trope et al. 2007). Because of the feel-
ing of unit grouping and perceived social similarity (McKnight et al. 1998; Sia et al. 
2009), we believe that consumers will perceive peer models as socially closer than 
professional models. They will use a low-level construal to process the information 
provided by peer models. Prior studies have also found that people will put more 
weight on the secondary features of a product rather than the primary features when 
they represent the product in a low-level construal (Kim et al. 2008b; Trope and 
Liberman 2000; Zhao and Xie 2011). Taking the importance of fitness between con-
strual level and message orientation into consideration, we posit that when peer mod-
els are presenting a product, consumers will be more likely to be influenced by the 
recommendation messages that promote secondary features of the product compared 
to the recommendation messages that promote primary features. Consequently it will 
increase the chance of consumers’ purchase behavior.  Thus, we hypothesize that: 

H1: When peer model is presenting a product, people will conduct more purchase 
behavior if the recommendation messages alongside the product presentation focus on 
secondary features of the product compared to when the recommendation messages 
focus on primary features.  

Different from a low level construal, people will mentally represent an event in a 
high-level construal if it is perceived psychologically distant. As professional models 
are quite different from the consumer group and they present quite different personality 
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traits (e.g., physical attractiveness, body feature) from the consumers (Bower and 
Landreth 2001; Smeesters and Mandel 2006), consumers will perceive the profession-
al model group as socially distant, compared to peer model group, so that they will 
use a higher level construal to represent professional model product presentation. 
Consumers will put more weight on primary features of a product and they will be 
more likely to be influenced by the recommendation messages that promote primary 
features of the product, compared to the recommendation messages that promote sec-
ondary features. Thus, we hypothesize that: 

H2: When professional model is presenting a product, people will conduct more 
purchase behavior if the recommendation messages alongside the product presenta-
tion focus on primary features of the product compared to when the recommendation 
messages focus on secondary features.  

Our research model is depicted in Figure 1. Presentation role represents who 
presents the product: model presentation vs. peer presentation. Message orientation 
represents the recommendation messages alongside the presentation photos: primary 
feature vs. secondary feature. Purchase behavior is the actual shopping behavior  
captured.  

 

Fig. 1. Research Model 

4 Methodology 

The hypotheses developed above will be tested through a field experiment with 2 
(types of presentation role: model presentation vs. peer presentation) × 2 (message 
orientation: primary features vs. secondary features) between-subjects experiment 
design. Pilot tests have been conducted in lab experiments, after which a field expe-
riment with same settings on the website of a big online apparel retailer will be  
conducted.  
 
Pretest on the Manipulation of Message Orientation. As females generally buy 
female apparel and males buy male apparel, we cannot use the same product stimuli 
to test in both genders. To generalize the results of our study, for each gender, we 
selected a new shirt as the stimulant product. To rule out alternative explanations, the 
female and male shirts have similar design and functional features. 
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According to the Construal Level Theory, when people are involved in high-level 
construals, they represent the consumption event in a more central, goal-relevant fea-
tures focused way. Recommendation message that is about primary features becomes 
more persuasive to them. When people are involved in low-level construals, they 
represent the consumption event in a more peripheral, relatively goal-irrelevant fea-
tures focused way. Recommendation message that is about secondary features be-
comes persuasive (Trope and Liberman 2010). In the pretest, we have identified two 
product features which represent primary attribute and secondary attribute respectively.  

Pretest with 30 students from a public university was conducted to identify the ap-
propriate message orientation relevant to shirts. Two features have been identified 
from a variety of recommendation messages and consumer reviews of similar prod-
ucts from online apparel websites: design and collocation. Design refers to the  
aesthetic dimension of the apparel (e.g., a dress looks beautiful, a shirt look cool). 
Collocation refers to whether this piece of apparel can easily match with other pieces 
of apparel or accessories. 

Participants were asked to answer five questions: to what extent each feature is 
a/an (a) primary, (b) essential, (c) critical, (d) central, and (e) goal-relevant attribute 
when they are thinking of buying a shirt (Kim, Zhang & Li, 2008). All items were on 
a 7-point scale anchored by 1 (not at all) and 7 (extremely) and were highly reliable 
(Cronbach’s α=.82). The results showed that for the shirt, design (M=5.58, SD=0.69) 
was indeed considered as a more primary feature than collocation (M=4.85, SD=0.83, 
t (29)=3.942, P<.001). Thus, design was used as a primary feature, and collocation 
was a secondary feature.  

 
Pretest on the Manipulation of Presentation Role. In this pretest, we investigated 
whether consumers perceive different degrees of social distance towards two presen-
tation roles: model presentation vs. peer presentation. It was manipulated by labeling 
different tags to the person who presents the products. The advantage of this manipu-
lation is to control for the noises caused by physical attractiveness of the person  
presenting the product in each condition, as physical attractiveness can have an in-
fluential effect on consumers’ judgment, evaluation and decision (Kahle and Homer 
1985; Kang and Herr 2006). In particular, we used the same person in the four condi-
tions within the same gender; that is, the same person was labeled as either “model” 
or “peer” in corresponding conditions. 

Generally, a model should be at least above average level of physically attractive-
ness while a peer consumer should be around average physically attractive (Bower 
and Landreth 2001). Hence, to avoid participants’ skepticism about the real identity of 
the person who presents the products, we selected one male and one female who were 
above average attractive level but not that highly attractive to be the ones presenting 
the product.  

Two full-color photos depicting the two persons (one male and one female) have 
been selected from the website of an online apparel retailer. The two persons were 
both in their 20s as the target consumer of the online apparel retailer are young 
people. We recruited participants who were also in their 20s. For each gender group, 
24 participants (12 female) rated the physical attractiveness level of the target person 
from 4 dimensions: (a) beautiful, (b) classy, (c) attractive, (d) elegant (Ohanian 1990). 
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All items were on a 7-scale anchored by 1 (not at all) and 7 (extremely) and they were 
highly reliable (Cronbach’s α=.94).  

For the female group, the results on the average of these four items confirmed that 
the physical attractiveness level (M=4.55, SD=1.04) is above average. For the male 
group, the averaged result on the physical attractiveness level (M=4.16, SD=1.11) is 
also above average. In addition, we also asked each participant whether he/she 
thought the person in the photo was a model or consumer, the counted results were 
quite balanced which didn’t show much difference. Thus, both two persons were con-
sidered as attractive, but not that highly attractive, which were qualified and chosen as 
the presenters for female and male groups respectively. For the two persons wearing 
the chosen shirts, two photos (i.e., front and back) that clearly presented the shirts 
were used. As nowadays model presentation also has shootings outside the studio or 
uses real life environment as the background, in this study, we chose daily life envi-
ronment (e.g., on the street) as the shooting background consistently.  

 
Pilot Study. In the main laboratorial pilot study, 111 participants (50 female) are 
randomly assigned to two conditions (peer presentation vs. model presentation) of 
their gender. They were asked to look through the product webpage and answer the 
questions related to perceived social closeness: (1) perceived similarity, (2) typical 
consumer group member, (3) perceived psychological closeness (Kim et al. 2008). 
The result shows that both genders do perceive the one as much socially closer in peer 
presentation condition than in the model presentation condition (Mpeer=3.61 vs. 
Mmodel=2.74, t(110)<.001).  
 
Design of Field Experiment. In the field experiments, we will employ a 2 (presenta-
tion role: peer presentation vs. model presentation) × 2 (message orientation: primary 
features vs. secondary features) factorial design. Participants will be randomly  
assigned to one of the four conditions.  In the field experiments, we will use a real 
online webpage of the online apparel retailer and make necessary adjustments for the 
experiment. On the product presentation webpage, we will replace the presentation 
photos by our selected photos. Within the same gender (or product) condition, all the 
webpage design and available product information are the same across four treat-
ments. Only our manipulated things, i.e., the label of the model (model presentation 
vs. peer presentation) and the recommendation messages alongside the photos (design 
vs. collocation) will be differently combined across four treatments. The real shop-
ping behavior will be captured in the field experiment. Other control variables will 
also be included (e.g., shopping experience, product knowledge). 

5 Conclusion 

In this study, we examine the effect of social distance on consumers’ product evalua-
tion and purchase behavior. We observe that in the real online shopping environment, 
two different groups of people (i.e., model presentation vs. peer presentation) may 
present a same product (e.g., apparel) to consumers. We believe that people will 
perceive these two groups with different degrees of social distance and thus mentally 
represent the encountered information in distinct ways. Given the fluency of 
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processing and the ease of comprehension (Castaño et al. 2008; Kim et al. 2008a), if 
we provide recommendation messages consistent with people’s mental construal level 
(e.g., high-level vs. low level), the message persuasiveness will be enhanced, thus 
leading to more positive product attitude and more purchases.  

This study contributes to the Construal Level Theory by emphasizing the impor-
tance of fitness between social distance and recommendation message orientation in 
enhancing persuasion. This is a quite new insight and needs further deep investiga-
tion. Our study also sheds lights on the important question in e-commerce, especially 
online shopping of experience products: Under what condition will consumer evalua-
tion and decision be more influenced by primary or central product features as op-
posed to secondary or peripheral ones (Kim et al. 2008b).  

Our findings also provide practical implication for online retailers. The fitness be-
tween social distance and message orientation (i.e., promoted features) suggests that 
online retailers should use the right group model when they promote corresponding 
product features so as to enhance the message persuasiveness, rather than just use 
these elements without a correct focus across all the different conditions. They could 
also base on that principle to make their online selling strategy. For example, some 
product might have a fancy design but it is difficult to collocate with other pieces of 
apparel or accessories, it might be better to use a model to present the product and 
exemplify the good design feature. While some other product may easily match up 
with other pieces of apparel or accessories, but the design is just quite average and 
mediocre, it would be better to put on peer presentation photos to encourage a focus 
on this low-level construal feature (e.g., collocation). In this way, the retailers can 
better leverage presentation groups and increase their sales. 
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