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Abstract. Replay penalties that punish players by making them repeat progress 
are ubiquitous in video games yet noticeably absent from tutors, creating a di-
lemma for designers seeking to combine games and tutors to maximize interest 
and learning.  On the one hand, replay penalties can be frustrating and waste 
instructional time, on the other, they may increase excitement and prevent gam-
ing the system.  This study tested the effects of replay penalties on learning and 
interest.  In a randomized, controlled experiment with a two-group, between 
subjects design, 100 University students played two versions of Policy World, 
an educational game for teaching policy argument, with and without penalties 
that forced students to replay parts of the game.   Results showed that replay 
penalties decreased learning and interest.  These findings suggest a minimize 
penalties principle for designing cognitive games. 
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1 Introduction 

Can cognitive games—educational games with embedded intelligent tutoring, promote 
learning as effectively as tutors [1] and be as fun to play as games?  Cognitive games 
may not be able to maximize both learning and fun—by attempting both, they might 
achieve neither.  In this study, we examine the effect of penalties on learning and 
interest to develop empirically supported principles for designing cognitive games. 

How do we design cognitive games?  Unfortunately, we cannot simply add tutors 
to stand-alone games—tutors and games are designed differently and for different 
goals.  As a result, designers are forced to choose which game-like and tutor-like 
features to use, some of which are compatible, some of which are not.  

Some of these differences are compatible.  For example, tutors often lack fantasy 
environments.  In most tutors, a learner is more likely to find himself solving a text-
book problem than battling aliens.  But we can easily design a cognitive game with 
both a fantasy environment and intelligent tutoring.  Recent studies on game-like 
elements in tutors have focused on compatible features that do not directly affect tu-
toring, like 3D graphics [2] or narrative, visual presentation, and rewards [3]. 

Other differences between tutors and games are incompatible. Tutors provide more 
assistance than games, and they make it easy for the learner to figure out what to do 
by giving scaffolding and feedback on each step.  Imagine the first-person shooter 
Halo giving the same level of assistance: not only would it tell you whether you’ve hit 
or been hit by an enemy, it would tell you what kind of weapon to choose, which 
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enemy to target, how to point the weapon, when to shoot, the enemy’s weakness, and 
so on.  Whereas players make their own game guides and walkthroughs for enter-
tainment games, tutors provide these answers for free via hints.  Tutors also minim-
ize penalties—after incorrect steps, tutors often allow learners to try again.  Imagine 
Halo with minimal penalties: being hit wouldn’t reduce your health; after missing an 
enemy, the alien would patiently wait for you try again.  These conflicting approach-
es to assistance and penalties means that it is unclear whether cognitive games can 
simply add tutors to normal games to maximize learning and fun—adding tutors may 
increase learning at the expense of fun.   

Here we are interested in penalties that directly affect tutoring, specifically replay 
penalties, where the game punishes players by making them restart at an earlier point.  
Replay penalties are ubiquitous across a wide variety of single-player video games 
such as Angry Birds, Halo, and Tetris.  Replay penalties are ubiquitous because they 
make single-player games fun—losing lives or progress after a mistake creates pres-
sure to make the right choice—which increases the excitement of making the choice 
and the satisfaction of choosing correctly. 

 

Fig. 1. Cognitive game design types (left) and possible causal effects penalties (right) 

To explore the design space at the intersection of tutors and games, Easterday, 
Aleven, Scheines & Carver [4] compared two games: a tutored cognitive game with 
high-assistance and minimal penalties and an entertainment game with low-assistance 
and replay-penalties (Figure 1).  Intuitively, we might predict a tradeoff with the 
tutored game better for learning and the entertainment game better for interest.  In 
fact, the tutored game led to greater learning and competence, which in turn increased 
interest.  So if entertainment game conventions are not effective, feedback promotes 
learning after all, how might a critiqued game with replay penalties and high feedback 
fare?  In this study, we examine the role of replay penalties in cognitive games. 

The case for replay penalties. Penalties are “rewards in reverse,” such as points, 
resources and time that are taken away for making a mistake [5, p. 192, 6, p. 94].  Game 
designers consider penalties essential because they create the challenge and meaning 
needed to generate excitement.  First, penalties create challenge by removing a re-
source needed to achieve a game goal, such as removing one of the player’s limited 
number attempts or lives, forcing the player to replay part of the game, or reducing the 
player’s points (needed to achieve a high score).  Designers use penalties to make an  
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easy game more challenging to prevent boredom.  Second, penalties create endogen-
ous value [5, pp. 31-33] or meaningful play [7, pp. 353-355] by establishing the rela-
tionship between the players’ actions and game outcomes—penalties and rewards 
communicate to the player whether her actions move her closer to, or further from the 
goals of the game.  Third, the combination of challenge and endogenous value are 
necessary for generating the interest/excitement/pleasure the player experiences when 
overcoming a challenge to reach a meaningful goal [5, p. 192], [7, p. 346]. 

Penalties might also increase learning by decreasing gaming.  Intelligent tutors are 
susceptible to the gaming the system phenomenon, when learners “attempt[] to suc-
ceed in an interactive learning environment by exploiting properties of the system 
rather than by learning the material” [8].  For example, when hints give the learner 
the correct answer after a given number of requests, learners often rapidly click the 
hint request button until they receive the answer, rather than think about the problem.  
Penalties that impose a cost to random guessing or hint abuse might prompt students 
to think about the problem. 

The case against penalties. On the other hand, penalties might decrease learning 
by wasting instructional time.  Easterday et al. [4] found that an intelligent tutor em-
bedded in a game-like environment increased learning and interest compared to a 
version that provided less feedback and stronger penalties, as is more typical of 
games, although this game-like tutor also provided less assistance, so the causal effect 
of penalties was unclear. 

Second, replay penalties might not be necessary for creating interest.  Entertain-
ment games designed for children such as Lego Star Wars are immensely popular and 
impose extremely minimal penalties: when a player dies in Lego Star Wars, he drops 
all his pieces (points and money) but immediately reappears on the screen and is giv-
en several seconds to pick up the dropped pieces. While children’s games have penal-
ties that do not affect tutoring such as losing points, they suggest that replay penalties 
may not be necessary for generating challenge and interest. 

Hypotheses. In this study, we compared how two cognitive games with either rep-
lay or minimal penalties affected learning and interest. The replay penalty version 
required students to replay parts of the game after an error, while the minimal penalty 
version allowed immediate error correction.  The outcome measures were learning, 
which measured the policy analysis skills taught by the game, and interest, as meas-
ured by the Intrinsic Motivation Inventory [9].  Assuming that penalties make games 
more challenging, there are several plausible hypotheses: 

 

1. Null: Replay penalties have minor, floor, or ceiling effects on learning and interest. 
2. Reduced gaming: Replay penalties increase learning by reducing gaming (caused 

by low levels of interest), but have little effect on low levels of interest. 
3. Tutored game: Replay penalties decrease learning and interest, because they waste 

instructional time and are unnecessary for generating interest. 
4. Critiqued game: Replay penalties increase interest by making the game more chal-

lenging and, at best, equal learning by providing identical assistance. 
5. Painful game: Penalties decrease interest by making the game too challenging. 
 

We predicted support for either the null or painful game hypothesis based on the  
motivational importance game designers place on penalties and our previous finding 
that a minimal penalties version of Policy World increased learning and aspects of 
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interest more than “game-like” version with minimal feedback and penalties [4]–
possibly suggesting that lack of feedback in the game-like version decreased learning 
and masked the motivational effects of penalties. 

2 Policy World 

Policy World [4, 10] is a cognitive game designed to teach policy argumentation [11, 
12].  In Policy World (Figure 2), the learner plays a policy analyst who must defend 
the public against the handsome but unscrupulous corporate lobbyist Mr. Harding by 
persuading the Senator to adopt policies based on evidence on topics such as carbon 
emissions, national health care and childhood obesity.  The story employs an empo-
werment theme in which the young policy analyst, after typically failing an initial job 
interview (a disguised pre-test), is recognized as having great potential by Ms. Cyn-
thia Stark, the head of a policy think-tank.  The learner is guided through a grueling 
training by two mentor characters: Molly, another young but more senior analyst, and 
a sharp-tongued virtual Tutor that teaches the learner to analyze policies.  At the end 
of the game, the player is tested in “real” senate hearings (posttests) in which the 
player must debate two policies with Mr. Harding to save the think tank’s reputation 
and defend the public against Mr. Harding’s corrupt agenda. 
 

   

Fig. 2. Policy World screenshots of player and tutor characters 

Policy World’s fantasy environment follows anime adventure/visual-novel genre 
conventions that use dialogue boxes and hand drawn images of characters 
representing the speaker against backgrounds that display the character’s location.  
The fantasy environment is heavily based on the game Phoenix Wright where the 
player stars as a defense attorney who “...must collect evidence, weed through incon-
sistent testimonies, and overcome corrupt agendas to ensure that justice prevails” 
[13], and which is one of Capcom’s top-10 best-selling series [14].  Learners routine-
ly comment positively on the similarities between the games. 

Most Policy World levels include three broad activities: searching for policy in-
formation, analyzing that information, and debating policy recommendations against a 
computer opponent. During search, learners use a fake Google interface to find 3-7 
newspaper-like reports, typically 3-5 paragraphs in length, containing causal claims 
from various sources like the New York Times, scientific journals, and bloggers that 
have varying levels of credibility and evidential support. At any time during search, 
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learners can select a report to analyze, which requires them to comprehend, evaluate, 
diagram, and synthesize the evidence about the causal claims in the report using caus-
al diagramming tools. Once learners have completed searching for evidence and con-
structing their causal diagrammatic analysis, they proceed to the final debate phase.  
During debate, learners make a policy recommendation, explain how the policy will 
affect a desired outcome, and provide evidence for their position by citing reports.  
The computer opponent (either Molly or Mr. Harding depending on the level) will 
argue against the player, attacking his recommendations, mechanism and evidence by 
providing alternate recommendations mechanism and evidence. 

 

 

Fig. 3. Policy World comprehension, diagramming and synthesis screens 

In this study, we focus on the analysis skills: comprehension, evaluation, diagram-
ming and synthesis (Figure 3) described in [4] and repeated here for coherence: 

• Comprehend.  After selecting a report to analyze, the learner attempts to highlight 
a causal claim in the text such as: “the Monitoring the Future survey shows that 21 
minimum drinking age laws decrease underage consumption of alcohol.” 

• Evaluate. The learner then uses combo boxes to identify the evidence type (expe-
riment, observational study, case, or claim) and strength of the causal claim. 
Strength is rated on a 10-point scale labeled: none, weakest, weak, decent, strong, 
and strongest. The evaluation was considered correct if: (a) the evidence type is 
correctly specified, and (b) the strength rating roughly observes the following order 
taught during training: experiments > observational studies > cases > claims. 

• Diagram.  The learner next constructs a diagrammatic representation of the causal 
claim using boxes to represent variables and arrows to represent an increasing, de-
creasing, or negligible causal relationship between the two variables. The learner 
also "links" the causal claim in the report to the new diagram arrow which allows 
him to reference that report during the debate by clicking on that arrow. 

• Synthesize. The learner then synthesizes his overall belief about the causal relation-
ship between the two variables based on all the evidence linked to the arrows be-
tween those variables up to that point. The synthesis step requires the learner to 
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specify which causal relationship between the two variables is best supported by 
the evidence, and his confidence in that relationship on a 100 point slider from un-
certain to certain. During training, a synthesis attempt is considered valid if: (a) the 
learner moves his belief in the direction of the evidence, assuming the learner's de-
scription of the evidence was correct, and (b) the learner's belief mirrors the overall 
evidence, assuming the learner's description of the evidence was correct. 

Assistance. During training, errors in analysis are flagged by animated red stars 
and an explanation for the error.  Errors in debate are also flagged and followed  
by Socratic questions that walk the learner through the steps involved in reading the 
diagram produced by analysis and citing evidence linked to the diagram.    

3 Method 

Design. The study used a two-group, between subjects, randomized, controlled, expe-
rimental design that compares a replay penalties version with a minimal penalties 
version of the game.  During training, the replay penalties version of Policy World 
erased learners’ progress upon making a mistake. When the learners made errors on 
an analysis step for a particular causal claim, they were sent back to the first analysis 
step. When learners received 5 debate strikes, they had to replay the level.  The mi-
nimal penalties version allowed learners to correct errors with no loss of progress. 

Participants.  100 university students were recruited through campus flyers and 
email.  Students were compensated $16 for completing the study and an additional $4 
for beating posttest 1 and an additional $4 for beating posttest 2.  

Procedure. Students first took a pretest on either the drinking age (5 causal claims) 
or obesity (7 causal claims).  During the pretest, students were allowed to search and 
analyze as many or as few reports as they liked before continuing to the debate.  
Students were then randomly assigned to the replay or minimal penalties training.  
Each group completed 3 training problems on video game violence (4 causal claims), 
organic foods (5 causal claims), and vaccines (4 causal claims).  During training, 
replay penalties students received penalties for errors while minimal penalties stu-
dents did not.  Since it was possible that replay penalties students might take much 
longer on training, they were allowed to advance to the test levels after 1 hour on the 
training levels.   After training, students completed the intrinsic motivation inventory 
survey [9] with sub-scales measuring perceived competence, effort, pressure, choice, 
value and interest.  Finally students played two test levels without replay penalties or 
tutoring. The debate test (on cap-and-trade, with 8 causal claims) was a debate-only 
level that provided a completed diagram (to test hypotheses about debate skills out-
side the scope of this paper).  Students then took a posttest identical to, and counter-
balanced with, the pretest. 

4 Results 

Analysis 1: Do replay penalties affect learning? To examine how penalties affect 
learning we examined students’ pre/post test analysis skill across the minimal/replay 
penalties groups using a two-way, repeated measures (mixed) ANOVA.  Both groups 
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improved on all four skills.  The minimal penalty group showed significantly greater 
improvement than the replay penalty group on comprehension, evaluation and dia-
gramming and a (not significantly) greater improvement on synthesis, (Table 1-2). 

Table 1. Both groups learned analysis but the minimal penalties group learned more 

  Pretest  Posttest  
Analysis skill Penalties M SD M SD 

Comprehend Replay 2.68 1.92 3.50 1.79 
 Minimal 2.24 1.82 4.26 1.64 
Evaluate Replay 1.72 1.58 2.38 1.59 
 Minimal 1.68 1.63 3.10 1.72 
Diagram Replay 2.26 1.77 3.36 1.79 
 Minimal 1.94 1.68 4.08 1.68 
Synthesize Replay 2.76 2.19 4.00 2.06 
 Minimal 2.66 2.50 4.60 2.34 

Table 2. The ANOVA showed a significant increase on all analysis skills for both groups and a 
greater increase on 3 out of 4 skills for the minimal penalties group 

 Test (pre/post) Penalty Test-penalty interaction 
 df F p  GES df F p GES df F p  GES 
Comprehend 1 98 53.4 7.5E-11 * 0.138 1 98 0.28 0.60 0.002 1 98 9.53 2.6E-03 * 0.028 
Evaluation 1 98 36.4 2.9E-08 * 0.094 1 98 1.51 0.22 0.011 1 98 4.86 3.0E-02 * 0.014 
Diagram 1 98 70.9 3.2E-13 * 0.183 1 98 0.48 0.49 0.003 1 98 7.31 8.1E-03 * 0.022 
Synthesize 1 98 39.2 9.8E-09 * 0.110          

 
Analysis 2: Do penalties affect intrinsic motivation?  To examine how penalties 
affect interest we asked students to complete the well-validated intrinsic motivation 
inventory [9], immediately after the three training levels and analyzed the results with 
pair-wise t tests.  The minimal penalties group felt significantly more competent, 
found the game more interesting and more valuable for learning policy (Table 3). 

Table 3. Replay penalties decreased perceived interest, competence and value 

 Replay  Minimal        
 M SD  M SD  t df p  ll ul 
Interest 3.44 1.32  3.93 1.24  1.89 97.62 0.061 . -0.02 0.99 
Effort 4.83 1.06  4.83 1.09  -0.02 97.88 0.985  -0.43 0.42 
Choice 3.41 0.82  3.50 0.87  0.57 97.59 0.567  -0.24 0.43 
Competence 3.45 1.43  4.17 1.20  2.71 94.91 0.008 ** 0.19 1.24 
Pressure 3.74 1.64  3.74 1.06  0.01 84.13 0.988  -0.54 0.55 
Value 3.88 1.56  4.41 1.34  1.80 95.91 0.075 . -0.05 1.10 
 
Analysis 3: How are penalties, learning and interest related?  To better under-
stand the causal relationships between penalties, training, interest and analysis, we 
constructed a path model using the GES algorithm implemented in Tetrad 4 [15, 16] 
which searched for equivalence classes of unconfounded causal models consistent 
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5 Discussion 

The results show that replay penalties decrease learning and interest in cognitive 
games.  They do so by decreasing training performance, which directly impacts learn-
ing, and by decreasing motivational factors (specifically perceived competence which 
affects learning and interest and in turn value), which indirectly impact learning. 

While these results may contradict our intuitions about the motivational effects of 
penalties, they are consistent with the effects on learning of previous work on com-
bining tutors and games, which found that greater assistance also increased learning 
and motivation through similar mechanisms [4].  What is surprising is that game 
designers seem to so consistently and ubiquitously use a feature that seems to de-
crease interest across a wide variety of entertaining single-player video games.  

The (apparent) contradiction is resolved by appealing to balance. Entertainment 
game designers often use (entertainment) tasks that are cognitively simple and add 
replay penalties to make them more challenging.  Replay penalties don’t create ex-
cessive frustration because players are likely to succeed if they keep trying.  Educa-
tional game designers often begin with learning tasks that are cognitively complex 
and add assistance to make them easier.  Replay penalties here make a complex task 
too frustrating.  Of course, education game designers could use less assistance and 
easier, more gradated problems, but this would lengthen learning time. 

Our intuitions about the motivational effects of games may be misleading because 
they are biased by our experience of players who have voluntarily selected to play a 
given game.  Furthermore, entertainment games are not designed to promote learning 
that transfers out of the game, so there is no reason to think that cognitive games will 
succeed by mimicking their conventions.  Entertainment games are designed to 
create the illusion of competence in a fake world, not actual competence in the real 
world [17]. 

Contribution: the minimize penalties principle.  Thus the contribution of this  
work is support for a minimize penalties principle—that cognitive games should reduce 
replay penalties to increase learning and interest.  Like the children’s game Lego Star 
Wars, it is possible to maintain interest in cognitive games when the only penalty is a 
halt in progress (the most minimal possible).  This leads to a design implication for 
educational games quite different from entertainment games: if tutoring is provided, it is 
better to balance a game by providing minimal penalties on a complex problem than 
replay penalties on a simple problem. This is the best possible result: embedding tutors 
in game environments increases learning and interest with no tradeoff. 

If we are to make educational games that are effective for fun and learning, we 
must take advantage of what we have already learned about intelligent tutoring.  
While there are many proposed principles for games [5] and educational games [e.g., 
18] and even some with empirical support [19], there are none that help designers 
resolve the conflicts that arise when applying intelligent tutoring techniques to games.  
Our previous work provided support for adding tutors to games (tutoring principle), 
to which we now add the minimize penalties principle. Future work must generalize 
and expand upon these principles if we are to apply intelligent tutoring research to 
realize the full potential of educational games. 
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