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Abstract. We present in this paper the findings of a study on the role of macro-
adaptation in conversational intelligent tutoring. Macro-adaptivity refers to a 
system’s capability to select appropriate instructional tasks for the learner  
to work on. Micro-adaptivity refers to a system’s capability to adapt its scaf-
folding while the learner is working on a particular task. We compared an  
intelligent tutoring system that offers both macro- and micro-adaptivity (fully-
adaptive) with an intelligent tutoring system that offers only micro-adaptivity. 
Experimental data analysis revealed that learning gains were significantly high-
er for students randomly assigned to the fully-adaptive intelligent tutor condi-
tion compared to the micro-adaptive-only condition. 
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1 Introduction 

We address in this paper the role of macro-adaptivity in ITSs. We study the role of 
macro-adaptivity in the context of conversational or dialogue-based ITSs (Rus et al.; 
2013). These ITSs interact with the students primarily through conversation although 
other elements, such as images associated with instructional tasks, may accompany 
the dialogue. Our target domain is conceptual Newtonian Physics and our target popu-
lation is college students taking an introductory course in Physics, (e.g. nursing, engi-
neering students, or even Physics majors). 

Currrent state-of-the-art ITSs are quite effective. An extensive review of tutoring 
research by VanLehn (2011) showed that the effectiveness of computer tutors (d = 
0.78) is as high as the effectiveness of human tutors. Furthermore, it was found that 
the effectiveness of human tutoring is not as high as it was originally believed (effect 
size d = 2.0) but much lower (d = 0.79). Relevant questions arise from these findings. 
Where does the effectiveness come from and how can it be further increased? The 
conventional wisdom of the last decade or so has speculated that as interactivity of 
tutoring increases, the effectiveness of tutoring should keep increasing. However, 
VanLehn (2011) reported that as interactivity of tutoring increases, the effectiveness 
of human and computer tutors plateaus. 

There are several aspects of state-of-the-art conversational ITSs that may explain 
their plateau in effectiveness. First, they do not emphasize macro-adaptation through 
selection of learner-specific content and tasks, which is needed when students begin a 
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tutoring session with different backgrounds. Second, while tutorial strategies are 
somehow understood, that is not necessarily the case for tutorial tactics that control 
tutors’ actions at micro-level, e.g. decisions about step in a solution to a problem 
(VanLehn, Jordan, & Litman, 2007). Third, existing conversational ITSs emphasize 
mostly cognitive aspects. Other aspects of learning, such as affect and motivation, are 
less considered. Researchers have started to address at least two of the above three 
aspects that could lead to further increases in ITSs effectiveness: tutorial tactics 
(VanLehn, Jordan, & Litman, 2007) and affect (Lehman et al., 2011). We investigate 
in this paper the role of the less studied aspect, i.e. macro-adaptivity. Therefore, our 
research complements existing efforts towards better effectiveness of ITSs.   

It should be noted that the role of macro-adaptation was noted early on (Brusi-
lovsky, 1992). Attempts to handle macro-adaptivity have been made but their exact 
impact on learning gains has not been pursued to the best of our knowledge. For in-
stance, while the intelligent tutor ANDES (VanLehn et al., 2005) relies on a student 
model which could be used for macro-adaptation, it was never used for this purpose 
(Conati, Gertner, & VanLehn. 2002; VanLehn et al., 2005). In fact, there is one ITS 
that focuses exclusively on macro-adaptation. Indeed, the mathematics tutor ALEKS 
offers macro-adaptation only. Once a task has been selected for a learner, the learner 
sees an identical worked-out solution to the task as any other student that was as-
signed the same task. That is, within a task all students see same information follow-
ing a one-size-fits-all approach (no micro-adaptivity). Interestingly, a recent study 
showed that ALEKS can offer significant learning gains comparable to other ITSs 
(Sabo, Atkinson, Barrus, Joseph, Perez, 2013). This result emphasizes the importance 
of macro-adaptation in intelligent tutoring.  

Our work here offers further support for the important role of macro-adaptation in 
tutoring. In particular, we offer a glimpse at the important role of macro-adaptation in 
conversational ITSs. To achieve our goal, we compared a fully-adaptive conversa-
tional ITS that offers both macro- and micro-adaptivity, i.e. a fully-adaptive system, 
with a micro-adaptive-only ITS. In the fully-adaptive ITS, instructional tasks for a 
particular student were selected based on the knowledge level of the student. We de-
fined four distinct knowledge levels based on a global analysis of the performance on 
the pre-test of our subject sample. Each individual student was then placed at a cor-
responding knowledge level based on his performance on the pre-test. The selection 
of instructional tasks for each knowledge level was based on the idea that tasks should 
target concepts that students in a knowledge level are just beginning to understand 
(“green shoots”, i.e. concepts ready to emerge) while students at the immediately 
higher (and even higher) knowledge levels already show proficiency (to them, these 
look like full-grown concepts). 

2 Data-Driven Macro-adaptation 

The basis of our data-driven macro-adaptation is a multiple-choice test that partici-
pants were given prior to undergoing training. The pre-test consists of 24 multiple-
choice questions from Force Concept Inventory (FCI; Hestenes, Wells, & 
Swackhamer, 1992), 8 multiple-choice questions from Alonzo and Steedle (2009; 
(A&S), and 7 multiple-choice questions of our own (total=39 questions). Students 
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took the pre-test 2-3 weeks before the actual training in order to mitigate tiring effects 
during the actual training session and for logistical reasons. The training session con-
sisted of about 1 hour of training with one of our ITSs, followed by 30 minutes of 
post-test taking (post-test was identical to the pre-test taken weeks before). 

Once the student responses (n=49) on the pre-test were available, we selected criti-
cal concepts that students were struggling with based on Item Characteristic Functions 
(Wang and Bao, 2010) and defined knowledge levels based on this analysis. There is 
an Item Characteristic Function for each pre-test question which indicates the proba-
bility of answering the question correctly for various levels of student proficiency. In 
our case, instead of using directly student proficiency levels as given by, for instance, 
an Item Response Theory (IRT) analysis, we relied on the overall pre-test score. Due 
to the small n, an IRT analysis would have not been possible in our case. The use of 
the overall pre-test score as an approximation of proficiency level is reliable as ex-
plained next. Wang and Bao (2010) conducted an IRT analysis of FCI and confirmed 
the correctness of the unidimensional assumption needed for IRT analysis, i.e. a factor 
analysis revealed that existence of a dominant factor explaining college students’ 
abilities to answer FCI questions. Furthermore, they showed a correlation of  
0.994 between the overall FCI score (#correctly-answered/total-questions) and IRT 
proficiency levels. 

In order to facilitate the selection of targeted concepts for training, we divided the 
space of proficiency levels into four knowledge levels: low knowledge, medium-low 
knowledge, high-medium knowledge, and high-knowledge. These knowledge levels 
offer a more fine distinction among students than the typical binary categorization 
(low vs. high knowledge) but less than the finest-grain categorization based on actual 
proficiency levels derived based on an IRT analysis (or its approximation through the 
overall pre-test score). Grouping the 39 proficiency levels into four groups (low, me-
dium-low, medium-high, high) was regarded as a good compromise between cost 
(authoring effort) and performance (effectiveness). Using this method, the following 
four proficiency/knowledge levels were obtained based on the average pre-test score 
(13.95/39) and standard deviation (3.97): low knowledge (score≤10; n=7), medium-
low knowledge (11≤score≤14; n=17), medium-high knowledge (15≤score≤18; n=14), 
and high knowledge (score≥19; n=11). For instance, students in the medium-low 
knowledge level had scores within one standard deviation below the average. Of the 
49 students who were present for pre-test, 30 participated in training. 

Once the knowledge levels were assigned, we proceeded with identifying the con-
cepts that should be targeted during training for each level group. The basic idea was 
to use the pre-test as a source of identifying concepts that are “green-shoots” (ready to 
emerge) for students at particular knowledge level. We have two criteria for identify-
ing promising “green shoots” for a particular knowledge-level: students at that level 
begin to show some understanding (e.g., 10-30% of students at that level answer  
correctly questions related to a concept) and students at higher levels master it (e.g., 
>80% of the students show profficiency). Both criteria are important because there 
may be misleading “green shoots.” Misleading “green shoots” are concepts that seem 
to emerge at one knowledge level (k; i.e., 10-30% of students answer correctly ques-
tions related to a concept) and are still in an emerging state (instead of becoming ful-
ly-grown concepts) for students at the higher-up level (k+1). We conclude that such 
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green-shoots are not yet ready for “full-growth” for students at level k because stu-
dents at the immediately higher level (k+1) are still struggling with such concepts. 

Once we detected the ready-for-growth “green shoots” for a knowledge-level, ap-
propriate instructional tasks were developed aiming at exposing students to the 
emerging concepts. There is one exception for the highest knowledge level for  
which there is no immediately higher level. That is, the second criterion of selecting 
concepts already mastered by students at the immediately higher knowledge level 
cannot be applied. In this case, we simply selected concepts with the highest learning 
potential. 

3 Experiment and Results 

As already mentioned, students attending a college-level conceptual Physics course 
were recruited for this experiment. This was an introductory course opened to all 
college students. The course provided the pre-requisite kind of training that seems to 
be important for experiments of the type we are describing here. Subjects were ran-
domly assigned to one of the two training conditions: micro-adaptive-only vs. fully-
adaptive. 
 
Condition 1 (Micro-adaptive Only). In this condition students interacted with a 
dialogue-based ITS that used a fixed, predefined set of instructional tasks for all stu-
dents. That is, there was a one-size fits all approach in terms of adapting instructional 
tasks to students. The set of predefined tasks included two tasks associated with each 
of the four knowledge levels defined for the other condition (uniform selection of 
tasks from all four knowledge levels) plus one additional task selected at random for a 
total of nine tasks (the number of tasks is the same in both conditions). Once working 
on a task (problem solving), students were scaffolded as needed through hints in the 
form of increasingly informative questions. That is, there was micro-adaptation. 
 
Condition 2 (Fully-Adaptive: Macro- and micro-adaptive): In this condition stu-
dents interacted with the fully adaptive system. The system would categorize students 
to different levels of understanding based on their pre-test score and then select ap-
propriate tasks that were deemed most conducive of learning at that level of under-
standing. Tasks were selected for each knowledge level using the data-driven method 
presented earlier. A total of nine tasks were selected for each knowledge level. Once a 
task was selected for the students to work on, the micro-adaptation within the task 
was identical to the micro-adaptation in the micro-adaptive only condition. 
The distribution of students into the four knowledge levels was: (Low=2, Medium-
Low=5, MediumHigh=5, High=2) for the Fully-Adaptive condition and (Low=5, 
MediumLow=3, MediumHigh=7, High=1) for the Micro-Adaptive condition. 
 
Procedure. After signing a consent form, students took a pre-test under supervision. 
Students were all present in the same room and were given the pre-test at the same 
time (on paper). After they took the pre-test (39 multiple choice questions), students 
were given the opportunity to sign up for free tutoring sessions. Students who chose 
to participate were given extra credit in the course. Students participated in training 
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sessions in a lab in small groups. Each student individually interacted with the tutor-
ing system over the Internet from a personal computer. Each training session was 
about 1.5-hour long and consisted of approximately 1-hour of training (9 Physics 
problems) followed by a 0.5-hour for a post-test. There was a time span of about 3 
weeks between the time students took the pre-test and the time they participated in 
training (and the post-test). Pre-test and post-test were identical. 
 
Results. A number of 30 students participated in the training experiment with 16 of 
them in the micro-adaptive-only condition and 14 of them in the fully-adaptive condi-
tion. There was no significant difference in pre-test scores (percentage correct on the 
test) between the two conditions (t[28]=-.343, p=.734). A mixed ANOVA analysis 
was conducted with a pre-post-test within-subjects variable and the condition as a 
between-subjects variable. The ANOVA revealed a significant test*condition interac-
tion (F(1,28)=6.793; p=0.015; see Figure 2). Adjusted post-test scores were compared 
between conditions by running an ANCOVA with the pre-test scores as covariate. A 
significant difference was found (F(1,27)=11.974; p=.002). A pre-post test compari-
son, revealed that the fully-adaptive condition had an effect size of (Cohen’s) d= 
0.786, r=0.366 (computed using means and pooled standard deviations). This is as 
good as human tutors. VanLehn (2011) reported an average human tutor effect of d= 
0.79 (across many domains). 

4 Conclusions 

The positive results of our study in favor of macro-adaptivity indicate that improve-
ments in this area hold the promise of increasing the effectiveness of tutoring systems 
beyond the interaction plateau if coupled with advanced tutorial tactics that boost 
micro-adaptation. 

One weakness of our method stems from the IRT-style analysis based on which we 
defined our knowledge levels. A standard IRT analysis treats each wrong answer, i.e. 
distractor in a multiple-choice question, on equal footing. There is plenty of evidence 
that students of different proficiency levels react differently to different distractors 
(Dedic, Rosenfield, & Lasry, 2010). We will address this issue in order to further 
improve the level of macro-adaptivity by exploring recent advances proposed by the 
science education research community, e.g. learning progressions (Rus et al., 2013), 
and using polytomous IRT analysis. 
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