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  Pref ace   

 Translating developments of information systems from the academic setting to 
industry remains elusive. Closing the gap between academic results and their appli-
cation in enterprises is critical. Tools that help address real improvements in infor-
mation system development in industry by grounding them in research results is the 
goal of the International Conference on Information Systems Development. This 
volume contains the proceedings from the 22nd annual meeting (ISD2013) held in 
Seville, Spain, from September 2 to 4, 2013. The evolution of information system 
development was clearly important in recent years. Research groups and universi-
ties have worked in proposing new methods, techniques, and tools to improve this 
activity. In the enterprise environment, the necessity of suitable solutions to their 
information systems requirements is a pressing problem. Although big improve-
ments were incorporated in the enterprise environment, the application of effi cient 
methods is not usual practice. Information system development continues being too 
artisanal and mostly adapted for academia. Suitable solutions from the academic 
community are not applied in industry. This book is oriented to present ideas, works, 
and tools that help address real improvements in information system development 
in industry by grounding them in research results. The book is oriented to improve 
the relevance of academic research and to close the gap between academic results 
and their application in enterprises.  

  Seville, Spain     María     José     Escalona   
 Seville, Spain     Gustavo     Aragón   
 Caaulfi eld East, VIC, Australia     Henry     Linger   
 Galway, Ireland     Michael     Lang   
 Galway, Ireland     Chris     Barry   
 Kowloon, Hong Kong SAR     Christoph     Schneider    



   



vii

    1     Measuring Business-IT Alignment, Framework Development 
and Case Study Results ..........................................................................  1   
    Jos   J.M.   Trienekens,         Rob   J.   Kusters,     and     Llanos   Cuenca    

     2     Collaborative Health Informatics: A Multidisciplinary 
Approach ..................................................................................................  17   
    Ovidiu   Noran    

     3     Understanding Feasibility Study Approach for Packaged 
Software Implementation by SMEs.......................................................  29   
    Issam   Jebreen,         Robert   Wellington,     and     Stephen   G.   MacDonell    

     4     Towards P Systems Based Approach for Evolutionary 
Enterprise Application ............................................................................  45   
    Gunnar   Piho,         Jaak   Tepandi,     and     Viljam   Puusep    

     5     Data-Oriented Declarative Language for Optimizing 
Business Processes ...................................................................................  59   
    Luisa   Parody,         María   Teresa   Gómez-López,     
and     Rafael   M.   Gasca    

     6     A Set of Practices for the Development of Data-Centric 
Information Systems ...............................................................................  73   
    Erki   Eessaar    

     7     Towards an Ontology of SoS Interoperability: 
Proposition of a SoS Interoperability Framework 
and a SoS Conceptual Interoperability Model .....................................  85   
    Houda   Benali,         Narjès   Bellamine   Ben   Saoud,     
and     Mohamed   Ben   Ahmed    

     8     Involving End-Users in the Design of a Domain-Specifi c 
Language for the Genetic Domain .........................................................  99   
    Maria   Jose   Villanueva,         Francisco   Valverde,     and     Oscar   Pastor    

  Contents 



viii

     9     Improving Information System Interoperability 
in Social Sector Through Advanced Metadata .....................................  111   
    Francisco   Delgado,         Salvador   Otón,         Raúl   Ruggia,     
    José   Ramón   Hilera,     and     Roberto   Barchino    

    10     Using Process-Level Use Case Diagrams to Infer 
the Business Motivation Model with a RUP-Based Approach ............  123   
    Carlos E.   Salgado,         Ricardo   J.   Machado,     and     Rita   S.P. Maciel    

    11     Towards Elimination of Testing Debt in Outsourced 
IS Development Projects: A View from the Client Side .......................  135   
    Michal   Doležel    

    12     From Traditional Practices to a Learning Community: 
A Knowledge Management Approach to Support Learning 
in Food Hazard Identifi cation ................................................................  147   
    Henry   Linger,         Frada   Burstein,     and     Dora   Constanidis    

    13     Coordinating the Enterprise Modelling Effort by Means 
of an Entrepreneurial Goal Hierarchy ..................................................  159   
    Sebastian   Bittmann     and     Oliver   Thomas    

    14     Merger and Acquisition Preparedness Building: 
An Enterprise Architecture Perspective ...............................................  171   
    Nilesh   Vaniya,         Ovidiu   Noran,     and     Peter   Bernus    

    15     Starting Building a IT Policy: A Quest to IT Success ..........................  185   
    Pedro   Neves   Rito    

    16     Design Within Complex Environments: Collaborative 
Engineering in the Aerospace Industry .................................................  197   
    Fernando   Mas,         José   Luis   Menéndez,         Manuel   Oliva,     
    Javier   Servan,         Rebeca   Arista,     and     Carmelo   del Valle    

    17     Understanding Contradictions in Enterprise System 
Implementations: A Case for Stakeholder Theory ..............................  207   
    Stig   Nordheim,         Kai   R.   Moseid-Vårhus,     and     Arnfi nn   Min   Bærø    

    18     Company Process Support by Software Systems: Research 
in Small Software Companies in the Czech Republic ..........................  219   
    Jan   Mittner     and     Alena   Buchalcevova    

    19     An Integrated Information Systems Success Model: 
A Case Study of an Australian Hospital ................................................  231   
    Tian   Yu   Goh,         Morgan   Priestnall,         Sedigheh   Khademi,     
and     Christopher   Bain    

    20     Identifying Essential and Optional Decision Constructs 
in On-line Transactional Processes ........................................................  243   
    Chris   Barry,         Mairéad   Hogan,     and     Ann M.   Torres    

Contents



ix

    21     Ontology and SOA Based Data Mining to Business 
Process Optimization ..............................................................................  255   
    Aleksander   Pivk,         Olegas   Vasilecas,         Diana   Kalibatiene,     
and     Rok   Rupnik    

    22     Data-Aware Conformance Checking for Declarative 
Business Process Models .........................................................................  269   
    Diana   Borrego,         Irene   Barba,     and     Pedro   Abad    

    23     Taxonomy of Anomalies in Business Process Models ..........................  283   
    Tomislav   Vidacic     and     Vjeran   Strahonja    

    24     An Automated Approach for Architectural 
Model Transformations ..........................................................................  295   
    Grzegorz   Loniewsli,         Etienne   Borde,         Dominique   Blouin,     
and     Emilio   Insfran    

    25     A Discrete-Event Simulation Metamodel for Obtaining 
Simulation Models from Business Process Models ..............................  307   
    M.   Teresa   García,         M.  A.   Barcelona,         M.   Ruiz,     
    L.   García-Borgoñón,     and     I.   Ramos    

    26     A Pattern-Based and Model-Driven Approach 
for Deriving IT System Functional Models 
from Annotated Business Models ..........................................................  319   
    Javier   Berrocal,         José   García-Alonso,         Cristina   Vicente-Chicote,     
and     Juan   Manuel   Murillo    

    27     Applying Testing Techniques to Software Process 
Assessment: A Model-Based Perspective ..............................................  333   
    L.   García-Borgoñón,         R.   Blanco,         J.  A.   García-García,     
and     M.  A.   Barcelona    

    28     A Model-Based Approach to Develop Self- Adaptive 
Data Visualizations ..................................................................................  345   
    Juan   F.   Inglés-Romero,         Rober   Morales-Chaparro,     
    Cristina   Vicente-Chicote,     and     Fernando   Sánchez-Figueroa    

    29     A Language Oriented Extension to Toulmin’s 
Argumentation Model for Conceptual Modelling ................................  359   
    Sebastian   Bittmann,         Balbir   Barn,     and     Tony   Clark    

    30     Architecture Derivation in Product Line Development 
Through Model Transformations ..........................................................  371   
    Javier   González-Huerta,         Emilio   Insfran,         Silvia   Abrahão,     
and     John   D.   McGregor    

    31     Collaborative Modeling Through the Integration 
of Heterogeneous Modeling Languages ................................................  385   
    Francisca   Pérez,         Pedro   Valderas,     and     Joan   Fons    

Contents



x

    32     Positing a Factorial Model for Consumer Trust 
in Mobile Payments .................................................................................  397   
    Ahmed   Shuhaiber,         Hans   Lehmann,     and     Tony   Hooper    

    33     Multipoint Web Real-Time Communication ........................................  409   
    Ruben   Picek     and     Samuel   Picek    

    34     Affecting Decision-Makers’ Attention through Mobile BI: 
Implications for Mobile BI Design Process ...........................................  421   
    Olgerta   Tona     and     Sven   A.   Carlsson    

    35     Generating a REST Service Layer from a Legacy System .................  433   
    Roberto   Rodríguez-Echeverría,         Fernando   Maclas,     
    Vlctor   M.   Pavón,         José   M.   Conejero,     
and     Fernando   Sánchez-Figueroa    

    36     Effective and Considerate Change Notifi cations 
in Multidisciplinary Engineering Projects ............................................  445   
    Estefanía   Serral,         Richard   Mordinyi,     and     Stefan   Biffl     

    37     Using Agile Methods for Infrastructure Projects: 
A Practical Experience ...........................................................................  459   
    C.  J.   Torrecilla-Salinas,         J.   Sedeño,         M.  J.   Escalona,     
and     M.   Mejías    

    38     The Uncertainties Management Framework: Eliminating 
Uncertainties from the Process ..............................................................  473   
    Deniss   Kumlander    

    39     Towards the Development of a Complex Adaptive 
Project Environment Assessment Tool ..................................................  487   
    Corina   Raduescu     and     Asif   Qumer   Gill    

    40     ISO2: A New Breath for the Joint Development of IS 
and ISO 9001 Management Systems .....................................................  499   
    João   Barata     and     Paulo   Rupino   da Cunha    

    41     Incremental and Adaptive Software Systems Development 
of Natural Language Applications .........................................................  511   
    Elena   Lloret,         Santiago   Escobar,         Manuel   Palomar,     
and     Isidro   Ramos    

    42     UCL: Universal Constraint Language ..................................................  525   
    Peter   Piják,         Jakub   Malý,         Martin   Nečaský,     
and     Irena   Holubová   (Mlýnková)     

   Index .................................................................................................................  539    

Contents



1M. José Escalona et al. (eds.), Information System Development: Improving 
Enterprise Communication, DOI 10.1007/978-3-319-07215-9_1,
© Springer International Publishing Switzerland 2014

    Abstract     Information technology has come to play a crucial role in the support, 
sustainability and growth of organisations. In order to accomplish good value for 
the organisation, IT projects need to be in connection with the business side of the 
organisation. The process of managing and improving this connection is Business-IT 
alignment. Organisations that have successfully aligned their business and IT out-
perform organisations that do not, for example by maximising the return on IT 
investments and an improved competitive position. However, selecting and priori-
tizing IT projects present a challenge to IT managers. For a number of years already, 
Business-IT alignment is regarded by IT executives as one of their key issues. Much 
research has been carried out on Business-IT alignment. This has resulted in differ-
ent models of alignment factors, different approaches to measure and communicate 
alignment in enterprises. The objective of this paper is to develop a conceptual basis 
for alignment measurement on the basis of the existing models. This paper will 
present the development of a conceptual Business-IT model of fi ve alignment factor 
categories. These categories are: Intention and Support, Working Relationship, 
Shared Domain Knowledge, IT Projects and Planning, and IT Performance. The 
conceptual model has been made operational by identifying measures and measure-
ment scales. To validate the alignment factor measurement model a case study has 
been carried out at fi ve organisations operating in the fi nancial sector in The 
Netherlands. The fi nal objective is to improve the communication in enterprises 
between business and IT professionals on alignment and subsequently the selection 
and prioritization of IT projects.  

  Keywords     IT alignment   •   Business—IT expert communication   •   Case study  

    Chapter 1   
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Framework Development and Case 
Study Results 

                Jos     J.M.     Trienekens     ,     Rob     J.     Kusters     , and     Llanos     Cuenca    

        J.  J.M.   Trienekens      (*) •    R.  J.   Kusters      
  University of Technology Eindhoven ,   Eindhoven ,  The Netherlands   
 e-mail: J.J.M.Trienekens@tue.nl; r.j.kusters@tue.nl   

    L.   Cuenca      
  Universitat Politècnica de València ,   València ,  Spain   
 e-mail: llcuenca@cigip.upv.es  

mailto:J.J.M.Trienekens@tue.nl
mailto:r.j.kusters@tue.nl
mailto:llcuenca@cigip.upv.es


2

1.1         Introduction 

    In    [ 1 ,  2 ] the following benefi ts of good Business-IT alignment are mentioned: 
“Maximising the return value from IT investments”, “A better competitive position 
through information systems”, “Providing direction and fl exibility to react to 
change”. The opposite however also holds: a lack of alignment between business 
and IT can seriously harm a business’ performance. Many other studies on the 
effects of Business-IT alignment have been performed. In short, they support the 
hypothesis that organisations that have successfully aligned their business and IT 
outperform organisations that do not [ 3 – 6 ]. Even though alignment of business and 
IT has proved to be very important, many organizations still struggle with it. It 
appears that selecting and prioritizing is experienced as a burden by managers [ 7 ]. 
For a number of years already, business and IT alignment is regarded by IT execu-
tives as one of their ‘key issues’ [ 8 ,  9 ]. According to Luftman and Ben-Zvi [ 10 ] 
organizations need to recognize that it is not how IT is aligned with the business but 
it is how IT and business are aligned with each other and they need to go beyond just 
focusing on IT infrastructure. In order to better deal with this, organisations need a 
sound conceptual basis to deal with the different aspects of Business-IT alignment. 
Though many models have been developed for alignment, one of the main points of 
criticism on the existing research is that business-IT alignment models are too theo-
retical and fails to capture real life [ 4 ,  5 ].This gap between theory and practice is the 
focus of this research project, in particular on the measurement of Business-IT 
alignment. Section  1.2  addresses the research approach that has been followed, 
respectively the development of a conceptual alignment measurement model and 
the design of a multiple case study to validate this model. Section  1.3  resumes the 
related work in Business-IT alignment. Section  1.4  presents the development of the 
conceptual alignment measurement model. In Sect.  1.5  the conceptual measurement 
model is made operational for application in a case study. Section  1.6  presents the 
validation of the alignment measurement model in a realistic multiple business case 
study. Section  1.7  fi nalises the paper with conclusions.  

1.2      Research Approach 

1.2.1     Literature Study and Development of Conceptual 
Alignment Measurement Model 

 The literature study is based on guidelines provided by [ 11 ], respectively with 
respect to: data gathering, data selection, data extraction and reporting, and valida-
tion. These guidelines ensure that a wide search is performed and provide criteria, 
e.g. for completeness and quality of the literature study. Several search strategies 
were used to gather relevant papers, such as a search for keywords, including a 
number of synonyms, a search for well-known authors of papers on Business-IT 
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alignment, and a search to fi nd relevant papers by making use of the so-called 
 snowball effect . These different strategies resulted in a set of alignment defi nitions, 
models and factors. 

 The conceptual alignment measurement model has been developed in a stepwise 
approach of respectively:

    1.    Investigating and screening existing alignment factor models in literature   
   2.    Analysing and labelling alignment factors   
   3.    Merging umbrella (label) constructions   
   4.    Classifying alignment factors and defi ning the conceptual alignment measure-

ment model      

1.2.2     Case Study Design 

 The conceptual alignment measurement model will be put in practice to assess its 
validity. The goal of this case study is to answer the research question “Can the 
measurement of the alignment factors be used in practice to measure Business-IT 
alignment in organisations?” The case study will consist of multiple cases. For each 
of these cases the Business-IT alignment is examined for the organisation as a 
whole, making this a holistic multiple case design [ 12 ]. For each case, two inter-
views are held to rate all the defi ned measures of the alignment factors, together 
resulting in a rating for the different alignment factors. One interview is held with a 
business expert of the organisation, and one with an IT expert. In both cases these 
experts operate in the upper levels of the organisation’s hierarchy to be knowledge-
able about strategic planning, both for business and IT, meaning that they work at 
one hierarchical level below the CEO/CIO of their organisations. The positions of 
the experts across all of the cases should be comparable. Chan and Reich [ 4 ,  5 ] 
argue that alignment research should focus on specifi c fi rm sizes, types and specifi c 
industries. Taking this into account, the selected cases for this study will meet 
the following criteria. Regarding size: the organisation has a medium to large size 
and regarding specifi c industry: the organisation operates in the fi nancial sector. 
Selecting and contacting potential cases was done via the network of KPMG profes-
sionals (which is a network of member fi rms, offering audit, tax and advisory 
services for their clients, in particular in the fi nancial sector). Using their personal 
networks appointments could be made with 10 informants, i.e. 2 per organisation. 
Because this is a non-random sampling method, the possibility of a sampling 
bias deserves special attention. In order to reduce the risks of self-selection, the 
potential informants were only given very basic information about the case study in 
advance to an agreement to participate. Furthermore, there was no pre-screening of 
informants or organisations. The only information considered prior to the selection 
of cases was information concerning the selection criteria for this study. Finally, 
there was no exclusion of particular organisations and a variation of organisations 
sizes and structure were included in the study to improve the generalisability of 
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the case study results. All of the interviews were recorded with a voice recorder. 
These recordings were used to write a report for each interview, answering each of 
the interview questions and rating the accompanying measures. All of the ratings 
and calculations are captured in a case study database.   

1.3      Related Work 

 The Strategic Alignment Model (SAM) [ 3 ], the generic framework [ 1 ] and the uni-
fi ed framework [ 13 ] all describe different business domains that need to be con-
nected in some way to achieve better Business-IT alignment. These models remain 
fairly ‘high level’, i.e. they describe business and IT domains that should be aligned 
but not in what way this can be achieved in practice. This is also one of the main 
points of criticism on existing business/IT alignment research, e.g. ‘too theoretical 
and failing to capture real life’ [ 5 ]. As a consequence there is a lack of support 
regarding the communication between business and IT professionals on business/IT 
alignment plans and activities, e.g. IT project selection and prioritization. However, 
one proposal on how to use the SAM and its derivatives in practice is given in a 
study by Avison et al. [ 1 ]. The goal of their study was to validate the SAM, and 
demonstrate its practical value. They propose a practical framework for managers to 
change future alignment as required. The Strategic Alignment Maturity Model 
(SAMM) [ 14 ] defi nes six criteria determining a number of different alignment 
maturity levels. In contrary to the other models for Business-IT alignment, de 
SAMM is based solely on practices and processes in organisations. 
It defi nes a number of criteria by which the alignment of an organisation can be rated. 
However, research results on this model provide until now a very limited empirical 
validation; see Sledgianowski et al. [ 15 ]. The lack of practical aspects causes the men-
tioned models to provide only a very limited basis for the construction of measurement. 
Therefore, the question remains how alignment can be theoretically defi ned and prac-
tically measured, in order to support the communication on the progress and/or the 
failures of alignment between business and IT professionals.  

1.4      Development of the Conceptual Alignment 
Measurement Model  

 In conformance with [ 4 ,  13 ] Business-IT alignment is defi ned: “as the continuous 
process, involving management and design sub-processes, of consciously and 
coherently interrelating all components of the business-IT relationship in order to 
contribute to the organisation’s performance over time”. Using this defi nition, and 
the guidelines of Kitchenham and Charters [ 11 ], the literature research resulted in 
six sets or models of alignment factors. The available studies offer a wide spectrum 
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of research methods, both qualitative and quantitative, to identify and apply align-
ment factors. E.g. some studies used predefi ned alignment factors, others started 
from scratch. In some studies the factors were analysed by having stakeholders rate 
them, others by analysing ‘real-life’ documents. The alignment factors from each of 
the six studies are presented in Fig.  1.1 , grouped by their source. The fi rst step 
towards a conceptual alignment measurement model is to condense the collected 
alignment factors into a core set of alignment factors, from hereon called alignment 
factor categories. The following steps were undertaken, (adapted from [ 16 ]): 1) 
 Screening  the alignment factors. A small number of alignment factors describe a 
characteristic of an organisation, instead of a process that interrelates business and 
IT. As these do not fall under the defi nition of Business-IT alignment used in this 
research project these alignment factors have been omitted. 2) For each individual 
alignment factor, a  label  is  assigned  to it that captures the topic of the alignment 
factor. 3) Some of the labels  umbrella  others. Factors that fall under such an 
umbrella are assigned the label of this umbrella. 4) For the resulting labels, the 
labels that touch on a similar aspect are  grouped  together (i.e. classifi ed) and 
assigned a label that covers all content.

1.4.1       Step 1 and Step 2: Selection and Labelling of Alignment 
Factors 

 Two of the alignment factors are omitted because they concern characteristics of the 
organisation, opposite to processes interrelating business and IT: Organisational 
size [ 17 ], and Information intensity of the value chain [ 18 ]. Subsequently each of 
the alignment factors has been assigned a label, capturing its topic (Fig.  1.1 ).  

1.4.2     Step 3: Merging Umbrella Constructions 

 In Fig.  1.2  labels that fall under another label are grouped. All factors under the 
umbrella of another factor are assigned the label of this umbrella. The labels that do 
not fall under another label remain and they are not included.

1.4.3        Step 4: Grouping Similar Labels 

 When labels concern a similar aspect, they are grouped in this step of the construc-
tion process (Fig.  1.3 )   .

   The latter condensation of alignment factors resulted in fi ve different alignment 
factor categories. These are shown in the conceptual alignment factor model in 
Fig.  1.4 .
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Senior executive support for IT
IT involved in strategy development
IT understands the business
Business-IT partnership
Well-prioritised IT projects
IT demonstrates leadership
Inhibitor: IT/business lack close relationships
Inhibitor: IT does not prioritise well
Inhibitor: IT fails to meet commitments
Inhibitor: IT does not understand business
Inhibitor: Senior executives do not support IT
Inhibitor: IT management lacks leadership

Management support
Participation
IT’s business knowledge
Partnership
Project prioritization
Leadership
Working relationship
Project prioritisation
IT Commitments
IT’s business knowledge
Management support
Leadership

Commitment
IT’s business knowledge
Confidence in IT
Perception

Communication
IT advancement
Partnership

Information sharing
Responsiveness
Business’ IT knowledge
Creativity

Information sharing
Shared domain knowledge
Communication
Linkage
IT history

Working relationship
Linkage
Participation
Cross-over opportunities

Sponsors
Rewarding

Information Intensity
Participation
Participation
Linkage

Shared domain knowledge
IT history
Organisational size

Linkage
Communication
Working relationship
Culture

Top management is committed to the strategic use of IT
IS management is knowledgeable about business
Top management has confidence in the IS department
The IS department provides efficient and reliable services
to user departments
There is frequent communication between user and IS department
The IS staff are able to keep up with advances in IT
Business and IS management work together in partnership
in prioritizing applications development
Business goals and objectives are made known to IS management
The IS department is responsive to user needs
Top management is knowledgeable about IT
The IS department often comes up wint creative ideas on
how to use IT strategically 
The corporate business plan is made available to IS management
Shared domain knowledge
Communication between business and IT executives
Connections between business and IT planning
Successful IT history

CEO and CIO have a strong working relationship
Business and IS plans are closely linked
IS personnel participate in business planning
IS personnel make lateral short- or long-term transfers into
business partner areas
IS projects have business sponsors
Incentive/compensation bonus schemes exist 

Information intensity of the value chain
The CIO participates in business planning
The CEO participates in IT planning
The IT plan reflects the business plan

Shared domain knowledge
Priror IS sucess
Organisational size

Integrating IT planning with business planning
Maintaining effective communication channels
Developing strong relationships between IT and business
Institutionalising the culture of alignment

Luftman et al. (1999) Label

Label

Label

Label

Label

Label

Teo & Ang (1999)

Chan (2002)

Chan et al. (2006)

Kearns & Lederer (2003)

Huang & Hu (2007)

  Fig. 1.1    Labelled alignment factors, grouped by their source       
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Label
Intermediate
labelling
steps

New label Rationale

Business’ IT
knowledge

Communication

Shared

See: rationale working relationship

Having   confidence in the  IT   department is one example of
how the IT department can be  perceived by top  management.
Therefore,  ‘confidence  in  IT’  is  placed  under  ‘perception’.
The   alignment   factor  on   culture  concerns  the  fact  that
management  has to  promote  alignment
If   business   plans  and  goals   are   not  known  to  the  IT
management, they cannot  devise   IT plans that support these
plans and  goals. Therefore,  ‘information  sharing’   is  placed
under  ‘IT’s   business  knowledge’,  and   thereby  also  under
‘shared domain knowledge’.

One  other  topic  in this  list is “shared  domain knowledge”.
The  means   business  and  IT  are  knowledgeable   (to some
extent) about  each other’s  domain. Business’ IT knowledge is
a part of this.

Working
relationship
Perception

Commitment

domain
knowledge

Shared

Leadership Keeping  up  with  the advances in IT is explained by Teo and 
Ang   (1999)  as  IT   having  to  take   on a leadership role in
planning  and    implementing  new  technologies and systems.
Therefore,   ‘IT  advancement’   is  placed  under ‘Leadership”
Chan  et  al.  (2006): past  implementation  failures  negatively
influenee  top  management’s on-going perceptions  of  IT.  IT
not  meeting  their  commitments  is   closely  related  to  this.
Therefore,  ‘IT  commitments’  is  placed  under   ‘IT history’.

Perception

IT history

Analogous to ‘business’ IT knowledge.

The labels  ‘participation’  and  ‘partnership’ concern the  same 
thing:  business  and   IT   work  together.  ‘Participation’  was 
placed  under  ‘partnership’  and  thereby also under  ‘working
relationship’.
See: rationale woring relationship

This  aligment  factor  concerns  the  fact that  IT deliverables
correspond  to  needs  existing  in  the  business  environment.
Business should perceive these useful. Consequently,  this label
was merged with ‘perception’.

Working
relationship

Working
relationship

domain
knwoledge

Shared
domain
knwoledge

Confidence in IT

Culture

Information
sharing

IT advancement

IT commitments

IT’s business
knowledge

IT’s business
knowledge

Participation

Partnership

Partnership

Responsiveness

  Fig. 1.2    Umbrella labelling: grouping of labels that fall under another label       

Label Intermediate New label Rationalelabelling steps

Commitment

Management
support

Cross-over
opportunities

Rewarding

Creativity

Leadership

IT history

Perception

Linkage

prioritisation
Sponsors

Project

Intention

Both these labels concern the way that management looks at
IT department. There has to be the intention to use IT
strategically and management should provide the ncessary
support to achieve this. Accordingly, these labels are merged
under the name ‘intention and support’.

These labels are concerned with the opportunities in place for
IT personnel; is it possible for them to cross-over to a
business-related function, and are bonus schemes in place.
Having such opportunities stimulates the personnel, which on
its turn contributes to the performance of the IT department.
Therefore, these labels are merged under ‘IT performance’.
These labels concern the technological innovation by the IT
department. Innovation and creativity contribute to the
performance of the IT department. Therefore, these labels are
merged under ‘IT performance’. 

These labels are concerned with the reliability of IT
department. IT department should be perceived as a reliable
partner, providing useful services, and have a successful
history to support this. This reliability is considered as a part
of the performance of the IT department. Therefore, these
labels are merged under ‘IT performance’.

These labels both concern the actual projects and planning
that exist within an organisation. Accordingly, theese items
are merged under the label “IT projects and planning”.

Opportunities
IT
performance

IT
performance

IT

IT projects
and
planning

performance

Innovation

Reliability

and support

  Fig. 1.3    Grouped labels that concern similar aspects       
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   In order to apply the conceptual alignment factor model in a case study this 
model will be made operational in the following section by adding measurements 
and rating possibilities.   

1.5      Making the Conceptual Alignment Model Operational 

 The fi ve alignment factor categories will form the basis of the operational measure-
ment model for Business-IT in the defi ned categories. In order to assign these rat-
ings we need to know what measures determine the level of alignment for each 
category. 

1.5.1     The Construction Process 

 In order to construct these ratings, information from different sources is combined: 
the labelling structure resulting from the category construction, the studies used in 
fi nding the individual alignment factors and (where possible) information from the 
models on Business-IT alignment. This combination was done through the follow-
ing process:

    1.    The labelling process followed to construct the alignment factor categories 
resulted in a labelling structure for each category. This structure can be visual-
ised as a tree for each alignment factor category, with the category as the root of 
the tree and the alignment factors as leaves. The nodes directly subsidiary to the 
root (fi rst level of the tree) are used as measures.   

   2.    Each measure contains a number of alignment factors. Based on the information 
given in the detailing of the alignment factors of each measure, relevant informa-
tion is extracted from three additional sources: alignment factors specifi cations 
in investigated literature, explicit criteria of SAMM [ 14 ], questionnaire items 
from the studies in the investigated literature, additional items related to identi-
fi ed factors (eventually).   

Shared
Domain

Knowledge

Strategic
Alignment

Working
Relationship

Intention &
Support

IT Projects &
Planning

IT
Performance

  Fig. 1.4    Conceptual 
alignment factor model       
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   3.    The previous steps result in a list of measures for each alignment factor category, 
together with a list of items for each measure that can be rated directly from the 
input given in the interviews. Rating of the items:

•    where available, the ratings as defi ned in the SAMM are used;  
•   if such a rating is not available one is constructed where possible, based on 

the available information;  
•   the ratings for umbrella constructions are calculated by averaging the ratings 

of their subsidiaries.        

    This process results in a list of measures for each alignment factor category, 
along with the necessary information to rate each of the measures.  

1.5.2     Carrying Out the Construction Process: An Example 

 In this section the execution of the construction process will be presented for a par-
ticular part of the conceptual alignment measurement model, i.e. the alignment fac-
tor category IT projects & planning. The three steps of the construction process will 
be addressed briefl y. 

1.5.2.1     Step 1: Extracting Measures from the Labelling Structure 

 In Fig.  1.5  the labelling structure for alignment factors on IT projects & planning is 
presented. Based on this structure, sponsors, linkage and project prioritisation are 
used as measures for this alignment factor category.

Sponsors

IT projects and planning

Linkage Project
prioritisation

Inhibitor: IT does not prioritise well 

Well-prioritised IT projects

Connections between business
and IT planning

Business and IS plans are closely
linked

Integrating IT planning with
business planning

The IT plan reflects the business
plan

IS projects have business
sponsors

  Fig. 1.5    Labelling tree: IT projects and planning       

 

1 Measuring Business-IT Alignment, Framework Development…



10

1.5.2.2        Step 2: Gathering Available Information for Each Measure 
and Construct Grouping of Information 

 For each of the measures an overview of the available information is given in the 
fi gure below (Fig.  1.6 ).

   The information on project prioritisation presents two different aspects: whether 
projects are well-prioritised and project initiation. Accordingly, project prioritisa-
tion has been divided in: adequacy of prioritisation, and project initiation process  

1.5.2.3     Step 3: Defi ne Ratings 

 Finally the process leads to the following ratings for the measures on IT projects & 
planning (Fig.  1.7 ).

   In order to rate all of the constructed alignment factor categories and measures, a 
set of interview questions was constructed as a basis for each interview. Examples of 
these questions are: In the case of sponsoring measure. “Who sponsors IT projects?”. 
To linkage measure, “On a scale from 1 to 5, to what extent do the IT plans refl ect the 
business plan?” The questions associated to project priorisation measurement are: 
On a scale from 1 to 5, how well-prioritised are the current IT projects?, On a scale 

Sponsors

Source Reference Information

Linkage

Project
prioritisation

Alignment
factors from
general literature

Chan (2002)

Luftman
(2000)

Reich and
Benbasat
(2000)

Chan (2002)

Kearns and
Lederer
(2003)

Huang and Hu
(2007)

N/A

Question: Who sponsors IT project? (varying from
none, to IT management to business management)

N/A

N/A

Additional information: Avison et al. 2004 (SAM)
proposed that projects are prioritised according to how
they match the ideal alignment perspective of the
organisation.  The initiation of a project should follow 
the process set out by the organisation.

Luftman
(1999)

SAM

Additional
related items

Additional
related items

Additional
related items

Alignment
factors

Alignment
factors

SAMM

SAMM

SAMM

Description: IS projects should have business sponsors 

Description: Connections between business and IT
Planning

Description: Business and IS plans are closely linked

Description: The IT plan reflects the business plan
Description: IT Plan reflects business plan: mission,
goals, strategies, external business environment forces,
resource constraints. 

Description: Integrating IT planning with business
planning

Description: Well-prioritised IT projects / Inhibitor: IT
does not prioritise well

N/A

  Fig. 1.6    Collected information from different sources for IT projects & planning       
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from 1 to 5, to what extent do the priorisation criteria for this organization meet this 
requirement?, How are projects initiated? And do all projects follow this path? 

 The similar steps were carried out in the other four alignment factor categories. 
In Fig.  1.8  an overview is given of the operational measurement model.

Measure

Sponsors
Linkage
Project
prioritisation

Rating

Rated according to “Business sponsors/champions” of the SAMM
Rating on extent of linkage provided by informants
Adequacy of prioritisation: rating on both technology incorporation and perceived
adequacy given by informants
Project initiation process:  rating on adherence to initiaion process provided by informants.

  Fig. 1.7    Ratings for measures on IT projects and planning       

Resource
allocation

Ease of access IT-business
liason staff

Contact frequency
business-IT

Style of
communication

Sharing
information

IT’s business
knowledge

IT -business
relationship

Communication

CIO-CEO
relationship

Intention &
Support

Working
relationship

Shared domain
knowledge

IT projects
& planning

IT 
performance

B
us

in
es

s-
IT

 A
lig

nm
en

t

Understanding of
business by IT

Contact frequency
CIO-CEO

Adequacy of
allocated resources

Value
recognition

Perception
of IT

Rationale of
IT spending

Determination
priorisation criteria

How projects
are prioritised

Business ’IT
knowledge

Priorisation

Adequacy of
priorisation

Sponsors

Innovation Reliability

IT history

Perception

Delivered
services

Creativity

Technological
leadership

Business sponsors /
Champions

Inclusion in
vision

Communication
of IT vision

Inclusion in
vision

Partnership

Participation
planning process

Role IT in business
strategy development

Degree of IT
involvement

Contribution CIO
to business goals 

Attendance CIO
in business
meetings

Role CEO in
IT’ planning

Extent of
linkage

Linkage

Technology
incorporation

Perceived
adequacy

Projects initiation
process

Opportunities

Bonus schemes

Cross-over
opportunities

Understanding of
IT by business

  Fig. 1.8    Overview of the operational alignment measurement model       
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Org. Employees
(in FTE) Structure

Budget (in EUR
Million)

Total [build-run]

A

B

C

D

E

1400 85-90 55 [33-22]

25 [13-12]

30

135

30 [20-10] 

60

150

600

180

602

323

6077

1066

Total IT
Subsidiary of larger organisation, with regional divisions. Each region has a 
decentralised IT group.
Subsidiary of larger organisation, with regional divisions. Each region has a 
decentralised IT group.
Federal structure:  back-end  IT is centralised,  front-end decentralised.
The  decentralised  IT  units  are under  direct  control of  the business 
divisions.
Organisation operates under a number of  brands. IT is centralised for the 
entire organisation.
Federal  structure:  software development is  decentralised for the major 
business division (falls under control of IT).

  Fig. 1.9    Main characteristics of the fi ve case study organisations       

1.6           Business-IT Alignment Measurement: 
Case Study Results 

 The operational alignment measurement model has been applied in a multiple case 
study in fi ve organisations. 

 The main characteristics of these fi ve organisations are summarised in Fig.  1.9 .
   Figure  1.10  shows the case study resulted in ratings for all the defi ned categories 

and measures for each of the participating organisations. When a value is followed 
by “+”, it is understood that the value is slightly greater than the integer value. If the 
value is followed by “−”, it is understood that the value is slightly smaller than the 
integer value.

   Examples of answers from company A in IT projects and planning are: All proj-
ects have a business sponsor, according to prince2 (corporate level). On a strategic 
level, there is high alignment; business benefi ts for IT projects are defi ned in the 
European plans. In general the projects are looked upon as well-prioritised. However, 
the time needed for the projects is often underestimated. The manpower is still 
required by the delayed project and cannot be assigned to others. Because of this 
some (smaller) projects do not receive the attention they require, even though these 
projects can be very important. Critical developments are followed, but innovation 
is not a goal of the organisation. That which is necessary for the organisation is car-
ried out. IT is there to support the business, sometimes this can be done by incorpo-
rating new technologies. Business should be leading for IT. When discussing the 
project portfolio it was pointed out that change-projects are only initiated when they 
have a clear business benefi t and are approved by the executive board. For mainte-
nance projects, business benefi ts are not considered. 

 The results for the alignment factor categories are displayed in Fig.  1.11 .
   Figure  1.11  i.e. the overall picture on the alignment factor category level, shows 

some interesting results, although all fi ve organisations seem to be reasonably to 
well-aligned. The results were communicated individually with the participating 
organisations while making use of the underlying collected information. These 
 discussions lead to fruitful insights on causes of particular weak and strong scores. 
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 Take the case of IT projects and planning, the results obtained in the different 
companies are summarized as follow: 

  Company A   IT projects and plans are very closely linked to the business. Projects 
are only initiated when they have business benefi ts, IT plans are linked to business 
plans, and all projects have business sponsors. The only problem that arose on this 
topic lies in the prioritisation of projects. Though in general, projects are well-
prioritized, some projects do not get the attention they need due to the overrunning 
of other projects.  

  Company B   Projects have business sponsors and there is a high level of linkage 
between business plans and IT plans. Also, when projects are initiated, they need to 
have a business driver. The prioritisation of projects was rated as reasonable, needing 
improvement.  

  Company C   The head of a business division is its business sponsor, and business 
cases are defi ned. When there are no clear business benefi ts, projects are not 
initiated. Also, there is a close link between the business plans for the divisions and 
the IT plans, as these IT plans are set up by the business.  

Strategic alignment
A B C D E
4-

4.5 4.5 3.5

3.5

2.5

4- 4-

4-

4

4

4

4-

4-

5-

4-

4+

4+

4+
3 3+

3+

3+3+

3+ 3.53.5

3

3 2

Working Relationship

Intention & Support

Companies

Shared Domain Knowledge

IT Projects & Planning

IT Performance

Value recognition 2.5 2.5
3.5

3.54.5

4.5

3.5 4.5 3- 3

4.5

5-

4 4

4+5-

4
2

4
5

5
5

3.5 3.5

1.53.5

3.5

3.5
3.5

2.5 2.5

4.5

4.5

2.52.53

3.5
3

3 5
4
4 4

3
3

3
3

5

4

2

4
4

2 4 44-

4- 4+

423

3
5

5
4

Inclusion in vision
Resource allocation

Communication
Partnership

IT’s business knowledge
Business’ IT knowledge

Sponsors
Linkage
Prioritisation

Innovation
Reliability
Opportunities

  Fig. 1.10    Alignment factor category scores in the fi ve organisations       
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  Company D   Projects are sponsored by the director of a business division or a 
manager form the division. The IT plans are considered to be reasonably linked to 
the business plans. How well-prioritised projects are varies per business division, in 
general this was qualifi ed as reasonable.  

  Company E   Projects are considered to be well-prioritised and tightly linked to 
business plans. Projects do have business sponsors, but not at a corporate level; they 
are sponsored at a unit level.  

 A broad analysis has been carried out in every company per alignment factor 
category. In general the best-rated measures were Linkage, IT’s business knowledge 
and Communication. And the worst-rated measures were Business’ IT knowledge, 
Opportunities and Value recognition.  

1.7      Conclusions 

 The goal of this research was to construct a measurement method for Business-IT 
alignment. This measurement method contributes to reduce the gap between theory 
and practice of Business-IT alignment, by improving the communication on align-
ment between business and IT experts. A further refi nement of the measurement 
method has been developed, and the alignment factor categories form a good basis 
for the measurement of business-IT alignment. The categories show a relation to 
alignment in practice. First the factors have been investigated that determine how 
well-aligned an organisation is. A large set of factors could be condensed into a 
conceptual alignment factor model with fi ve alignment factor categories, respec-
tively: intention and support, working relationship, shared domain knowledge, IT 
projects and planning, IT performance. Measurement of the fi ve alignment factor 
categories could be based on the underlying structure of the alignment factor 

5

4

3

2

0
Intention and

support
Working

relationship
Shared domain

knowledge
IT projects and

planning
IT performance

A

B

C

D

E

1

  Fig. 1.11    Alignment factor category scores of the fi ve organisations       
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category model, and on studies and research reports on (individual) alignment fac-
tors. In order to quantify the level of alignment each alignment factor has been rated 
on a scale of 1–5. The results are derived from interviews, both with business experts 
and with IT experts. The fi nal results have been communicated with the participat-
ing experts and have resulted in interesting insights, both with respect to weak and 
strong aspects of particular alignment factors, and the selection and prioritization of 
their IT projects. A small case study was used to perform an initial inspection of the 
measurement method. This case study does not yet attempt to generalise the under-
lying model to a wider domain. Regarding future work we intend to apply the align-
ment framework and measurement method in other IT sectors (than the fi nancial 
sector), and also to apply them to a larger number of organisations. Regarding future 
work we intend to apply the alignment framework and measurement method in 
other IT sectors (than the fi nancial sector), and also to apply them to a larger number 
of organisations. The fi nal goal is to clarify and to make operational, in a well- 
founded way for both business experts and IT experts, the factors that play a role in 
Business-IT alignment, and subsequently to improve IT project selection and 
prioritization.     

  Acknowledgements   The authors wish to KPMG Advisory N.V., Management Consulting, The 
Netherlands for their contribution and support in the research project.  
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    Abstract     Modern healthcare is confronted with serious issues that are threatening 
its sustainability. Increasing costs and complexity, progressive population ageing 
and rapidly spreading pandemics triggered by new disease strains and by increased 
population displacements fuelled by confl icts and climate change are all major 
contributors to the healthcare quandary. In this context, effective cooperation and 
interoperability of the participants in the healthcare effort becomes paramount. 
Collaboration is an essential factor but also a major challenge, as typically health-
care institutions are hierarchical and heterogeneous due to various administrative, 
geographical and historical reasons. As the pressure on healthcare resources and 
management cost is constantly increasing, governments can no longer rely on infor-
mation and organisational silo paradigms for managing population wellbeing. 
Innovative holistic and integrated models and procedures taking into account all 
essential aspects, elements, participants and their life cycle are necessary if these 
challenges are to be successfully met. Based on previous research and applications, 
this paper argues that such necessary artefacts can be built using a life cycle-based 
holistic paradigm enabled by advances in Information Systems, Interoperability, 
Collaborative Networks and Enterprise Architecture. This approach aims to provide 
a sound platform for sustainable solutions to both long and short-term challenges to 
population health and well-being.  

  Keywords     Information Systems   •   Interoperability   •   Enterprise Architecture   
•   Collaborative Networks   •   Health Informatics  
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2.1         Introduction 

 The healthcare environment is under escalating pressure from population ageing, 
risk of drug-resistant pandemics, increasing complexity and rising costs. In this 
context, legacy silo-type governance models have lost much of their relevance as 
collaboration is nowadays a mandatory requirement for survival and progress. 

 Unfortunately, due to complex regional, historical, organisational and political 
reasons, there are signifi cant challenges in managing the internal and external 
collaboration and interoperation of the typically heterogeneous set of participants 
involved in the healthcare endeavour. This constitutes a particularly critical issue in 
handling acute health incidents (e.g. pandemics) that require prompt response and 
claim resources and capabilities beyond those of any particular individual healthcare 
organisation. New innovative and  integrated  models, methods and tools are required 
in order to enable proper inter-professional and inter-organisational cooperation, so 
as to meet these serious long and short term healthcare challenges. 

 Previous research [ 1 ,  2 ] has investigated the use of Collaborative Networks (CN) 
[ 3 ] and Enterprise Architecture (EA) [ 4 ] concepts and methodologies in supporting 
generic disaster management efforts. This paper aims to build on the previous 
results by extending this multidisciplinary approach and focusing it on the 
healthcare- specifi c Information Systems (IS) area—hereafter, considered synony-
mous to Health Informatics [ 5 ] (HI). It is hypothesised that this approach will allow 
addressing the above-mentioned issues in a multifaceted life cycle-based, holistic 
and integrated manner. Owing to this new approach, the resulting models are 
expected to enable a prompt and effi cient response by agile and synergic teams to 
both acute and long-term challenges to population health and well-being.  

2.2      Challenges in Healthcare Management Collaboration 

 Healthcare has made signifi cant advances in the last century, such as the develop-
ment and wide use of vaccines, eradication of serious diseases and large reductions 
in communicable disease epidemics and chronic diseases [ 5 ,  6 ]. 

 While solving some very important problems, some of these advances have 
unfortunately also contributed to a new set of challenges faced by the public and 
private healthcare infrastructure and organisations. For example, population growth 
and ageing triggered by increased longevity [ 6 ], while refl ecting mankind progress 
and providing benefi ts [ 7 ], also brings signifi cant social security and healthcare 
challenges [ 8 ]. Another major concern are the increasingly complex health inci-
dents such as pandemics, owing to new strains of diseases [ 9 ], population displace-
ments fuelled by regional confl icts and climate change [ 10 ]. 

 Whereas healthcare as a system has become somewhat more organised, it has 
also become more expensive, complex and diffi cult to manage. New technologies 
are making considerable progress towards supporting collaborative healthcare; 
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however, the intricate nature of the host organisations involved presents signifi cant 
impediments to their successful transfer and diffusion [ 11 ] that includes interac-
tional user resistance to the new systems [ 12 ]. 

 Research in the fi eld also confi rms that the main barriers to healthcare coopera-
tion are of organisational and cultural nature [ 13 – 16 ]. Thus, collaboration between 
participants in the healthcare effort does not automatically occur. It must be “con-
structed, learned, and once established, protected” [ 13 ]. Like most human-related 
processes, collaboration can neither be successfully forced on the participants nor 
achieved in a short time. 

 The divergent perceptions and expectations of the parties involved [ 15 ], owing to 
a traditionally strong hierarchy and marked difference in status between partners 
[ 16 ], can be best dealt with by the higher ranking participants. They can promote 
collaboration and trust by employing a participatory and inclusive approach [ 17 ] 
which will also build a benefi cial sense of security [ 18 ]. 

 Inter-professional and inter-organisational collaborative healthcare is encour-
aged in various medical and emergency response reports, conferences and journals 
(e.g. [ 19 – 24 ]) as well as in international projects. For example, the BRAID [ 25 ] 
project deliverables advocate the necessity for collaborative healthcare ecosystems 
[ 26 ] supported by integrated assistive services and infrastructure, as part of a 
‘healthy living and ageing’ paradigm [ 24 ]. Unfortunately however, the extent of 
actual cooperation in healthcare is still limited. 

 In disaster management, often there is a tendency of the higher ranking and more 
powerful organisation(s) to override or exclude some participants, adopting a ‘cen-
tral command’ approach in preference to a cooperative one [ 27 ]. This is not desir-
able as successful disaster management relies on a wide range of community, 
economic, social-psychological, and political resources. This cooperation brings 
communities together, gives them a sense of usefulness (ibid.) and thus also allevi-
ates the negative psychological effects such as uncertainty, anguish, confusion, 
panic etc that are signifi cantly augmented in pandemic-type situations.  

2.3     A Combined Approach for Collaborative Healthcare 

 Effi cient healthcare collaboration requires that organisational cultures, processes 
and resources of the participants acquire suitable preparedness [ 19 ,  28 ,  29 ], with 
ethics playing a prominent role [ 30 ,  31 ]. This endeavour requires access to a pleth-
ora of interdisciplinary information and knowledge not always easily accessible to 
planners and disaster managers. Therefore, multidisciplinary and participatory anal-
ysis and design [ 32 ] represent important collaborative healthcare enablers that helps 
integrate all necessary scientifi c, administrative, social and political aspects into a 
whole-system approach [ 20 ,  28 ,  33 ]. 

 The following sub-sections briefl y explain the potential contributions of the IS, 
Interoperability, CN and EA disciplines to the proposed combined approach. 
In addition, Fig.  2.1  synthesizes the main barriers to collaborative healthcare 
and solutions offered by these disciplines. 
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Healthcare and Health 
Informatics Issue

Applic
ability

Input from 
Collaborative Networks

Input from 
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Systems
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collaboration

Lack of trust between 
partiticipants

Long & 
Short 
Term

Trust building in time, 
within the network

Promote trust by 
common 
understanding of 
models

Methods to tackle 
cultural and 
organisational 
interoperability

Poor life cycle 
management of task 
forces / collaborative 
healthcare IS

Long & 
Short 
Term

Identified / addressed 
problems in 
healthcare 
management

Intrinsic life cycle 
context to the 
creation and 
operation of network 
and task forces

Interoperability reqs. 
and capabilities in 
respect to current life 
cycle phase/s

Difficulties setting up and 
operating Collaborative 
Healthcare (e.g. unclear 
rules, disagreement on the 
present and future 
situations)

Long  / 
Short 
Term

Participatory design, 
inclusive approach by lead 
network partner. Agreed 
upon models of Networks 
as Collaborative 
Healthcare Ecosystems.  

Participatory design 
methods and models

Integrated modelling 
of the creation and 
operation of 
complex projects

Focus on a limited set of 
interoperability aspects

Long / 
Short 
Term

Cooperative IS 
requirements

A whole-system 
approach integrating 
all relevant aspects

Identify all relevant 
aspects based on 
interop. frameworks

Information sharing and 
cooperation impeded by 
traditional hierarchy

Long / 
Short 
Term

Information and process 
interoperability achieved 
at network level and 
carried on in task forces 
created

Methods to improve 
HI cooperation in 
hierarchical 
organisations

Methods to tackle 
cultural and 
organisational 
interoperability

Tendency to overrule 
rather than cooperate in 
task forces

Short 
Term

Cooperation previously 
agreed upon and built in 
the task forces created by 
the network

Lack of preparedness to 
participate in a task force 
on short notice

Short 
Term

Participant preparedness 
built in advance within the 
network, ready for prompt 
taskforce / VO creation

Identify and address 
all required  
Interoperability 
aspects of network 
partners

Difficult discovery and 
assessment of suitable 
participants for an effective 
and agile task force

Short 
Term

Task forces created 
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qualified network partners 
implementing agreed upon 
processes.

Previous research 
results in 'methods 
to build methods' for 
creation and 
operation of 
complex projects

Interoperability and 
agility of task force 
inherited from the 
network

  Fig. 2.1    Sample barriers in establishing collaborative HI and some potential solutions offered by 
combining the CN, IS, EA and Interoperability disciplines selected in the proposed approach       

2.3.1     Healthcare Informatics as a Healthcare Information 
System 

 Due to their close relationship, the area of Information Systems (IS) research 
provides a sound platform for the study of the more specifi c HI collaboration; 
therefore, throughout this research we have drawn on the rich and diverse fi eld of IS 
research. Major IS issues such as politics, organisational culture, user resistance, 
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diffi culties of research results and information technology diffusion in the 
organisations, privacy, quality of information, ethics, etc all apply to collaborative 
HI to various degrees as shown throughout this paper (and somewhat more detailed 
in Sect.  2.2 ).  

2.3.2     Interoperability as a Measure of Cooperation 

 The concept of interoperability is often used as a measure of IS cooperation capabil-
ity (see e.g. the Levels of Information System Interoperability taxonomy in the 
Department of Defence Architecture Framework v1 [ 34 ]) and it is therefore also 
useful in the analysis of HI collaboration. 

 The analysis of interoperability in the HI domain must include some important 
aspects, such as extent, approach and aspects covered. As shown in previous 
research [ 2 ], too high an interoperability degree (close to total integration) would be 
detrimental as it would mean a signifi cant loss of autonomy, which is not desirable 
(e.g. in crisis situations). On the other extreme, minimal IS interoperability (com-
patibility) of the healthcare or health crisis management effort participants would be 
only good as a starting point (which is often not met unfortunately). Thus, ‘optimal 
interoperability’ lies somewhere between total integration and minimal, depending 
on the specifi c healthcare or health crisis management endeavour [ibid.]. 

 In relation to the interoperability approach, the full integration and federalisation 
options specifi ed in ISO14258 [ 35 ] did not seem to achieve the desired results due 
to organisational heterogeneity and the impossibility to properly negotiate in the 
limited time available in the case of a disaster event. The apparently more suitable 
unifi ed approach [ibid.] assumes that ontology is negotiated in advance. For this to 
happen however, the organisations need to ‘spend time together’ in order to agree on 
the meanings associated with the concepts used to exchange knowledge. 

 Interoperability aspects are provided by various standards [ibid.] and frame-
works (e.g. European Interoperability Framework (EIF) [ 36 ], IDEAS project [ 37 ], 
ATHENA Interoperability Framework (AIF) [ 38 ], Chen’s Interoperability 
Framework [ 39 ]). As all these frameworks have overlapping and complementary 
areas, a combined model has been constructed and applied in [ 2 ] for identifying the 
relevant aspects for generic disaster management. The results largely apply to HI 
interoperability as well; thus, the data and process areas are the most urgent in a 
disaster situation as the ability to extract and exchange data from heterogeneous 
sources providing high volume and often unreliable data is paramount to being 
aware of the conditions on the ground and avoiding unknown and potentially life- 
threatening situations for emergency crews. Prior agreements on data format and 
especially on meaning are essential. Note that ‘process interoperability’ here con-
cerns the capability to perform joint operations but also to ‘take over’ and perform 
a process instead of a disaster management task force participant that may have 
been temporarily or permanently disabled. 
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 The pragmatic interoperability aspect [ 40 ] relates to the capacity but also  will-
ingness  of the participants to interoperate, suggesting that the human component of 
the HI needs attention prior to task force formation as to allow gaining trust and 
knowledge between the organisations. 

 Organisational interoperability is an important aspect in disaster management, as 
task force participants may often exhibit signifi cant organisational structure diver-
sity that is refl ected in their IS. Issues identifi ed by Chen [ 39 ] based on the EIF [ 36 ], 
such as responsibility and authority, seem to imply that the roles and hierarchy 
within a disaster management task force must be clearly understood and refl ected in 
their IS so that the focus is kept on managing the disaster event. 

 Cultural interoperability [ 40 ] appears to be one of the hardest problems. Similar 
to obtaining pragmatic and semantic interoperability, the only current solution 
appears to be the regular immersion of the participant organisations in each other’s 
cultures, which facilitates the transfer and conversion of tacit and explicit knowl-
edge between the participants. This recurring ‘co-habitation’ concept could be facil-
itated by the Collaborative Network concept explained in the next section.  

2.3.3     Collaborative Networks for Healthcare 

 The concept of networks in disaster management and recovery as an alternative to a 
centralised command and control approach has been advocated, studied and applied 
to some extent for a number of years with mixed results (e.g. [ 27 ,  41 – 43 ]). While 
providing valuable data, such attempts appear to have two main shortcomings. 
Firstly, they appear to use untested models focusing on a specifi c aspect at a time, 
rather than employing a proven set of integrated models in a whole-system approach. 
Secondly, the life cycle aspect of the participant organisations, networks and other 
relevant entities (including the disaster event/s) appears to be less addressed. As all 
participants and their systems are evolving, it is essential that the interactions 
required for collaboration and interoperation be considered in an integrated life 
cycle context. 

 In attempting to tackle these issues, it has been observed that the healthcare 
challenges identifi ed in the critical literature review describe a situation similar to 
that of commercial enterprises who, owing to a global business environment, fi nd 
themselves compelled to tackle projects requiring resources beyond their own 
staff, knowledge and time capabilities. Their usual reaction to this problem is to 
set up or join so-called Collaborative Networks (CNs) that act as breeding envi-
ronments for Virtual Organisations (VOs) who are promptly created in order to 
bid for and (if successful) complete projects requiring combined resources and 
know-how. The view of CNs as social systems composed of commitments, 
who absorb uncertainty and reduce complexity [ 44 ] also supports their use is 
healthcare and health disaster management projects that typically display such 
features. 
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 The CNs and VOs set up for the healthcare domain would have specifi c features. 
For example, the competitive motivations of commercial CN participants that guide 
their decisions to create / join / remain / leave the network would transform into the 
need to cope with increasingly complex health challenges and healthcare systems. 
The use of reference models, customary in commercial CNs, could be limited by the 
diversity in scale and type of healthcare incidents [ 45 ]. The Health Management CN 
(HMCN) would create health management VOs (HMVO) for long term projects 
(e.g. as described in [ 46 ]), or task forces (HMTF) for shorter term and more intense 
events (e.g. pandemics). 

 Importantly, for a HMCN to function, the lead partner/s (here, government emer-
gency management / healthcare agencies) need to take a participatory and inclusive 
approach. Thus, scientifi c, faith and community representatives and all relevant 
non-governmental and volunteer organisations must also be included in the setup 
and operation of the HMCN, in addition to the typical participants such as hospitals, 
allied healthcare [ 47 ], fi re and rescue services, etc.

   Adopting a CN approach for health disaster management provides benefi ts going 
beyond mere technical and syntactic-type interoperability. Thus, the participants in 
a HMCN have the time and suitable environment to overcome the previously 
described hierarchical, organisational and cultural interoperability [ 40 ] barriers and 
achieve the required preparedness. This is essential in the prompt and successful 
setup of HMTFs for disasters and in the creation and operation of continuing 
HMVOs for long term healthcare challenges such as population ageing.  

2.3.4     The Enterprise Architecture Perspective 

 IS and HI collaboration requirements are inherently linked to the current life cycle 
phase(s) of the host organisations; it is therefore essential that the analysis of pos-
sible cooperation improvements is performed in a life cycle context. It is hereby 
argued that an optimal way to integrate the life cycle aspect in a collaborative HI 
scenario is by using EA approach. 

 EA is seen in this context as a holistic change management paradigm that bridges 
management and engineering best-practice, providing the “[…] key requirements, 
principles and models that describe the enterprise’s future state. […] EA comprises 
people, processes, information and technology of the enterprise, and their relation-
ships to one another and to the external environment” [ 4 ]. This EA defi nition 
reinforces the view of CNs as social systems composed of commitments [ 44 ] and IS 
/ HI as socio-technical systems [ 48 ] with voluntaristic people [ 49 ] in a complex 
organisational, political and behavioural context [ 12 ,  50 ,  51 ]. As such, EA is  capable 
of providing a framework integrating all necessary aspects in a life cycle-based set 
of models ensuring the consistency and sustainability of complex projects. The fun-
damental role played by EA in this approach and use of EA artefacts is exemplifi ed 
within in a typical DMCN scenario in the next section.   
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2.4     Life Cycle Integration Modelling for Collaborative 
Healthcare 

 Integration modelling of collaborative HI will only be successful if accomplished 
collaboratively, with all the network participants [ 33 ]. The proposed approach sup-
ports this audience variety by graphical models and complexity management. While 
several EA frameworks would have been suitable for this example, we have selected 
the modelling framework (MF) provided by GERAM (Generalised Enterprise 
Reference Architecture and Methodology), described in ISO 15704:2005 [ 35 ]. This 
MF provides a large set of aspects, importantly including life cycle, management, 
organisation and human. For example, Fig.  2.2  right shows the sample use of the 
GERA MF life cycle viewpoint to defi ne and map the life cycle phases of a health 
incident on typical health disaster management activities [ 52 ].

   Figure  2.3  left shows a modelling construct based on a subset of the GERA MF 
containing orthogonal life cycle, management and information viewpoints. Further 
on, a projection of this construct is used in Fig.  2.3  to depict an information-based 
dynamic business model of HMCN and HMTF / HMVO creation and operation.

   The arrows in Fig.  2.3  show infl uences and contributions among the entities 
involved in the long and short term healthcare endeavour. Thus, healthcare organ-
isations HO (e.g. hospitals), allied health professionals (AHP) and scientifi c, faith 
and other communities representatives (CSFR) all contribute to the design and oper-
ation of a HMCN in its various life cycle phases. These contributions may also 
extend directly to the design and operation of the HMTFs/HMVOs created by the 
HMCN, and to the health management projects (HMPs) created by the HTMF/
HMVOs. Infl uences and contributions also come from ‘non-physical’ artefacts such 
as emergency management laws (EML), pandemic preparedness (PPF), or e-health 
strategies/frameworks (EHF) [ 53 ]. Access to properly aggregated, understandable 
information [ 54 ] is provided by HTMFs / HMVOs. Population, organisations and 
community representatives’ feedback fl ows to Government agencies (GDMAs) and 
the HMTFs/ HMVOs and may result in changes at various levels. 
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Health Disaster 
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Identification Prevention Identification of the Health Hazard
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Detailed Design Preparation
Detailed Response Solution; Prepare Partners for fast 
Task Force Implementation

Implementation Response Create Health Disaster Management Task Force

Operation Response Deploy, Respond

Decommisssioning
Decommissison the Disaster Management Task Force 
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  Fig. 2.2    Mapping a health incident on disaster management using GERA MF life cycle phases       
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 The arrow from HMTF/HMVO’s Management side of the Operation life cycle 
phase to some of its upper phases represents a very important (if limited) ‘self rede-
sign’ capability, showing a need for the HMTF to be  agile  and adapt in real time in 
the face of rapidly changing conditions on the ground that are typical of some disas-
ter events. However, any major HMTF/HMVO reconfi guration (e.g. involving 
Requirements or Architectural Design life cycles) must involve the HMCN partici-
pants and the infl uence of the other entities on HMCN, as shown in Fig.  2.3 . 

 Note that a high-level model such as shown in Fig.  2.3  does not aim to provide 
all the details necessary for actual HI implementation. Rather, its main purpose is to 
facilitate stakeholder common understanding and consensus on the present state and 
support the selection of the optimal future state. Such models can provide checklists 
of the ‘things’ that need to be considered in the collaborative healthcare endeavour 
and spell out the interactions between them in the context of their life cycles. They 
can be used to build scenarios representing various degrees of autonomy and agility 
of the participants and their systems. Once consensus on present and future has been 
achieved these models can be evolved into design and implementation blueprints. 
Note that a complete analysis (not possible here due to space limitations) should 
include an integrated set of models depicting all required aspects, such as process, 
resource, organisation, decision, etc.  
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HMP

P&V

HMTF / HMVO

D

Op

I

DD

PD

R

C

Id

EML

Life cycle phases: Id=Identification; C=concept; R=requirements,
PD=preliminary design, DD=detailed design, I=implementation, Op=operation,
D=decommissioning. Other aspects: P=Production / Service, M=management. 
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  Fig. 2.3    Sample HI dynamic business model integrating life cycle, management and information 
viewpoints in a possible health management collaborative network and task force scenario       
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2.5     Conclusions and Further Work 

 Healthcare and HI need to adopt a collaborative approach in order to cope with 
major contemporary challenges. Politics, hierarchy, diverging perceptions, lack of 
trust, dissimilar organisational cultures and limited life cycle-based perspective of 
the healthcare participants’ roles and interactions are collaboration barriers. This 
paper has argued and attempted to demonstrate that an optimal way to address these 
issues is to adopt a combined interdisciplinary approach that allows drawing upon a 
rich repository of Information Systems, Collaborative Networks, Enterprise 
Architecture and Interoperability research state-of-the-art results. 

 The paper makes a theoretical contribution by using four disciplines to advance 
collaborative healthcare research and a practical contribution by providing an exam-
ple of how CN concepts can be employed from an EA perspective in order to model 
a collaborative healthcare solution to health and well-being challenges. 

 This is just the beginning; the proposed approach will be further developed and 
tested in a variety of healthcare management and health disaster case studies in 
order to verify, validate and refi ne it.     
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    Abstract     Software engineering often no longer involves building systems from 
scratch, but rather integrating functionality from existing software and components 
or implementing packaged software. Conventional software engineering comprises 
a set of infl uential approaches that are often considered good practice, including 
structured programming, and collecting a complete set of test cases. However, these 
approaches do not apply well for packaged software (PS) implementation; hence 
this phenomenon requires independent consideration. To explore PS implementation, 
we conducted ethnographic studies in packaged software development companies, 
in particular, to understand aspects of the feasibility study approach for PS imple-
mentation. From an analysis of these cases, we conclude that fi rstly; the analyst has 
more of a hybrid analyst-sales-marketing role than the analyst in traditional RE 
feasibility study. Secondly; the use of a live scenario software demonstration in 
order to convince the client to buy into the PS may lead to increased perceived 
feasibility and reduced resistance to PS implementation. Thirdly; the assessment 
criteria that are used to estimate the effort and time needed for PS implementation 
are new features, level of customization, software ‘output’, and technical needs. 
Fourthly; the feasibility study for PS implementation differs strongly from tradi-
tional RE as the analyst mainly considers how to deal with requests for modifi ca-
tions to existing functions.  
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3.1         Introduction 

 Often, Small to Medium Sized Software Development Companies (SMSDCs) or 
small medium enterprises (SMEs) are unable to apply Requirements Engineering 
(RE) methods and techniques without modifi cation [ 1 ]. In addition, shortcomings in 
applying RE methods due to time constraints or limited resources may arise [ 2 ]. 
Biirsner and Merten [ 3 ] noted that researchers need to intensify the investigation of 
RE practices in SMEs, otherwise SMEs will waste effort in searching for methodi-
cal orientation and dedicated tool support. Normally, the people responsible for 
requirements in SMEs are ambitious, but suffer from a scarcity of resources, and 
their time for undertaking research and trying different methods is very limited. 
They need quick methodical improvement of requirements elicitation, documenta-
tion, communication and traceability as well as more continuity of requirements 
management through the whole software lifecycle. 

 Karlsson [ 4 ] provides us with a summary of RE issues from studies into software 
development companies. However, none of these focus primarily on Packaged 
Software (PS) development and implementation. Furthermore, in most of these 
studies, the projects and organizations under consideration are large, in terms of the 
number of persons, the requirements involved, and the duration of the projects. 
Quispe [ 5 ] highlighted that there is a lack of knowledge about RE practices in 
SMEs. This lack of knowledge is particularly apparent when it comes to PS compa-
nies. It is diffi cult for researchers to gain much knowledge about how SMEs carry 
out RE given that SMEs seldom request external support. However, RE research 
should eventually enable those companies to become aware of state of the art or 
innovative RE techniques and to be able to improve their RE practice without exter-
nal help [ 2 ]. Several questions remain unanswered. An important one being: How 
does requirements engineering in packaged software implementation contexts differ 
from traditional RE? In particular, there is a need for greater understanding of the 
feasibility study approach for PS implementation at SMEs. 

 The paper is organized as follows. In Sect.  3.2  we review literature related to our 
work. In Sect.  3.3  we briefl y describe the research method. In Sect.  3.4  we present 
our fi ndings and results, which are then discussed in Sect.  3.5 . Finally, Sect.  3.6  sets 
out our conclusion and considers future work.  

3.2      Literature Review 

 The concept of PS is defi ned as a ready-made software product that can be obtained 
from software companies, and which generally requires modifi cation or customiza-
tion for specifi c markets. They are often exemplifi ed by enterprise resource plan-
ning (ERP) systems [ 6 ]. Previous researchers have highlighted that there is a lack of 
knowledge about the RE practices that assist PS implementation in these types of 
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companies, and due to the particular characteristics of SMEs, several software 
engineering researchers have argued that most current RE practices are unsuitable 
for SMEs [ 5 ]. 

 The poor use of RE practices (or the use of unsuitable practices) has often been 
identifi ed as one of the major factors that can jeopardize the success of a software 
project [ 1 ,  7 ]. Whereas, it has also been recognized that following appropriate RE 
practices contributes to the success of software projects [ 8 ]. For example, Aranda 
[ 1 ] stated that gathering and managing requirements properly are key factors when 
it comes to the success of a software project. There is a general consensus that RE 
practices plays a very important role in the success or failure of software projects 
[ 2 ]. However, it is not possible to improve RE practices until areas that need 
improvement in an organization’s current RE practice have been identifi ed [ 3 ,  5 ]. 

 The conclusion of the fi rst Workshop on Requirements Engineering in Small 
Companies (2010) [ 3 ] was that existing RE techniques are not suffi cient for small 
companies. However, size is not the only measure to categorize smaller companies 
and be the focus of research, that tacit knowledge and social structures in place in 
SMEs may play an important role in RE research, that introducing RE methods 
designed for larger companies may actually be harmful to the specifi c features of an 
SMSDC, and that RE methodologies need to be made more lightweight. 

 Much previous research on RE practices at SMEs has investigated the develop-
ment of bespoke software. The majority of research in this area has related to soft-
ware development studies [ 2 ,  7 ]. On the other hand, there are some studies that 
relate to the software development of packaged solutions, such as those by Daneva 
[ 9 ], Barney [ 10 ], Daneva and Wieringa [ 11 ]. However, these studies address PS 
development rather than the RE practices involved with PS implementation. Little 
attention has been paid to the phase of software package implementation from the 
perspective of the RE practices that are involved. Further research addressing the 
topic is needed. Knowledge about this topic could be broadened and enhanced by 
carrying out intensive and in-depth work place studies. 

 This paper presents a study about SMEs, carried out in PS implementation and, 
more specifi cally, the RE practices perspective, highlighting some of the dynamics 
and complexity that these SMEs face, as well as their reactions to the challenges. 
Putting the organization and organizational practices at the centre of attention, this 
research advances our understanding of PS implementation from a work organiza-
tion point of view, and in terms of RE practices.  

3.3      Research Approach 

 An ethnographic study was conducted for 7 months across two software develop-
ment companies. The business of the companies considered in this study is domi-
nated by the provision of PS solutions. Data was collected throughout the research 
during fi eld work. The three data collection methods, namely, interviews, participant 
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observation, and focus groups, were used due to their suitability for qualitative 
research. Due to the hermeneutic characteristics of the analysis, the cases are not 
presented separately here, rather, every piece of data was analyzed in context, and 
the data relates not just to the context of the company, but to the specifi c individuals, 
projects, roles, process, and so on. 

3.3.1     Data Analysis 

 Inductive analysis, used in this study, refers to an approach that primarily uses 
detailed reading of raw data to derive concepts, themes, and models through the 
researcher’s interpretations of the raw data [ 12 ,  13 ]. During ethnographic research 
the ethnographer goes through a learning process at the same time as conducting 
their research. This process allows any prior presumptions that are found to be false 
to be redefi ned, reformed, or discarded [ 12 ]. We were then more open to experienc-
ing what was going on around us, to paying attention to the details of the process, 
and to observe what was actually happening in the companies, rather than trying to 
search for relevant data. The fi rst author conducted the fi eld research and began to 
refl ect on what actually occupied the analysts rather than on his own ideas or pre-
sumptions as a researcher. In fi eld notes, he has noted information about everyday 
activities as well as conversations with the employees in the companies. 

 In this study, an initial round of fi eld observations was conducted to fi nd inter-
esting topics involved with company’s practices for PS implementation. We wished 
to discover the situations in which PS implementation occurs and understand the 
process that participants apply. After the initial fi eld work, an initial round of coding 
was conducted in order to single out the descriptive and interpretive codes [ 13 ] 
   (Table  3.1 ).

   Table 3.1    Coding process   

 Data extract  Codes for 

 Question: 
 Tell about software demonstration? 
 The software we present is based on the notes from 

the sales team about the user’s interest in potential 
software. Then we present the functions of the 
software that supports the user’s business.... 
I think that helps the user know what their 
expectations could be for the software functions 

 Present software 
 Sales team report 
 User’s Interest 
 Explain software functions Users’ 

business Support Help users 
 Users’ expectations 

 It is good for us to make a software demonstration, 
in which we start to present a possible solution 
for users’ issues. The fl exibility that we want to have 
during software demonstration was constrained by 
a time limit since we only have one hour and a 
half to present our software....so we have to do our 
best to explain our software functions to the users. 

 Benefi ts of software demonstration 
 Present a possible solution Users’ 

Issues Constraints 
 Time limitation 
 Present software 
 Explain software functions 
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   Excerpts from the text of interview/focus group transcripts or specifi c phrases 
from the transcripts were assigned interpretive codes in the initial coding. Further 
analysis of the initial codes allowed the grouping of similar descriptive and interpre-
tive codes in order to form categories with common themes. The theme names were 
derived from the concepts in the organizations’ projects. This concluded the second 
round of coding. For example, ‘Present software’, ‘Explain software functions’, 
‘Help users’, and ‘Users’ business Support’ were categorized under software dem-
onstration. A third round of analysis was conducted to derive higher-level concepts 
that would comprise the theoretical constructs in a model of PS implementation. 
Engaging in a third round of analysis aids the researcher to reach a higher level of 
abstraction [ 14 ]. For example, ‘live scenario software demonstration’ was concep-
tualized as a strategy that was intended to help analysts convince clients about a 
software solution, as they demonstrate, and discuss, a possible solution.  

3.3.2     Participants 

 The two software development companies that participated in this research were 
established in 1997 and 1998. There were a total of 40 employees across the two 
companies, including people working in marketing and sales, analysts, developers, 
and management teams. The services they offer include software development, sys-
tems integration, and software localization. 

 There were a total of 16 research participants that included analysts and develop-
ers. The team leaders made up seven of the participants. Most of the participants 
were system analysts and developers at same time. The majority of the participants 
had a total experience of 3–10 years in the fi eld, while a few had over 10 years’ 
experience. Most of the participants had experience working as analysts, designers, 
and developers at the same time. Some participants had experience as analysts only, 
and some as developers only. Most participants had experience with business appli-
cation software and database system software. 

 A total of 35 project cases were observed across the two companies. The PS 
types were Human Resource (HR) software, Enterprise Resource Planning (ERP) 
software, Special Solution software (such as a school management system), 
Restaurant Management software, and Point of Sale (PoS) software. Figure  3.1  
below visually represents the number of cases observed.

15

10

5

0
HR ERP Special

Solution
H2O PoS

  Fig. 3.1    Number of project 
cases observe       
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3.4          Findings and Results 

 This section is an ethnographic account of the events taking place when feasibility 
is studied for PS implementation. In doing so, we address a pre-implementation 
stage that includes (1) analysts’ roles; (2) software demonstration utilizing a live 
scenario; and (3) mechanisms of scoping and creating packaged software offer. We 
also make a comparison between traditional RE and pre-implementation PS RE, 
given that the pre-implementation stage in this study resembles such feasibility 
studies as those used in traditional RE at a high abstract level. This is because fea-
sibility studies in traditional RE and the pre-implementation stage of PS discussed 
here are similar in terms of their purpose, such as dealing with software objectives, 
time and budget. 

3.4.1     Analysts’ Roles 

 The analysts always carried out a software demonstration, wherein the analysts’ 
roles have changed from just collecting requirements and undertaking software 
analysis to also engaging in the pre-sale of the software. It seems that this was likely 
due to the belief that analysts were the only ones who knew how the software was 
built, how it works, and how to explain it. It also appears that it was thought more 
likely that the client would buy the software if he/she feels the software solves their 
problems and helps them achieve their objectives — and the analysts may be better 
at explaining such issues than the sales team.

  “Before, the sales team made a software demonstration. But we found out that they just 
talked without understanding the software so sometimes they mentioned the wrong things 
to our client. The sales team is useless when making a software demonstration because they 
did not develop the software”. [General Manager] 

   Analysts approached the software demonstration from the perspective of con-
vincing the client to buy the software, and from the perspective of identifying mis-
alignments. This requires skill, knowledge, and experience in packaged software 
functionality and how components of the software relate to each other. It appears 
that, in one organization at least, the sales team did not possess such capabilities.  

3.4.2     Software Demonstration Utilizing a Live Scenario 

 It can be observed that analysts consider the importance of a software demonstra-
tion from two dimensions: the business dimension which consists of presenting a 
possible solution to the client’s issues and convincing the client to buy the software; 
the other dimension relates to software analysis, as the client might recognize new 
requirements and features in addition to those they initially perceived as 

I. Jebreen et al.



35

requirements. The team leader of the analysts explained that the software demon-
strations were usually capable of delivering the possible solution that the client 
needs, and the analysts believed that the system capabilities could be most effec-
tively demonstrated with a live case.

  “We represent our software to a client by developing a real case scenario that can simulate 
and cover various aspects of a real situation within the client’s work environment. It really 
helps us to explain our software functions and connect these functions to a real case”. 
[Team Leader] 

   One observed case of a live scenario was when a team of analysts demonstrated 
the H2O software ‘Restaurant management system’ for clients. The reason behind 
the live scenario was that H2O software included hardware functionality, such as 
using a personal digital assistant (PDA) to take customer orders, and software func-
tionality, such as representing menu items. 

 During the demonstration process analysts explained what the software could do 
in order to solve the client’s issues, such as their inability to follow an order, missing 
orders in the kitchen, and diffi culties with the inventory of items. The analysts listed 
a set of functions that the software provided, such as making it easy to take an order, 
making sure the kitchen receives the order, helping the cashier to receive the pay-
ment required, and creating a record of the payment. The team of analysts then 
sought to represent this functionality by using a live scenario that allowed them to 
link software functionality to the business case to help convince the client about the 
software product. Meanwhile, initial requirements were also collected. In this case, 
the client had two different types of menu: one for local customers and another for 
tourists. The client also had three types of service: takeaway, delivery, and internet 
service. After the live scenario demonstration the client asked for each different 
kind of service to have its own printer in the kitchen, so that when the PDA was used 
it would not send all of the orders to the same printer. 

 It was clearly benefi cial to plan the software demonstration by focusing on the 
client’s specifi c business issues and to develop a live scenario, as this best showed 
that the analysts had a possible solution to the client’s business process needs, and 
in this case, the client accepted the software offer after the demonstration.  

3.4.3     Mechanisms of Scoping and Creating a Packaged 
Software Offer 

 The scoping process involves software analysis through discussion of high level 
modifi cation requirements and new features. Without scoping, the software imple-
mentation time frame might expand to the degree where this would impact nega-
tively on the cost and time involved in PS implementation. A participant explained:

  “It was a big issue, and it had required a lot of effort and time to work with that undefi ned 
scope to understand business practices and business requirements. Therefore, our strategy 
now is to defi ne the scope of the software early on so that we will be prepared for the next 
step in the case that clients accept the software offer”. [Team Leader] 
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   For example, a team of analysts demonstrated a Human Resource Management 
System (HRMS) to their clients. HRMS deals with demographic data, current 
employment information, employment history, qualifi cation tracking, and salary 
information. The analysts’ team and fi rst author went to meet the client to discuss 
her needs. The client already had HR software and was experienced in its use. In 
this case, the analysts started by asking her about the issues that she and her employ-
ees faced with the current software. We discussed the client’s issues and the possible 
solutions. 

 After the visit, the analysts’ team provided an assessment report to the general 
manager. This report included a discussion of the client’s issues, the modifi cations 
required to existing functions, and new features to be added. The client’s issues 
were categorized into various types: transaction issues, such as employees’ bonuses 
mechanism and costs related to the provision of uniforms, and output format issues, 
such as the software reports format. The general management and the analysts’ 
team met to discuss possible ways of improving the already existing software in 
order to fi t with the initial requirements, and to discuss the analysts’ expectations of 
the development time-frame involved. After this, they also resolved client issues 
related to the price of the software (this is to make the software offer). Hence it is 
clear that one part of creating a software offer is scoping through software analysis. 
During this process of creating a PS offer, core requirements are emphasized but 
detailed requirements are neglected. 

 When creating a packaged software offer the analysts consider the scope of the 
offer according to the initial requirements, the number of modifi cations requested 
by the client, the nature and extent of the modifi cations, and the technical require-
ments involved. By focusing on such elements of a PS offer, the analysts were able 
to work towards their main goal of accurately estimating the cost and time require-
ments of PS implementation.

  “After we understand clients’ need if it transaction function modifi cations that require ‘cus-
tomization’ or new features, we will assess the cost and time require to develop such 
required”. [Team Leader] 

   When creating a PS offer, the software company also considers issues related to 
various kinds of ‘assessment criteria’ that were used to measure the level of impact 
on effort needed to develop, customize, and modify the PS. When we outline the 
relationship between the type of elements and the assessment level, this type of 
relation also highlights the software company’s duties and the client’s duties. The 
general manager and the analysts have defi ned the following assessment criteria for 
PS offers:

•    New Features required, that consists of developing new functions that change the 
existing package  

•   Customization, which consists of modifying the existing functions to fi ll the gaps 
between the functions offered by a software package and the client’s needs  

•   Software output, that consists of creating new reports or modifying existing 
reports or screens  

•   Technical needs, which consists of assessing the client’s infrastructure require-
ments such as hardware and software.     
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3.4.4     Traditional RE vs. Pre-implementation 

 Table  3.2  characterizes the feasibility study in traditional RE [ 15 ] vs. pre- 
implementation PS. There are a number of differences in practice, and differences 
of purpose, between the elements of feasibility studies carried out in traditional RE 
and for pre-implementation PS RE. Traditional RE and pre-implementation PS RE 
share similarities as both can be seen as comprised of the same kinds of elements, 
and as, to some degree they sharing similar objectives and being infl uenced by simi-
lar business concerns and technical concerns. For example, both processes can be 
considered in terms of the same dimensions, which involve goals, the business 
dimension, the software analysis dimension, domain knowledge, assessment crite-
ria, critical decision, and scoping factors. However, within these dimensions, impor-
tant differences appear.

   Table 3.2    Traditional RE feasibility study vs. pre-implementation RE feasibility study   

 Elements  Traditional RE: feasibility study  Pre-implementation PS: feasibility study 

 Goals  Are the overall objectives 
of the organization 
satisfi ed by the proposed 
system? 

 Can the system be developed 
with the proposed budget 
and timeline? 

 What are the client issues? 
 What is the possible solution? 
 Is the possible solution within the scope 

of the software company’s domain? 
 What are the cost and time required for a 

possible solution? 

 Business 
dimension 

 Worthiness of proposed 
system. 

 Instilling confi dence in the client, securing 
business, and creating a software offer. 

 Software 
analysis 
dimension 

 Information gathering to 
assist the assessment 
of proposed system. 

 Information gathering to identify client’s 
issues, new requirements and new 
features needed (if any) to assess cost 
and time for proposed solution 
implementation. 

 Domain of 
knowledge 

 The development organization 
and the customer can 
cooperate to ensure that the 
domain is understood. 

 The development organization has to be 
an expert in the domain. 

 Assessment 
criteria 

 Objectives of the organization 
are satisfi ed by proposed 
system. 

 System is developed with the 
proposed budget and timeline. 

 A new features level, customization 
level and output level. 

 Critical 
decision 

 Considers the worthiness 
of the proposed system, 
or regards changes, 
development decisions, 
seclude and budget. 

 The possible solution is within the 
software company’s domain. 

 Scoping factors  Budget, timeline, technical 
and development issues. 

 Packaged software assessment level, 
elements, and limitation of work 
domain, client organization size, 
and client’s issues. 
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   The analyst concerned with carrying out RE for PS implementation will be con-
cerned with accessing different information and meeting different objectives than 
the analyst concerned with building custom-made software. For example, when 
building a bespoke system, traditional RE will focus on identifying whether the 
timeline and budget that have been proposed are feasible, and then with making sure 
that the organization’s objectives can actually be met by the system that has been 
proposed. With pre-implementation of PS, however, the analyst must instead think 
about what the client’s specifi c issues are and identify whether any existing pack-
ages offered by the analysts’ company can offer a solution. The analysts engaging 
in pre-implementation PS RE must also consider the possibility of refusing a request 
for a particular solution if that solution falls outside the scope of the company’s 
capabilities or outside the scope of the company’s current products. Part of the pro-
cess of identifying whether the solution is within the company’s scope may involve 
thinking about the time and cost involved with implementing a particular package 
or with making requested changes to that package. 

 With traditional RE, the main goal of the ‘business dimension’ of RE is con-
cerned with establishing whether the proposed system is ‘worthy’: whether it can be 
created and whether it will actually satisfy the demands of the business and be the 
best possible system for the business. The analyst carrying out pre-implementation 
PS RE, however, will be engaged with different concerns, such as actually selling 
the proposed packaged system to the client by showing them how the package oper-
ates and how it could fulfi ll their requirements. The analyst carrying out pre- 
implementation PS RE must actively instill confi dence in the client, secure his/her 
company’s business, and create a software product offer. 

 The software analysis dimension in traditional RE and pre-implementation PS 
RE is quite similar. The analysts in both forms of RE carry out a range of activities 
that fi nd out the client’s issues that need solving and that help them to fi nd initial 
requirements. They will later need to follow up on such requirements by checking 
in case new requirements are needed or new features need to be added to the pro-
posed solution. If new features are required, they will again need to assess the cost 
and time involved with such requirements. However, there are some differences 
between the two forms of RE. In pre-implementation PS RE, analysts need to con-
sider the modifi cations to existing functions that have been requested by clients. 
However, such considerations do not concern analysts practicing traditional RE. 

 The level of domain knowledge required for the analyst engaging in these differ-
ent forms of RE also differs. With traditional RE, the analyst can gain suffi cient 
knowledge of the client’s domain by interacting with and listening to the client. The 
client is more active in advising the analyst what is needed in the system. With pre- 
implementation PS RE, however, the client will expect the development  organization 
to already be an expert in the domain and to offer them the best possible solution or 
a range of viable solutions. 

 The assessment criteria used to develop and implement the software also differ 
between traditional RE and pre-implementation RE. With traditional RE, the feasibility 
of the system is seen to depend on whether the objectives of the organization will be 
satisfi ed by the proposed system. If it is considered that they will be, the system will 
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then be developed in accordance with the proposed budget and timeline. Pre-
implementation PS RE involves its own set of assessment criteria, as outlined above. 

 With traditional RE, the main critical decision that needs to be made usually 
relates to confi rming the worthiness of the proposed system. Other critical deci-
sions, or factors, may relate to changes to the proposed system, or to budgetary 
factors or company developments. The analyst engaging in pre-implementation PS 
RE will make a critical decision when deciding whether the solution needed by the 
potential client is within the domain of the analyst’s company. 

 The last element of comparison between feasibility studies in traditional RE and 
pre-implementation PS RE are scoping factors. Again, the scoping factors involved 
in the two different forms of RE are not the same. In traditional RE, scoping is 
guided mainly by the budget that has been set for the project, and by its timeline, 
and also by technical and development issues. Pre-implementation PS RE practice 
differs from this, as scoping for packaged software is infl uenced by a number of 
elements, including assessment criteria, the packaged software offer, and the limita-
tion of the work domain, the client’s organization size, and the client’s issues.   

3.5      Discussion 

 This study describes activities that should help analysts conduct or manage a feasi-
bility study for PS implementation in terms of RE practices by highlighting, in 
particular: (1) analysts’ roles during pre-implementation; (2) software demonstra-
tion utilizing a live scenario; (3) mechanisms of scoping and creating a packaged 
software offer; and (4) traditional RE vs. pre-implementation PS RE. 

3.5.1     Analysts’ Roles During Pre-implementation 

 The main new fi nding of this study in terms of the role played by analysts in the 
feasibility study/pre-implementation stage, was that they rather than the sales team 
usually carried out the task of conducting a software demonstration for the client. In 
fact, in one of the cases observed, the sales team had previously carried out a soft-
ware demonstration and had provided wrong information about the software to the 
client. Therefore, adopting the policy of analysts carrying out software demonstra-
tions has been a company strategy to reduce the risk related to sales team members 
trying to sell features or accept to add new features to customers that had not actu-
ally been developed yet — an action that basically forced the company to include 
those features [ 16 ,  18 ]. 

 One major difference, therefore, between the role of the analyst in pre- 
implementation PS RE and in traditional RE is that in pre-implementation RE the 
analyst has greater involvement in demonstration of the solution, being expected to 
conduct such software demonstrations. The analyst involved in pre-implementation 
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PS RE is also expected to have some understanding of business concerns and how 
to engage in marketing. While the analyst in traditional RE is generally limited to 
developing the software and then stepping back and allowing sales and marketing 
teams to pitch the product to clients, the analyst doing pre-implementation PS RE 
has more of a hybrid analyst-sales-marketing role and is required to have the soft 
skills needed for a software demonstration presentation, such as presentation skills, 
communication skills, and sales skills. The analyst is no longer only concerned with 
software analysis but also with the business dimension of creating software [ 7 ,  19 ].  

3.5.2     Software Demonstration Utilizing a Live Scenario 

 One of the factors differentiating pre-implementation PS RE practices from tradi-
tional RE practices is that analysts have a choice of how to conduct a feasibility 
study. Analysts may be able to offer more than one solution to the client. In such a 
case, analysts then need to choose which solution is the preferred one to offer to the 
client [ 7 ]. In order to make such a decision, analysts hold meetings that involve 
themselves and the sales and marketing teams. The limitations of the work domain 
of the analysts’ company are considered. Other factors that are considered relevant 
to making a decision about the solution to offer include the size of the client’s orga-
nization, the number of users at the organization, the kinds of departments the orga-
nization has, and the kinds of transactions the client organization will need to 
carry out. 

 The live scenario was used in cases where it was decided that this provided the 
best option for showing the capabilities of a PS. The live scenario aims to simulate a 
situation that could occur in the client company’s real work environment. It was 
found, therefore, that contrary to simply describing or demonstrating a software 
package during a meeting, the live scenario involved analysts creating an environ-
ment that simulates the client company’s site in order to show the client a real-time 
and live example of how the system could function within their operational context. 

 It appeared that using a live scenario helped the analysts to better understand and 
respond to the needs of the client company. For example, by conducting the live 
scenario the analysts were better able to see the challenges actually faced by the 
company, it was found that this kind of software demonstration could have a strong 
infl uence on whether the client would purchase the solution [ 7 ,  18 ]. 

 It was also found that the planning of such a live scenario software  demonstration 
relied on the analysts developing soft skills such as being able to present in a way that 
is personable and convincing, not merely to display knowledge about software. 

 The use of the live scenario for pre-implementation PS RE is different from any 
procedure used by analysts in traditional RE because the analyst conducting tradi-
tional RE is not typically concerned with showing the client company how a soft-
ware solution may work for them through the use of imagined scenarios or by 
analogies showing how the solution worked for another company. In traditional RE 
the analyst is only concerned with building a solution to meet the demands of the 
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client and to test them, during the software’s development, that it does meet their 
requirements or fi x their problems, and adjust the software until it is correct. The 
use of the live scenario during software demonstration, therefore, is a method unique 
to pre-implementation PS RE.  

3.5.3     Mechanisms of Scoping and Creating a Packaged 
Software Offer 

 The analysts attempted to defi ne the scope of the software during discussions with 
potential clients about their needs. Analysts believed it was important to carry out 
this scoping process early on since this would help them to construct a software 
offer, since such scoping would help everyone involved to maintain control of the 
time taken for implementation. Collecting such information not only provided ana-
lysts with details about what the new software needed to do, but also helped them to 
see what its limitations would be and what new features or modifi cations would be 
necessary. This step therefore helped them signifi cantly with designing a PS that 
would suit the client. 

 It was also observed that the steps the software company took related to software 
scoping were generally limited to fi nding out information about only the core 
requirements of the system or solution to be implemented. This was found to involve 
transaction issues and output format issues [ 17 ]; during the scoping process the 
analysts were not concerned with discovering detailed requirements.  

3.5.4     Traditional RE vs. Pre-implementation PS RE 

 The scoping factors involved when creating bespoke software and therefore con-
ducting traditional RE are; budget constraints, timeline issues and constraints, tech-
nical issues, and development issues. Analysts conducting traditional RE will 
consider whether the timeline and budget that have been set are feasible, and must 
also ensure that the client organization’s objectives can be met by the proposed 
software. Their main concern is whether the system that is developed will be 
 ‘worthy’ for use. 

 Analysts engaging in pre-implementation RE must think about the client’s spe-
cifi c issues and decide whether any existing packages offered by their company can 
offer a solution. They will need to consider the time and cost involved with imple-
menting a particular package and with making requested changes to that package, 
and they may well decide to refuse a request for a particular solution if that solution 
falls outside the scope of the company or outside the scope of their current products. 
In this regard, pre-implementation PS RE differs strongly from traditional RE as 
analysts practicing traditional RE do not need to consider how to deal with requests 
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for modifi cations to existing functions. Neither does the analyst practicing tradi-
tional RE need to engage in scoping with the aim of creating a software offer or 
actively take part in selling the proposed packaged system to the client.   

3.6      Conclusion 

 This ethnographic account of pre-implementation PS RE, for the fi rst time, shows 
how a software development company of this size (small-medium) approaches the 
challenge of managing the pre-implementation process at this point of the packaged 
software implementation life cycle. We have highlighted elements and assessment 
criteria involved with creating a software offer that is based on modifi cation and 
customization of existing packaged software. 

 In this paper, we have outlined the importance of the software demonstration, 
and as such that the role of the analyst engaged in pre-implementation PS RE differs 
from their respective role in traditional RE. In pre-implementation PS RE, the ana-
lyst is likely to be the staff member delivering the software demonstration. Because 
analysts know how the software is built, how it works, and how to explain it, clients 
may be more likely to buy the software when the analyst explains it to them. Clients 
will buy the software if they feel that the software will help them to achieve their 
objectives and to solve their problems. Therefore, the analysts’ presentation of the 
software is approached from the perspective of convincing the client of the pack-
age’s suitability, and from the perspective of identifying misalignments, within the 
client’s context. This presentation requires knowledge related to packaged functions 
and how functions are related to each other, as well as communication skills and the 
ability to persuade the client. 

 Future work should be undertaken to discover the differences in philosophy 
behind release plans for packaged software between large packaged software 
development companies and companies that are SMEs. From observations and 
from previous literature, it appears that large packaged software development com-
panies tend to have very detailed release plans and schedules for future packaged 
software products mapped out months or years in advance, while SMEs may take a 
more ad hoc approach to release planning that instead involves continuous improve-
ment of their product in response to clients’ requirements and clients’ responses to 
their product.     
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Abstract Development of enterprise applications is expensive, takes time and 
requires knowledge, tools and techniques. Contemporary enterprise applications 
must be dependable as well as customizable in the evolutionary way according to 
changes in the enterprise business processes. The wider goal of our research is to 
develop techniques for development of enterprise applications that software end 
users, in collaboration with software developers, are able to change safely and easily 
according to changing requirements. In accordance to the software engineering 
triptych: to write software, the requirements must be prescribed; to prescribe the 
requirements, the domain must be understood; to understand the domain, we must 
study one. We present and exemplify P systems based enterprise domain model. We 
treat an enterprise as a membrane-computing structure and utilize P system notions, 
notations and formalisms in modelling of enterprises and enterprise business 
processes. In our understanding this P systems based enterprise model can provide a 
practically usable framework for development of evolutionary enterprise 
applications.
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4.1  Introduction

The goal of our research is to develop practically usable techniques for development 
of enterprise applications that software end users, in collaboration with software 
developers, are able to change safely and easily according to changing require-
ments. We use a case-study-based research methodology. The case is Laboratory 
Information Management System (LIMS) software development in Clinical and 
Biomedical Proteomics Group (Cancer Research UK Clinical Centre, Leeds 
Institute of Molecular Medicine, St. James University Hospital at University of 
Leeds). LIMS represents a class of computer systems designed to manage labora-
tory information [1].

According to software engineering triptych, in order to develop software we 
have to: (a) informally and/or formally describe a domain (D ); (b) derive require-
ments (R) from these domain descriptions; and (c) finally from these requirements 
we have to determine software design specifications and implement the software 
( S ), so that D , S  ⊨ ℛ (meaning the software is correct) holds [2]. The term 
domain or application domain can be anything to which computing can be applied 
[3]. In our studies the application domain is business domain in general (producing, 
buying and selling either products or services) and clinical research laboratory 
domain in particular.

In research laboratories, like CBPG, business processes are changing constantly 
and different research groups within the same research laboratory, sometimes even 
different investigators in one and the same research group, require different business 
processes and different or differently organized data. While standardized in some 
ways, such system for scientists has to be flexible and adaptable so, that there are 
customizable possibilities to describe data, knowledge and also research methods.

In addition to the three principal layers (presentation, domain and data source), 
in contemporary distributed enterprise application architecture there is also a 
communication (containing and connecting logic) layer [4, 5], illustrated on Fig. 4.1.

In our understanding the communication layer and the presentation layer are 
similar in their nature. The presentation layer gives humans an interface (forms, 
documents, etc.) to the defined logic (domain model). Similarly, the communication 
layer gives artificial agents (services, software systems, etc.) an interface (commu-
nication protocols, etc.) to the defined logic.

Accessing Data

Defining Logic

Containing and Connecting Logic

Using Logic
Fig. 4.1 4-Tier architecture 
of distributed enterprise 
application architecture
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We are looking for ways to minimize (better to completely avoid) changes in the 
domain logic and in the data source (and therefore also in data access) layers as 
these changes are risky and time consuming. We are trying to find possibilities to 
fulfil user requirements only by making changes in the presentation or in the com-
munication layers. It would be nice if these changes can be made by end users even 
at run-time.

P system (membrane computing) [6] is the model for the distributed computing 
where multisets of symbol objects encapsulated into membrane structure are pro-
cessed in the maximum parallel manner. P system aims to mimic the structure and 
the functioning of living cells. In [7] we presented and exemplified P systems based 
enterprise domain model. We treated an enterprise as a membrane-computing struc-
ture (Fig. 4.2) and utilized P system notions, notations and formalisms in modelling 
of enterprises and enterprise business processes.

In the current paper we describe, how in our understanding this P systems based 
enterprise domain model can provide a practically usable framework for develop-
ment of evolutionary enterprise applications.

In Sect. 4.2 we describe the related works. In Sect. 4.3 we shortly describe the P 
systems based enterprise domain model we presented in [7]. We propose and illus-
trate the evolutionary criteria and explain the possible UI based evolution of the 
enterprise applications in Sect. 4.4. These criteria are derived from the P systems 
based enterprise domain model. We conclude in Sect. 4.5.

4.2  Related Works Towards Evolutionary Information 
Systems

Searching in the document titles of the IEEE Xplore digital library the words “evo-
lution”, “information” and “system”, we found 30 papers. Eight of them we found 
were related to the evolutionary information systems research topic.

Fig. 4.2 A cell-like 
enterprise structure
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Layzell and Luocopoulus [8], in 1988, described the collaborative European 
project RUBRIC, whose aim was to improve the practice of constructing large, 
sophisticated information systems by avoiding the practice of embedding business 
policy within program logic. The target was to separate not only business data, but 
also business policy from the operational procedure. They proposed a rule-based 
approach to the construction and evolution of business information systems. The 
structural components were based on entity-relationship model consisting of enti-
ties, which are any concrete or abstract things from the universe of discourse.

Clark, Lobsitz and Shields [9], in 1989, described the documenting process of 
the TASC-EDGETM (The Analytic Science Corporation—Effective Development 
through Growth and Evolution) methodology for the evolutionary software devel-
opment. Based on the classical waterfall model and on the manual change of the 
code, the main models (process model, information model, and development model) 
of the TAS C-EDGE methodology are eligible also today. By combining develop-
ment, operation (includes user feedback) and requirements analysis this TASC- 
EDGE evolutionary software development was based on the principle of listening to 
the system users and to responding to their needs.

Oei, Proper and Falkenberg [10], in 1992 discussed the need for information 
systems capable of evolving to the same extent as organization systems do and pro-
posed a formal model for the evolution of information systems. Informally this 
model transformed the requests from users of the information system into update 
and retrieval actions of the application.

In 1992, Lui and Chang [11] were working for evolutionary information systems. 
They proposed a Visual Specification Model for specification design, change and 
redesign. In this method they focussed on the database schema changes in a single 
relation and on their effects to other components in the specification. The wider goal 
of their research was to develop a unified methodology to construct conversion 
functions, to maintain change history, and to detect inconsistency when multiple 
relations involved in a change.

Shifrin, Kalinina and Kalinin [12], in 2002, described the MEDSET technology 
for development, deployment and support of information systems in clinical medi-
cine and other poorly formalized subject domains. The basic statements they pointed 
out were: (a) realization data structures in compliance with the structure of business 
process; (b) stability of the database model; and (c) user interface consistency to 
support some definite part of one business process.

Wang, Liu and Ye [13], in 2008, pointed out the potential inconsistencies among 
the ontology and the dependant applications in case of the ontology evolution and 
analysed the approaches of maintaining the consistency and keeping the 
 continuousness of the dependant applications during the evolution. They proposed 
two scenarios for maintaining the consistency: property split and property range 
changes. By splitting they mean the situation, when for instance the text property of 
employee’s home address is split into more specific properties of city, district, street, 
etc. In splitting the business process itself does not change: only the data used in this 
business process becomes more accurate. By range changes they mean the situation 
when the business process itself will change. For example the funding: what was 
only for full time students is now available also for part time students.
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Aboulsamh and Davies [14], in 2010, proposed a metamodel-based approach to 
information systems evolution and data migration. They expand model-driven 
engineering to facilitate the evolution of information systems. They claim that in the 
domain of information systems, after the initial development and delivery, the auto-
matic change of the systems is useful only if the data held in the system can be 
migrated easily to the next version and therefore their proposed method is focussed 
on migration of the information held in the system data.

Ralyté, Arni-Bloch and Léonard [15], in 2010, proposed a process model for 
integrating new services with the information system. They claim, that before 
publishing a service to be reused in some composition, the validation of the data 
consistency, rules soundness, process compatibility and organizational roles com-
pliance have to be guaranteed.

4.3  P Systems Based Enterprise Domain Model

Cells and enterprises have both very intricate structure and functioning. Similarities 
can be seen in their internal activities as well as in their interactions with the neigh-
bouring cells/enterprises, and with the environment in general.

Both cells and enterprises have a way to organize and control their processes. 
Cells have biological processes, enterprises have business processes and both have 
informational processes. Any cell means membranes. Any enterprise means enter-
prise structure. Both cells and enterprises are clearly separated from their environ-
ment and both have compartments (membranes/enterprise structure units) where 
specific processes take place.

Similarities can be seen also in sending messages from compartment to compart-
ment. Cells can transport packages of molecules from one part to other part through 
vesicles enclosed by membranes in a way that transported molecules are not 
“aggressed” during their journey by neighbouring chemicals. Enterprises have 
internal or use external post and transportation services to transport messages, docu-
ments and products from location to location in a secured way.

Similarities can be seen also in creating and destroying compartments. Cell is 
able to create and destroy membranes in order to make biochemical processes more 
efficient. Enterprise is able to create and liquidate their structural units in order to 
make business processes more efficient.

In summary, cells and enterprises contain many fascinating similarities at vari-
ous levels starting with similarities in structure, in communication/cooperation 
among neighbouring cells/enterprises, and ending with the interaction with the 
environment.

In Fig. 4.2 the membrane like enterprise structure is illustrated. Membranes  
are the roles [16] the parties (persons or enterprise units) can play in order to  
fulfil some enterprise related tasks. The external membrane (skin) we call enterprise. 
The elementary membrane is the role only persons can play. Patients, managers, 
doctors, students, etc. are the examples of such person only roles. The regions in the 
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context of enterprise are parties (persons and/or organizations—groups of persons) 
playing the particular role. In P systems based enterprise model (differently from 
the P systems) the distinction must be made between the notion role (membrane) 
and the notion party (region), because for instance, the manager’s role and Mr John 
Smith being the manager from the date to the date do not have the same meaning. 
However, sometimes we can use these notions also interchangeably because of 
one-to- one correspondence; especially in case of roles only the organizations 
(e.g. hospital, laboratory, etc.) can play.

Every structural unit in an enterprise receives documents (d) (information 
received in speech can also be modelled as a document). In every structural unit 
there are also descriptions of these documents i.e. formats (f) of these documents. 
For instance, a human resources (HR) department knows exactly what should be the 
format (fi) of a document (di) to compose an employment contract document (dj) 
according to the contract document format (fj). HR department also knows, what 
kind of information (ai, e.g. name, date of birth, address, etc.) should be recorded 
into the company records (dk). Therefore the business rules for the HR department 
can be notated as follows.

 

d f f d f f a

a f d f

i j j i j i

i k k k

i ®

®
 

This means that according to a document di (e.g. order), the recruitment of an 
employee is started. As a result the employment contract (dj) is concluded and some 
employee data (ai) are created. The employee data is then recorder into a specific 
document dk (e.g. record in a list of workers) of the company. Both of illustrated 
rules are catalytic rules where the document formats fi, fj and fk are catalysts describ-
ing precisely the documents (di, dj, dk) the company uses. This means, that docu-
ments and therefore document formats are company specific. The employee data ai 
(e.g. archetypal domain model describing persons) we consider to be written in 
universally understandable language of business archetypes and archetype patterns. 
We describe them in Sect. 4.4.1.

We can also use indicators here, in and out. For instance the same rules with 
these indicators can be as dififj → (dj, out)fifj (ai, here) and aifk → (dk, out)fk. This 
means for example that documents dj and dk created by HR department are going to 
the “surrounding” enterprise unit.

Membrane dissolving (δ) in P system based enterprise model means either con-
centrating of the post or eliminating of the structural unit of organization. Differently 
from the basic P system, in the P system based enterprise domain model, in case of 
dissolving, not only the objects and child members, but also the rules are left free in 
the surrounding enterprise unit. We also expect that in P system based enterprise 
domain model the enterprise itself (skin membrane) can be dissolved.

Similarly to base P system, also in the P system based enterprise model the rules 
are processed non-deterministically in the maximally parallel manner. Non- 
determinism can be seen for instance as HR department’s possibility to choose the 
order of rules (creating employment contract or recording employee data) and 
objects (whatever document first) deliberately.
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For the maximum parallelism we probably have to determine the employees 
(catalyst e) in the HR department rules, e.g. dififje → dj(out)fifjai (here)e and 
aifke → dk(out)fke.

For instance (illustrated in Fig. 4.3), in case there are five orders (di
5), three units 

of employee data (ai
3) and two HR department employees (e2) in HR department, 

then after the first round of processing with the maximum parallel manner the HR 
department objects can be di

3ai
5e2 (both employees were choosing the first rule), 

di
5ai

1e2 (both were choosing the second rule) or di4ai3e2 (shown in picture, one 
employee choose the first rule and other the second rule).

Concluding the paper [7], in our understanding, we can formally define the enter-
prise using the formal definition (Π = (O, C,μ, ω1, ω2, … , ωm, R1, R2, …, Rm, i0) of P 
systems of degree m. Looking for the Fig. 4.1, the enterprise application architec-
ture (also some model of the enterprise) we have data (ω1, ω2, … , ωm in formal defi-
nition where ωi means particular set of data in particular compartment, e.g. in HR 
department, Fig. 4.3); finite set of classes (O in formal definition) describing busi-
ness domain logic objects (describing any data) and workflows (using the data); 
different business domain rules (R1, R2, …, Rm in formal definition where Ri means 
particular set of rules in particular compartment, Fig. 4.3); different document for-
mats (catalysts, C) for converting the data defined by business domain logic to and 
from man or machine readable documents like printable reports, web pages, stand-
alone client forms, communication protocols for remote logic (another computer or 
software) etc. We also have the enterprise structure (μ) and the compartment (i0) 
which contains (can contain) the result of the calculation. Informally it means that 
any enterprise is a “computer” calculating its budget. Result of this “calculation” is 
kept in the accounting department (compartment, i0) data.

Fig. 4.3 Processing of rules in P systems based enterprise domain model
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4.4  Towards Evolutionary Enterprise Applications

We see the concept of P-systems Π = (O, C, μ, ω1, ω2, … , ωm, R1, R2, …, Rm, io), 
described by classes (O), catalysts (C), structure (μ), data (ω1, ω2, … , ωm) and rules 
(R1, R2, …, Rm), as a roadmap towards evolutionary information systems.

In our understanding, the enterprise application is evolutionary, if software end 
users, in collaboration with software developers, are able to change safely and easily 
(according to changing requirements) the following: (1) classes (O) describing 
domain concepts; (2) document formats (catalysts, C) that the system uses; (3) the 
structure (μ) of the system: (4) data (ω1, ω2, … , ωm) can be changed anyway (we 
can add as many lines as needed to documents or send as many documents as 
needed); (5) calculation rules (R1, R2, …, Rm); and (6) the location (io) where the 
calculation results are held.

We describe here (because of limited number of pages) only how we change 
classes and document formats in current LIMS for CBPG project and let the other 
two for our later papers.

4.4.1  Classes Are Changed Using Archetypes  
and Archetype Patterns

O is the finite and non-empty set of all possible classes (names of concepts and 
groups of concepts as well as logical and computational models of these concepts 
and groups of concepts) used in modelling of enterprises (then names and logical 
models of concepts) and in enterprise application implementations (then computa-
tional models of these concepts). Let as suppose, that we have at least two subsets 
of classes in O: (a) classes describing archetypes and archetype patterns (OA ⊂ O), 
(b) classes describing business domain logic (OB ⊂ O; OA ⊂ OB).

Business archetypes and archetype patterns are originally designed and intro-
duced by Jim Arlow and Ila Neustadt [16]. Business archetype patterns (product, 
party, order, inventory, quantity and rule), composed by business archetypes 
(person’s name, address, phone number, etc.) are information models and describe 
the universe of discourse of businesses as it is, neither referring to the software 
requirements nor to the software design. For instance, in Fig. 4.4 the party arche-
type pattern is illustrated.

The party archetype pattern represents a (identifiable, addressable) unit that 
may have a legal status and has some autonomous control over its actions. Persons 
and organizations are types of parties. Party has different properties like party 
contacts (phone number, e-mail, web address, and postal address), registered iden-
tifiers (passport, VAT number, domain name, stock exchange symbol, etc.) etc. 
Each party can play different roles (patient, clinician, employee, customer, etc.) 
and can be in different relationships (e.g. being married, having a child, studying 
in school). Both roles and relationships are time limited (property valid in role and 
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relationship archetypes). Role type is used to store common information (e.g. 
constraints describing parties who can play the role) for a set of similar role 
instances and relationship type is used to store common information (e.g. con-
straints describing which roles can form the relationship) for a set of a similar 
relationship instances. In the current model only binary (more flexible and cleaner 
than n-ary) relationships are used, which means that one relationship binds exactly 
two related roles conditionally called as “provider” and “consumer”.

Let us suppose, that classes illustrated in Fig. 4.4 are realized in code, and that 
we also have a database schema support for such classes (this is what we have in 
CBPG LIMS project). This means, that we have database tables for recording party 
instances (persons and organizations), role instances, relationship instances, rela-
tionship type instances and role type instances.

In a clinical laboratory, for instance, the common roles for persons are patient 
(whose blood will be tested), clinician (who ordered the blood testing), and medical 
technical assistant (MTA, who performed the blood testing). Normally in the 
domain logic layer of enterprise applications in such case we have to realize Patient, 
Clinician and MTA classes in code. In archetypes and archetype patterns based 
approach, we use, we do not. We have only one RoleType class for all classes and 
one Role class for all possible class instances (e.g. objects) of all possible classes. 
Such an approach gives for us the possibility to add new “classes” even at runtime. 
For instance, to add a new “class” named laboratory manager, the only thing to do 
is to add a new record to the RoleType database table.

To “add new properties” in such an archetypes and archetype patterns based 
approach, we have the property Characteristics (Fig. 4.4) in all our programmed 

Fig. 4.4 Party archetype pattern
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classes. These are constructs similar to the RDF (Resource Description Framework) 
triplets. This means, that the Characteristics property holds a collection of {cate-
gory, name, value, authorized by, valid from, valid to} records. For example the 
notation “person is 176 cm tall, measured by Dr Smith at 3rd of May 2000” is a 
characteristic with “body metrics” denoting category, “is tall” denoting name, 
“176 cm” denoting value, “Dr Smith” denoting authorized by, and “3rd of May 
2000” denoting valid from.

4.4.2  Document Formats Are User Editable

We use document formats (e.g. end user editable files, DB records or values of prop-
erties) in number of places in current LIMS for CBPG project. For example, the 
following end user editable script (content of a file)

 

first describes the automatically generated dialog, shown in Fig. 4.5, and then prints 
the barcode (Fig. 4.6) according to entered, using this dialog, values.

Fig. 4.5 Fragment of 
generated barcode printing 
dialog

Fig. 4.6 Example of 
generated barcode
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The other example is how we generate UI at runtime. For example, the UI, 
illustrated in Fig. 4.7, is generated according to the following scripts.

 

First, the GridRange lists the properties, by their names, the master grid shows. 
Next, the PropertyRange lists the properties the detail panel (left side panel of main 
form) shows. Finally, the EditRange lists the properties the edit dialog shows.

This means that we have document formats (GridRange, PropertyRange, 
EditRange) which describe documents (user interfaces). When we change docu-
ment formats, the user interfaces, and therefore the information system, will change. 
As document formats are properties, it is possible to change the values of these 
properties at runtime using, for example, reflection technology. Generally speaking 
we use the document formats as catalysts (C) for mapping data described by busi-
ness domain logic classes to user or machine readable documents. Different map-
pings require varying levels of knowledge and authority from the end users. 
Therefore an organisation deploying such a system should determine the ability of 
users to perform a specific mapping, for example by specifying their roles and 
responsibilities with the aid of a RACI (Responsible, Accountable, Consulted, 
Informed) matrix.

Fig. 4.7 Screenshot of MyLIS (LIMS for CBPG) user interface
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4.5  Conclusion

We see the concept of P-systems (Π = (O, C, μ, ω1, ω2, … , ωm, R1, R2, …, Rm, io)), 
described by objects (O), catalysts (C), structure (μ), data (ω1, ω2, … , ωm) and rules 
(R1, R2, …, Rm), as a roadmap towards evolutionary information systems. We follow 
the software engineering triptych: to write software, the requirements must be pre-
scribed; to prescribe the requirements, the domain must be understood; to under-
stand the domain, we must study one.

We presented and exemplified the P systems based enterprise domain model. We 
treated an enterprise as a membrane-computing structure and utilized P system 
notions, notations and formalisms in modelling of enterprises and enterprise busi-
ness processes.

The wider goal of our research is to develop techniques for development of enter-
prise applications that software end users, in collaboration with software develop-
ers, are able to change safely and easily according to changing requirements.

In our understanding this P systems based enterprise domain model can lead us 
towards evolutionary enterprise applications. In our understanding, the enterprise 
application is evolutionary, if software end users, in collaboration with software 
developers, are able to change safely and easily (according to changing require-
ments) the following:

 1. Classes (O) describing domain concepts. (For example being able to define a 
new domain concept patient, using some archetypal language (Sect. 4.4.1), so 
that patient is a role that only party who is a person (Fig. 4.4) can play).

 2. Document formats (catalysts, C) that the system uses.
 3. The structure (μ) of a system.
 4. Data (ω1, ω2, … , ωm) can be changed anyway. We can add as many lines as 

needed to documents or send as many documents as needed.
 5. Calculation rules (R1, R2, …, Rm).
 6. Location (io) where calculation results are held.
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    Abstract     There is a signifi cant number of declarative languages to describe business 
processes. They tend to be used when business processes need to be fl exible and 
adaptable, being not possible to use an imperative description. Declarative lan-
guages in business process have been traditionally used to describe the order of 
activities, specifi cally the order allowed or prohibited. Unfortunately, none of them 
is worried about a declarative description of exchanged data between the activities 
and how they can infl uence the model. In this paper, we analyse the data description 
capacity of a variety of declarative languages in business processes. Using this 
analysis, we have detected the necessity to include data exchanged aspects in the 
declarative descriptions. In order to solve the gap, we propose a Data-Oriented 
Optimization Declarative LanguagE, called DOODLE, which includes the process 
requirements referred to data description, and the possibility to include an optimi-
zation function about the process output data.  

  Keywords     Business Processes   •    Declarative Language   •    Data-Oriented Optimization  

5.1         Introduction 

 A business process, henceforth referred to as BP, consists of a set of activities that 
are performed in coordination within an organizational and technical environment. 
These activities jointly perform a business goal [ 1 ]. In management theory during 
the last years, a process-oriented perspective has been considered the shell in orga-
nizational (re)structuring. Nowadays, organizations still experience diffi culties in 
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applying this process-oriented perspective to the design and maintenance of their 
information systems. Currently, the deployment of more complex systems has put 
forth new requirements for fl exible and dynamic specifi cation. Several languages 
propose an imperative representation of business processes, whose specifi cation 
allows business experts to describe relationships between activities, and to trans-
form the process into an executable model. Therefore, an imperative description 
defi nes exactly how activities have to be performed, and how to handle the data- 
fl ow. However, one of the disadvantages of imperative languages comes from the 
use of unsuitable information for computer systems, since they do not provide 
fl exible and adaptable business processes. 

 A declarative representation takes into account the business concerns that govern 
the BP. A BP may be exposed to different environments and subjected to many 
conditions in which the order of activities, or the data exchanged, cannot always be 
described at design time or in an easy way. This is the reason why several authors 
have proposed languages to defi ne BP as declarative models, since sometimes the 
process cannot be completely defi ned at design time. One of the reasons why it is 
not possible to create an imperative model at design time, is related to the data that 
fl ow through the process. Depending on the data instantiated, the creation of one 
model or another could be better, since, for example, the model will infl uence the 
selection of the best data input of the activities to satisfy the process requirements. 
The role of data in declarative languages has not been very relevant, mostly limited 
to describe the execution or not of an activity, depending on the value of a variable 
of the data-fl ow. In this paper, we present a new point of view of declarative language 
focused on data, where we highlight the signifi cance of the information that fl ows 
through the process and between the activities to reach an optimal model according 
to the user requirements. 

 Sometimes, the user of an application supported by a business process has to 
decide about the values to introduce at runtime, for example, the dates in the orga-
nization of a trip (booking fl ights, hotel room and renting a car). Frequently, if the 
user can choose between different dates in order to minimize the price, (s)he needs 
to search by hand the combinations of dates with the activities this mean searching 
for fl ights, hotel rooms and car rental. For this example, the model is known, being 
possible to execute the activities in a parallel manner. However, the process goal is 
to book a trip, and the objective function is to minimize the price of the trip. Then, 
in order to achieve the user requirements (to minimize the sum of the prices for the 
services, for a given set of dates), the best combination of data input for the activi-
ties needs to be found. To the best of our knowledge, none of the declarative 
languages permit the inclusion of data output optimization in this sense. For this 
reason, we propose a data-oriented decision language, called DOODLE. Although 
there is already a declarative language called DOODLE, presented by Cruz in [ 2 ], 
it is a visual and declarative language for object-oriented databases and our proposal 
is focused on a defi nition of a business process in a declarative way. Since DOODLE 
is oriented to data perspective, when in this paper we use the term ‘optimize 
the process’, it means that there is a function to be optimized and where the 
data-fl ow involved in the process are related with the aim to optimize the data output. 
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To meet this challenge, we have analysed the existing declarative languages and 
how they have addressed data management, and the features that have not yet 
been analysed. 

 The rest of the paper is organized as follows: Sect.  5.2  motivates and explains, 
through an illustrative example, the necessity in some cases to fi nd the data input 
values to optimize the process execution. Section  5.2  introduces a motivating exam-
ple where a declarative description oriented to data is necessary. Section  5.3  details 
the proposed language based on the description of a declarative subprocess that can 
be combined with an imperative description, such as BPMN. Section  5.4  studies 
some of the most relevant proposals of declarative languages and their contributions 
to data management. The motivating example described by means of this language 
has been included and a comparison with the studied languages is presented. And 
fi nally, conclusions are drawn and future work is proposed in Sect.  5.5 .  

5.2       On-Line Book Store: A Motivating Example 

 In this section, we introduce an example to motivate the necessity to include in 
declarative languages some aspects related to data that have infl uence in the model. 
The example is based on a sale and delivery process that has been used in many 
papers before [ 3 – 5 ] and [ 6 ]. The example is the on-line Book Store (BS), that rep-
resents a company that collaborates with two services in order to sell and deliver 
books (see Fig.  5.1 ). Both services inform the customer about the fi nal price of 
buying and delivering a number of units of a book. However, it could be cheaper to 
buy this quantity of books in different packages by obtaining a discount. For exam-
ple, if there is a discount depending on the number of units for a maximum, or the 
price of shipping depends on both the weight and volume of the boxes to send. In 
this case, it is cheaper to send two small boxes (e.g. 8€ each one) than a bigger one 
(e.g. 25€). Another example is if the customer wants to buy 5 units of a book, the 
cheapest option could be to buy them in two packages (3 + 2), since there is an offer 
“buy 3 pay 2”, and although two deliveries are paid, the delivery cost is increased 
considerably due to the weight and volume. The sale terminates when the books 
are delivered to the customer and the payment is made.

Receive 
Customer 

Book Request

Order
Book

Get Payment
and Deliver 

Books

Calculate 
Books Price

Calculate
Delivery

Cost

  Fig. 5.1    On-line book store example       
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   In order to model the business process which support the BS example including 
the requirement to minimize the fi nal price, neither imperative nor declarative lan-
guages can be used. For imperative languages, Fig.  5.2  depicts two possibilities of 
implementation to satisfy the constraints, which are also included in the fi gure. On 
the one hand, Fig.  5.2a  presents a possible imperative model in BPMN to describe 
the BS example. The model has several activities to execute the purchase and the 
delivery for each package, but the problem is that the  numBooki  variables are 
unknown, even at runtime, since they are determined to minimize the total cost in 
each instance. Moreover, the number of activities to buy and deliver the books are 
unknown at design time. The diffi culty in this case is that the specifi c values of the 
variables and the number of activities executed to minimize the objective function 
are unknown at design time. On the other hand, another solution could be that shown 
in Fig.  5.2b : various executions of the activities can be made by means of a loop, 
and the values of the  numBooki  variables will be determined programmatically in a 
new activity included in the model. The problem with this solution is the signifi cant 
diffi culty in implementing this activity, being necessary to delegate their program-
ming to a computer science expert, not to a business process expert.

   In relation to the existing declarative languages, as is analysed in Sect.  5.4 , to 
the best of our knowledge, the current declarative languages are centred on the 
declarative description of the order of activities. However, none of them includes 
data input and output of the activities to optimize the object obtained from the busi-
ness process.  

Calculate
books price

+
Calculate

Delivery Cost

+

Calculate
books price

+

Calculate
Delivery Cost

numBookN,
idBook

BooksPriceN

+

DeliveryCostN
numBookN,

idBook

...
Calculate books

price

Calculate Delivery
Cost

+ +

a b
numBook = numBook1 +…+ numBookN
TotalPrice = Bookprice1 +…+ BookPriceN +

DeliveryPrice1 +… + DeliveryPrice N
Minimize (Total Price)numBook

numBook1,
idBook

BooksPrice1

numBook1,
idBook

DeliveryCost1

  Fig. 5.2    Imperative models for the on-line book store example. ( a ) Deployed imperative model. 
( b ) Imperative model with implementation of tasks       

 

L. Parody et al.



63

5.3      DOODLE: Data-Oriented Optimization 
Declarative LanguagE 

 In order to include the optimization function and the constraints into the business 
process model, we have defi ned a declarative language called DOODLE (Data- 
Oriented Optimization Declarative LanguagE). This language combines the imper-
ative description of BPMN with a declarative description of the parts of the process 
that need more fl exibility (declarative subprocesses). The declarative description 
includes the data subprocess, data activities, objective function and the numerical 
constraints that let the designer describe the possible data values in a declarative 
way. These numerical constrains are defi ned by the following grammar where 
 Variable       and  Value    can be defi ned as Integer, Natural or Float domain:

      

Constraint := Atomic−Constraint BOOL−OP Constraint
|  Atomic−Constraint
|  ’¬’Constraint
BOOL−OP:= ’∨’ | ’∧’
Atomic−Constraint:= function PREDICATE function
function:= Variable FUNCTION−SYMBOL function
|  Variable
         |  ∑  Variable
         |  Value
   PREDICATE:= ’=’ | ’<’ | ’≤’ | ’>’ | ’≥’
   FUNCTION−SYMBOL:= ’+’ | ’−’ | ’∗’   

    These constraints make it easier and more precise when handling numeric data 
(that can be represented as variables) that represent relations between variables. 

 In order to introduce the language, we have divided the description into two 
parts: (i) the internal description of the components associated with the activities of 
the declarative subprocess (Table  5.1 ), and (ii) the external description of the declar-
ative subprocess, that implies the relation of the activities with subprocess data 
input and output also with constraints (Table  5.2 ). The language proposes to describe 
the order of the activities using imperative or declarative languages, depending 
on the necessity of the process. For the BS example, a parallel execution is possible, 
then it can be described imperatively.

    In order to understand the example better, the language has been used to model 
the BS problem, as shown in Fig.  5.3 . In order to transform this declarative model 
into an imperative model that supports any value of input variables of the process 
(idBook and number Of Books for example), we propose the use of Constraint 
Programming paradigm (explained in Sect.  5.4.1 ) [ 7 ] and domain local analysis of 
the variables [ 8 ]. The created model will depend on the knowledge of the relation-
ship between input and output data of the activities, specifi cally, if this relationship 
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   Table 5.2    External components of the declarative subprocess   

 Symbol  Name  Description  Parameters 

  
SDI1, …, SDIn

SDI
     Subprocess data 

input (SDI) 
 Data input of the subprocess that 

describe the user requirement 
in each process execution 

 List of variables 

  
SDO1, …, SDOm

SDO      Subprocess data 
input (SDI) 

 Data input of the subprocess that 
describe the user requirement 
in each process execution 

 List of variables 

  
f: v 

     Objective function  An optimization function 
in terms of a data 

 Minimize or 
maximize and the 
objective variable 

  
C1, …, Cn

ID
     ID input 

constraints (IC) 
 Set of constraints that relates 

the SDI with the DI of each 
activity of the subprocess 

 Numerical constraints 

  
C1, …, Cn

ID
     ID output 

constraints (OC) 
 Set of constraints that relates 

the SDO with the DO of each 
activity of the subprocess 

 Numerical constraints 

  
C1, …, Cn

     Internal 
constraints 

 Set of constraints that relates 
the DI and DO of the 
activities among them 

 Numerical constraints 

   Table 5.1    Internal components associated to the activities of the declarative subprocess   

 Symbol  Name  Description  Parameters 

  
DI1, …, DIn

DI
     Data input (DI) 

of the activity 
 Set of data input of each activity  List of 

variables 

  
DO1, …, DOm

DO

    

 Data output (DO) 
of the activity 

 Set of data output of each activity  List of variables 

  
C1, …, Cn

<<Pre>>      Precondition  Set of constraints that represents 
the values of the DI that satisfy 
the execution of the activity 

 Numerical 
constraints 

  
C1, …, Cn

<<Post>>      Postcondition  Set of constraints that represents the 
values of the DO that are satisfi ed 
after the execution of the activity 

 Numerical 
constraints 

  

A

N      Repetition of 
an activity A 

 Representation of the number of times 
that an activity can be executed. 
The value can be numeric (e.g. 5), 
or symbolic (e.g. N) 

 Integer or 
string 

can be known with or without executing the activities. For the BS example, the 
 totalPrice  can only be known if the activities are executed, although if the pre and 
post-conditions of the activities could relate input and outputs, the execution of the 
activities would be not necessary.
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5.4          Related Work 

 There are many languages that enable the description of business processes in a 
declarative way. Generally, the common idea of declarative business process model-
ling is to model a process as a trajectory in a state space, and declarative constraints 
are used to defi ne the valid movements in that state space [ 9 ]. Therefore, the differ-
ences between declarative process languages can, in part, be understood as a differ-
ent perception of the meaning of ‘state’. Analysing the different proposals, we have 
found some characteristics that we consider interesting to be compared. The charac-
teristics are studied in Sect.  5.4.1  and compared in Sect.  5.4.2 . 

5.4.1       Declarative Language Characteristics 

 Analysing the different proposals related to declarative languages, the main charac-
teristics that we think should be analysed and compared are:

•     Formalism for reasoning:  The proposals use different formalism for reasoning. 
Sometimes, although we show the most relevant in each case, they can combine 
more than one and be improved with made-to-measure algorithms. Only the 
most relevant have been included in the paper due to space limitations.

 –     Linear Temporal Logic (LTL).  As demonstrated by Chomicki [ 10 ], Bacchus 
and Kabanza [ 11 ] and Pesic and van der Aalst [ 12 ], LTL expressions can be 
used to represent desirable or undesirable patterns within a history of events. 
LTL is a modal temporal logic that allows the expression of temporal constraints 

+

idBook,
nBooksBuy

DI

bookPrice

DO

+

numberOfBooks = nBooksBuy

ID

totalPrice = bookPrice + deliveryCost

ID

totalPrice

SDO

minimize:
totalPriceidBook,
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deliveryCost

DO

nBook>0
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<<Post>>
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deliveryCost>=0
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M

nBooksBuy=nBooksDeliv
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Calculate
Books Price

Calculate
Delivery Cost
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  Fig. 5.3    Example of buy books described using DOODLE       
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on infi nite paths within a state space. LTL formula can be evaluated by obtaining 
the Büchi automaton that is equivalent to the formula and checks whether a 
path corresponds to the automaton. Unfortunately most LTL checking algo-
rithms assume infi nite paths and construct non-deterministic automata [ 12 ]. 
Another disadvantage is that LTL does not allow the expression of the effect 
that results from a particular transition in a state space. For these reasons, it is 
not evident to express a goal state in LTL nor to construct automata for plan-
ning an execution scenario to obtain a goal state [ 11 ] as is needed in an opti-
mization function.  

 –    The Event Calculus.  In fi rst-order logic there is a formalism that elegantly 
captures the time-varying nature of facts, the events that have taken place at 
given time points and the effect of these events refl ecting on the state of the 
system. This formalism is called the Event Calculus. The Event Calculus, 
introduced by Kowalski and Sergot [ 13 ], is a logic programming formalism to 
represent and reason about the effect of events on the state of a system. The 
Event Calculus is appealing for several reasons, as it builds on a fi rst-order 
predicate logic framework, for which effi cient reasoning algorithms exist. In 
addition the Event Calculus not only has the ability to deductively reason 
about the effects of the occurrence of events (leading to the coming into exis-
tence of fl uency or the ceasing to hold), most importantly, it also has the abil-
ity to reason abductively. Abductive reasoning over the event calculus has 
been shown to be equivalent to planning. In particular, abductive reasoning 
produces a sequence of transitions (denoted by events) that must happen for a 
particular instance to hold in the future [ 14 – 16 ].  

 –    Constraint Programming (CP).  Constraint Programming [ 17 ] is a paradigm 
that permits the description of the model by means of the variables and the 
constraints that relate the variables. The model is called a Constraint 
Satisfaction Problem (CSP), that represents a reasoning framework consisting 
of variables, domains and constraints. Formally, it is defi ned as a tuple ( X ,  D , 
 C ), where  X  = { x  1 ,  x  2 , …,  x   n  } is a fi nite set of variables,  D  = { d ( x  1 ),  d ( x  2 ), …, 
 d ( x   n  )} is a set of domains of the values of the variables, and  C  = { C  1 ,  C  2 , …, 
 C   m  } is a set of constraints. Each constraint  C   i   is defi ned as a relation  R  on a 
subset of variables  V  = { x   i  ,  x   j  , …,  x   l  }, called the  constraint scope . The relation 
 R  may be represented as a subset of the Cartesian Product  d ( x   i  ) x  d ( x   j  ) x … x 
 d ( xl ). A constraint  Ci  = ( V   i  , R   i  ) simultaneously specifi es the possible values of 
the variables in  V  in order to satisfy  R . Let  V   k   = { x   k 1 ,  x   k 2 , …,  x   kl }  be a subset of 
 X , and an l-tuple ( x   k 1  ,  x   k 2,  …,  x   kl )  from  d ( x   k 1 ),  d ( x   k 2 ), …,  d ( x   kl  ) can therefore be 
called an  instantiation  of the variables in  V   k  . An instantiation is a solution if 
and only if it satisfi es the constraints  C .     

•    Imperative and Declarative : This is the capacity of a language to describe 
imperative and declarative aspects in the same model, since sometimes a part of 
the process is completely unknown, and other parts are totally known.  
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•    Use of the language:  The existing proposals that we have analysed are focused 
on different objectives:  Validation  of the model for a trace of events,  Construction  
of automatons to generate a possible sequence of activities, or  Assistance  to the 
user to decide which is the best activity to execute at runtime.  

•    Data perspective:  The possibility to include the values of the data-fl ow vari-
ables in the rules that describe the declarative model.  

•    Pre and Post-condition:  The inclusion of a description of the system before and 
after it is instantiated by means of pre and post-conditions. This is a relevant 
aspect since it allows the modeller to describe the data before and after the pro-
cess execution, without the inclusion of details about the internal description of 
the process.  

•    Optimization Function:  The possibility to include an optimization function in 
the declarative description that is taken into account in the model.     

5.4.2      Analysis of Declarative Languages 

 Some of the most important declarative languages have been included and com-
pared in this section.

•     Pocket of fl exibility . This solution is based on constraint specifi cation of the 
business process workfl ow. The constraint specifi cation framework [ 18 ] repre-
sents the workfl ow as a directed graph where there are two types of nodes: activ-
ity nodes and coordinator nodes. In the framework, it is possible to combine 
activities whose relation is known with activities whose relation is unknown 
(called pocket of fl exibility) that include a set of constraints for concretizing the 
pocket with a valid composition of work-fl ow fragments. It includes different 
types of constraints (Serial, Order, Fork, Inclusion, Exclusion, Number of execu-
tions for activity or in parallel). The constraints relate the number of times that 
each activity can be executed and the order and/or mandatory execution of each 
activity. The proposal defi nes a set of algorithms to fi nd possible discrepancies 
between the constrains that describe the process and an instance. The implemen-
tation is based on a made-to-measure algorithm that uses the graph to represent 
the constraints. The implementation has been included in the prototype called 
 Chameleon . The data aspect has not been included in this proposal.  

•    DeCo.  Irina Rychkova et al. in [ 19 ], [ 4 ] and [ 20 ] presented a declarative BP 
specifi cation language that enables designers to describe the actions that a busi-
ness process needs to contain, but not where their specifi c sequence can be post-
poned to the instance time. They improve the alignment of the BP with the 
business strategy of an organization by giving a synthesis of a set of business 
processes (abstracting the control fl ow), while maintaining a rigorous relation-
ship with the detailed process. These specifi cations complement the traditional 
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(imperative) business process model by specifying the process independently 
from a particular environment, (e.g. a process can be executed). This technique 
includes checking the conformance of the imperative and the declarative specifi -
cations, using the case handling paradigm [ 21 ]. For every action of the working 
object they defi ne a precondition and a postcondition. A precondition specifi es a 
set of states where the action can be executed, and postcondition specifi es the 
possible set of states after the action was executed. The pre and postcondition 
represent how the different actions can modify the state of the objects trans-
formed during the process execution, they do not defi ne the order of the actions, 
as different imperative description for the same declarative descriptions are pos-
sible. Thereby this proposal focuses on the problem from the working object 
point of view, and data values is one of the analysis.  

•    Compliance Rule Graphs . The Compliance Rule Graphs (CRGs) [ 5 ,  22 ,  23 ] 
focus their challenge on fi nding an appropriate balance between expressiveness, 
formal foundation, and effi cient analysis. For these reasons, the authors propose 
a language based on a graph representation where the order of the activities and 
the occurrence or absence of activities can be included as well. The proposal 
verifi es the correctness of the process analysing the compliance rules and the 
events monitored. The description of the order of activities can be enriched 
including conditions to the rules that will be satisfi ed or not depending on the 
data value for each instance. The analysis is done using pattern matching mecha-
nisms, and is included in a prototype called SeaFlow.  

•    Em-Bra   2   Ce.  The Enterprise Modeling using Business Rules, Agents, Activities, 
Concepts and Events (Em-Bra 2 Ce) Framework [ 24 ,  25 ] presents a declarative 
language based on SBVR (Semantics Of Business Vocabulary And Business 
Rules) to describe the vocabulary of the process, and an execution model to rep-
resent the control fl ow perspective based on Colored Petri Nets. The use of 
SVBR allows the description of data aspects in the business process that can be 
included in the ECA (Event Condition Action) rules, used as a pattern to write 
the rules.  

•    Penelope.  The language Penelope (Process ENtailment from the ELicitation of 
Obligations and PErmissions) [ 6 ] expresses temporal rules about the obligations 
and permissions in a business interaction using Deontic logic. This language is 
supported by an algorithm to generate compliant sequence-fl ow-based process 
models that can be used in business process design. This language uses the Event 
Calculus to model the effects of performing activities with respect to the coming 
into existence of temporal deontic assignments. The only type of data that is 
included in the defi nition is related to the execution time of the activities, but the 
data managed during each instance is not an object of the proposal.  

•    ConDec.  The ConDec [ 12 ] language was designed for modelling and enacting 
dynamic business processes. The language defi nes the involved activities in the 
process and the order relations between them. This order relation is expressed 
using LTL to represent desirable or undesirable patterns within a history of 
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events. However, LTL formulas are diffi cult to read due to the complexity of 
expressions. Therefore, the authors have defi ned a graphical syntax for some 
typical constraints that can be encountered in workfl ows. ConDec initially 
defi ned three groups of templates to make the defi nition of activity relations 
easier: (1) existence, (2) relation and (3) negation templates. An automaton can 
be built in accordance with the ConDec model, where the automaton can be used 
to validate a sequence of events. Declare tool [ 26 ] is a prototype of a workfl ow 
management, that supports the ConDec language. This tool has been used for 
frameworks such as  Mobucon  [ 27 ,  28 ] for runtime validation. This framework 
allows for the continuous verifi cation of compliance with respect to a predefi ned 
constraint model. ConDec has been enlarged to include the resource perspective 
(ConDec-R) and the data-aware constraints in Declare, both analysed in the fol-
lowing items.  

•    ConDec-R.  This is an extension of the ConDec language to include a description 
of the resources necessary during process execution. The implementation 
 extension, called ConDec-R [ 29 ], assists the user by means of recommendations 
to achieve an optimized plan for one or multiple objectives [ 30 ]. In order to 
obtain the plan, a CP paradigm is used, combined with a set of algorithms to 
minimize evaluation time. Although this proposal incorporates the resource per-
spective which is a type of data, this type of information is not oriented to activity 
input and output data.  

•    Data-aware Constraints in Declare.  This is an extension of the Declare 
framework [ 31 ] that permits the representation of the input, internal and output 
data of the activities in a declarative representation of the order of the activity. 
Event calculus has been used to formalize the language and to validate if the 
traces of events are in accordance with the declarative model. Although the 
data aspect is included, only input and output data relations between activities 
can be described.    

 Although all these declarative languages include some information about data, 
none of them include the data input and output of the activities with the aim to opti-
mize the object obtained from the business process.  

5.4.3     Declarative Languages Comparative 

 Compared with declarative languages, our proposal DOODLE includes data- 
oriented aspects in a declarative manner. It is done by means of a set of constraints 
that describe the data exchanged among the activities, when their relations cannot 
be defi ned explicitly at design time. The model and the reasoning framework use 
Constraint Programming, in order to infer the possible values of the data and achieve 
the optimization function at run-time    (Table  5.3 ).

5 Data-Oriented Declarative Language for Optimizing Business Processes



70

5.5          Conclusions 

 In this paper, we have analysed some of the most relevant declarative languages in 
business processes. From this analysis we have detected that none of them permit 
the data declarative description in the business processes, and how it can infl uence 
in the obtained model. In this paper, a declarative language called DOODLE is 
described, which permits the description of the data exchanged among the activities 
of the process in a declarative way by means of constraints, and obtains an optimiza-
tion of the business process objects. 

 For future work, we plan to enlarge the language to support more complex 
semantics and data relations. We also consider interesting the development of a 
framework for the transformation from the declarative model to an imperative 
model implemented in a Business Process Management Systems, and supporting 
different types of technologies in a transparent way for the business modeller.     
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    Abstract     We present a set of practices for the development of data-centric 
 information systems (IS’s). The practices are about the architectural envisioning of 
systems and model-driven analysis of their certain subsystems. The goal of the 
architectural envisioning is to quickly achieve a suitable (in terms of well- established 
patterns) decomposition of the system into relatively autonomous subsystems to 
facilitate better understanding of it as well as support its design, implementation, 
maintenance, and future evolution. The goal of the model-driven analysis is to treat 
models as fi rst-class citizens to facilitate better understanding of the system as well 
as the automation of its development. The practices can be used in the context of 
different development methodologies.  

  Keywords     Business architecture   •   Subsystems   •   Model-driven development   
•   Data-centric systems  

6.1         Introduction 

 Databases are the core of many information systems (IS’s). Recently data-centric IS 
development approaches, in case of which informational entities have a driving role 
in the context of business process design, have gained interest [ 1 ,  2 ]. Independently 
of this line of research, we have over the years developed and mastered a set of 
practices for the development of data-centric IS’s. The practices are based on a 
methodological framework for the Enterprise IS strategic analysis and development 
[ 3 ,  4 ]. The practices use data to drive the modeling (including process modeling) of 
systems. There is a wide body of literature about data modeling patterns. One can 
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use the enterprise integration pattern (a pattern of patterns) [ 5 ] as the basis of 
data- centric system decomposition and assembly patterns [ 5 ] as the basis of devel-
opment of the identifi ed data-centric subsystems. 

 We have developed these practices based on our years of experience of work in 
the area of teaching development of IS’s to university students with the focus on 
database development. Students have to develop a part of the software of a data- 
intensive transactional enterprise IS in their course projects. In these projects data-
bases are implemented as SQL databases. However, the presented practices do not 
prescribe the use of a particular database platform. Like in real life projects, the goal 
is to achieve the best possible result in the context of limited time and limited 
 number of participants, who may have different interests as well as different level 
of knowledge and practical experience. During the last 10 years more than 1,000 
student projects have been created based on the practices. 

 The rest of the paper is organized as follows. Firstly, we explain the context of 
using the practices and refer to some related work. Next, we explain and discuss our 
practices of developing data-centric IS’s. We use the IS of a university as an exam-
ple. However, the practices are general and can be used in case of IS’s from other 
domains as well. We cannot present a thorough and complete example of using the 
practices due to space restrictions. Therefore, we use smaller examples based on the 
university system to facilitate understanding of the practices.  

6.2     The Context of Using the Practices 

 The practices describe two sets of activities. One is  architectural envisioning  and 
another is  model-driven development of subsystems . In case of the model-driven 
development, we only consider the  analysis  part of the development in this paper 
due to space restrictions. One could perform both sets of activities or use only the 
architectural envisioning practices to fi nd and prioritize subsystems, which consti-
tute the business architecture of the IS. The use of the architectural envisioning 
practices facilitates the quick creation of a business architecture specifi cation of an 
IS, which is a critical stabilizing force [ 6 ] during the development and allows us to 
ask and answer important questions about the scope, schedule, and cost of the sys-
tem development. One must be able to use (data) modeling patterns for this purpose 
in order to achieve the speed of development and the quality of the result. 

 We propose a set of practices rather than a complete methodology or a methodol-
ogy framework, meaning that the practices can be used completely or partially in 
the context of different methodologies, which follow different development models 
(waterfall, iterative etc.) and prescribe different sets of roles, software languages, 
supporting tools etc. For instance, the Disciplined Agile Delivery (DAD) [ 7 ], which 
is a non-proprietary, agile process  framework  that covers the entire delivery life 
cycle by adopting and tailoring strategies from a variety of sources, specifi es the 
 inception phase  as the fi rst phase of system development. During this phase, among 
other things, architectural envisioning and initial release planning take place, which 
could employ the practices that are proposed in the paper. 
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 The proposed practices are domain-specifi c because they are designed to be used 
for the creation of  data-centric transactional systems , the main task of which is to 
manage data. These systems employ window-on-data applications [ 8 ], the user 
interface of which consists of windows (or web-pages) that allow users to read and 
modify data through the entire life cycles of the interconnected main entity types. 
Therefore, we see a similarity between our approach and data-centric approaches to 
business process design [ 1 ,  2 ] because in both cases data has a foundational role in 
the context of business process design. For instance, the practices suggest the use of 
the data-centric decomposition of a system as the basis for fi nding the functional 
decomposition of the system. In addition, life cycles of the main entity types guide 
the creation of process models, which is similar to existing object lifecycle-based 
data-centric approaches [ 2 ]. The acronym BALSA—“Business Artifacts with 
Lifecycle, Services, and Associations” is used to refer to the main building blocks 
of data-centric workfl ow models [ 1 ]. Similar concepts are used in the context of our 
proposed practices as well (see Sect.  3.5 ). 

 The practices do not prescribe a particular modeling language. We have used the 
UML in the projects that apply the practices. The reason is that UML is nowadays 
seen as standard language for the IS modeling and there are many CASE tools that 
support the use of UML and to some extent the generation of documentation and 
code based on models. However, one could use, for instance, some ERD notation or 
Object-Role Modeling for the creation of conceptual data models during the model- 
based development of subsystems. The proposed practices are independent of logi-
cal platforms (like the type of the underlying data model of a database) and physical 
platforms (like the database management systems that will be used to implement 
databases) that will be used to create the systems. The practices are not used to 
describe the technical architecture of an IS but the business architecture, which can 
be implemented by using different technical means. Hence, for instance, the prac-
tices do not prescribe a particular type of communication (synchronous vs. asyn-
chronous) between the presentation layer (created based on the specifi cations of 
areas of competence and/or functional subsystems), application layer (created based 
on the specifi cations of functional subsystems), and the database layer (created 
based on the specifi cations of registers). 

 The practices try to increase  agility  by suggesting how to  quickly  produce  high 
quality solutions . The practices combine, in our view novel manner, ideas from dif-
ferent techniques, methods, and strategies. For example, like the DAD they suggest 
using initial architectural envisioning in the early stages of development [ 7 ] and like 
Giles [ 5 ] and Piho [ 9 ] they suggest the data-centric use of  patterns  to speed up this 
process as well create specifi cations that would be better than  barely good enough . 
In addition, it should ensure that evolution of the system causes as little as possible 
changes in the structure of subsystems as well as within the subsystems. It should 
also ensure that the models and implementations of subsystems have to be refac-
tored as little as possible. The change rate of the structure of subsystems is generally 
slower than the change rate within the subsystems.  

6 A Set of Practices for the Development of Data-Centric Information Systems



76

6.3     The Practices 

 A well-known strategy for solving a complex problem is to divide the problem into 
smaller and more manageable pieces (subproblems) and to solve the big problem 
step-by-step by solving the subproblems [ 10 ]. The task of developing an IS is a 
complex problem that can be solved by using this problem-solving strategy. One 
can divide a system into subsystems to manage complexity and to specify different 
types of subsystems to separate concerns. Of course, this kind of approach is not 
new in the context of IS development. For instance, the BALSA methodologies 
require that business processes should be designed in terms of artifacts that encap-
sulate business-relevant data and have an associated macro-level life cycle [ 1 ]. 
Similarly, Engels et al. [ 11 ] present an approach, according to which one should 
fi nd business services of an organization and their corresponding domains in the IS 
by using a  functional decomposition technique . The approach structures the system 
based on its functionality but does not structure it based on the organizational struc-
ture or data. Therefore, it does not give the full picture of the system. 

6.3.1     Structure Elements of the Business Architecture of an IS 

 Based on our approach, one must describe the layered business architecture of each 
IS in terms of three types of interconnected subsystems: areas of competence (orga-
nizational subsystems), functional subsystems, and registers (data-centric subsys-
tems) [ 3 ]. The architecture should take into account the expected evolutionary path 
of the organization (with the perspective of about 5 years) to make the architecture 
more stable and able to withstand short-term changes. 

 Each area of competence corresponds to a role in the organization that will use 
the IS in order to achieve its goals. The role can be internal to the organization or 
external. External roles correspond to different types of customers who use the ser-
vices provided by the organization. Each functional subsystem corresponds to one 
or more business processes. Each register corresponds to a main business entity 
type. Among other things, registers are used to store the current state of known main 
business entities and possibly also the history of state changes. Each register pro-
vides a set of services, through which one can access the data in the register. We 
specify the services by using the notion of  design by contract  (see Sect.  3.5 ). 

 We differentiate between administrative and business functional subsystems and 
registers. Each business functional subsystem (top-level core business service accord-
ing to the terminology in [ 11 ]) directly helps an organization to achieve its business 
goals. These goals (and tasks that correspond to the goals) are the reason why the 
organization currently exists. For instance, the main goals of a university are to teach 
students and facilitate research and development. Hence, some of the business sub-
systems of its IS are  student management ,  curriculum management , and  scientifi c 
projects management . Each administrative subsystem (top-level  management & sup-
port service according to the terminology of [ 11 ]) helps an organization to perform 
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its administrative tasks. These tasks are needed to  support  achieving the business 
goals of the organization but the tasks (and their corresponding goals) are not the 
reason why this organization currently operates. For instance, a university needs to 
have buildings for teaching and research as well as contracts with its partners and 
service providers. Hence, examples of administrative subsystems of its IS are  build-
ing management  and  contract management . A subsystem, which is a business sub-
system in an IS, can be an administrative subsystem in another and vice versa, 
depending on the current business goals of the organizations. It is also possible that 
if a business evolves and its focus changes, then some of its business subsystems 
become administrative and vice versa. 

 Each area of competence uses the services of one or more functional subsystems 
to achieve its goals in the context of the organization (see Fig.  6.1 ). Each functional 
subsystem uses the services of one or more registers to provide required services to 
the areas of competence (see Fig.  6.1 ).

6.3.2        Working Out the Business Architecture of an IS 

 Next, we describe practices for  quickly  fi nding subsystems of data-centric IS’s. 
Firstly, one has to fi nd the areas of competence, each of which corresponds to a role. 
A possibility to fi nd internal roles of an organization is to treat organizational units 
and positions that are currently used in the organization as roles. A downside of the 
approach is that it forces us to closely follow the current practices of an organization 
and carry these over to the new IS. It can very well happen that the business will be 
changed together with the development of the IS and it leads to a new organizational 
structure and set of positions with changed responsibilities. 

  Fig. 6.1    An example of different types of subsystems and their interconnections in an university IS       
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 Optionally, representatives of areas of competence can participate in the 
 development work [ 3 ]. They could describe their goals, problems with an existing 
system (if such system exists), and requirements to the new system from their per-
spective. This approach is based on the meta-design theory [ 12 ], which means active 
end-user participation in the system development. Representatives of areas of com-
petence can even themselves create models that describe their requirements to the 
new system. The models of areas of competence are a source to the next step, 
the goal of which is to fi nd the main business entity types of the organization. These 
are the basis for identifying registers and subsequently the functional subsystems 
that read and manage data in the registers. One can skip the modeling from the per-
spective of areas of competence, for instance, if there are strong time restrictions, 
system is simple, or the developers who start to specify functional subsystems and 
registers know the organization and its domain well enough. 

 The main business entity types become the basis of a stakeholder vocabulary. 
One can use the enterprise integration pattern [ 5 ], which refers to the main concepts 
of organizations (party & role, location, agreement etc.), to  systematically  identify 
the main business entity types. Each such concept has a corresponding assembly 
pattern [ 5 ], which can be used to quickly start the creation of the conceptual data 
model of the corresponding register. For each such concept, one has to think whether 
the IS of the organization has to manage data that corresponds to the concept or 
some domain-specifi c subtype of the concept. For instance, a university IS has to 
manage data about  parties and roles  (students, workers, partners etc.) as well as 
about the  locations  where the university is situated. These concepts are presented in 
the integration pattern [ 5 ]. On the other hand, the integration pattern [ 5 ] does not 
mention the concept  study plan . However, a study plan is a kind of  agreement  
between a student and the university and the concept  agreement  is present in the 
integration pattern. Each student who submits a study plan agrees to study a set of 
courses and the university agrees to teach the courses. 

 A concept that requires a corresponding administrative register and functional 
subsystem in the architecture of most of the IS’s is “classifi er”. Classifi er values 
(reference data) are used to categorize other data in a database or relate data in a 
database with the data that is outside the control of the organization [ 13 ]. Our pro-
posed practices require the use of state classifi ers in order to be able to record the 
current state (and possibly the history of state changes) of main business entities. In 
general, there would be a separate state classifi er for each main business entity type. 
Therefore, for instance, if  study plan  is a main business entity type, then it is associ-
ated with the business entity type  study plan state type , which is a subtype of the 
main business entity type  classifi er . It would also mean that data in the  register of 
study plans  is associated with data in the  register of classifi ers . 

 One can use other frameworks like the business model canvas [ 14 ] and columns 
of the Zachman framework [ 15 ] as tools that facilitate  systematic  discovery of the 
main business entity types. Each column of the Zachman framework focuses on a 
single, independent phenomenon [ 9 ]. Table  6.1  presents an example of using the 
framework in case of a university IS. The technique is similar to the use of 
 conceptual class category list during domain modeling [ 16 ]. Piho [ 9 ] demonstrates 
that each Zachman framework column has corresponding archetype patterns. 
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For instance, the pattern  Party  [ 17 ] corresponds to the column “Who”. These 
assembly patterns help us to quickly start the modeling of the corresponding 
registers.

   We propose to defi ne the business architecture so that there is a separate register 
for each main business entity type. Conceptually it means that data about an entity 
that belongs to a main entity type is clustered together. In general, we suggest to 
have for each register a separate functional subsystem that  manages  (creates, reads, 
and possibly updates and deletes) data in the register. Therefore, for instance, if 
there is a  register of study plans , then there should also be a separate  study plan 
management functional subsystem  (see Fig.  6.1 ). We fi nd the list of functional sub-
systems based on the list of registers. We derive the names of functional subsystems 
and registers from the names of main business entity types. 

 However, in case of our approach, the management relationship between the 
functional subsystems and registers is not bijective. There are situations, in which 
case a functional subsystem is permitted to manage data in more than one register 
and more than one functional subsystem could manage data in a register. 

 Let us assume that there is a main business entity type  e  that has a corresponding 
register  r . Let us also assume that the data in  r  is managed by the functional subsys-
tem  f . One does not have to create a separate functional subsystem to manage data 
in the register  r ′ that is created in order to keep track of the history of the state 
changes of  e . Instead, the business architecture can be defi ned in a way that  f  man-
ages data in both  r  and  r′ . We note that if it is not necessary to keep track of the 
history of state changes of  e , then the register  r′  will not be needed. Tracking of 
history of state changes is needed in case we need to know who, when, and why 
changed the state of a main entity (question of responsibility).  

6.3.3     Desired Properties of the Business Architecture of an IS 

 Market requirements, laws and regulations that infl uence the business as well as 
technical platforms evolve. Therefore, IS’s (structure and business processes of 
organizations as well as their supporting computer systems) must also evolve to 
meet the needs of their owners and users. IS’s should be evolutionary in the sense 

   Table 6.1    An example of the use of the Zachman framework columns for discovering and 
classifying the main business entity types in case of a university IS   

 What (Things) 
 How 
(Processes) 

 Where 
(Locations)  Who (Persons)  When (Events) 

 Why 
(Strategies) 

 Course  Assessment  Structural unit  Student  State changes 
of courses, 
assessments, 
buildings, 
students, study 
plans etc. 

 Curriculum 
 Gallup  Graduation  Building  Worker  Study plan 
 Document  Gallup 

answering 
 Room  Partner  Timetable 

 Contract  Competitor 
 Classifi er  Supplier 
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that they must be able to withstand and deal with evolutionary changes. If an 
 organization evolves, then new subsystems could be added to the architecture of its 
IS, existing subsystems could be modifi ed, or possibly some subsystems have to be 
phased out. The latter is much more probable in case of business subsystems 
(because the organization can change its business focus over time) rather than 
administrative subsystems. In order to facilitate the development of a system in a 
piecemeal fashion and simplify making changes in the system, its decomposition 
into subsystems must follow the advice of patterns of assigning responsibilities 
(General Responsibility Assignment Software Patterns, GRASP) like  Low Coupling  
[ 16 ] and  High Cohesion  [ 16 ]. Low Coupling means in this context that a subsystem 
should not depend too much on other subsystems. It helps us to achieve low depen-
dency of subsystems, low change impact of subsystems, and increased reuse of the 
artifacts that are created during the development of subsystems. If one changes the 
internal structure or behavior of a subsystem  s  so that it can still provide the services 
that have been previously agreed, then one does not have to change the subsystems 
that use the services of  s . It is similar to the concept “data independence” [ 18 ] in the 
database world and simplifi es the evolution of subsystems. High Cohesion means in 
this context that the responsibilities of a subsystem must be strongly related in order 
to reduce the complexity of subsystems. 

 The use of the architecture guidelines ensures that the resulting subsystems have 
 high cohesion , meaning that all the responsibilities of a subsystem are related to a 
main business entity type. For instance, the  study plan management functional sub-
system  has responsibilities that are associated with managing study plans during 
their entire life cycle (register a new study plan, submit the study plan, search study 
plans etc.). On the other hand, it does not have responsibilities to manage timetables 
or assessments because these are the responsibilities of the  timetable management  
and  assessment management  functional subsystems, respectively. It is consistent 
with the GRASP pattern  Information Expert  [ 16 ], according to which a responsibil-
ity must be assigned to the class (or in this case a subsystem) that has the informa-
tion necessary to fulfi ll the responsibility. However, one has to bear in mind that a 
functional subsystem may have to  read  data from more than one register in order to 
provide required services to the areas of competence. For instance, the  study plan 
management subsystem  has to read data from the  register of workers  in order to 
allow students to select a teacher in case of a course. 

 The approach that each main business entity type has generally a corresponding 
functional subsystem and register also ensures that the resulting subsystems have a 
relatively similar size, which can be measured as the number of responsibilities. If a 
subsystem has unrelated responsibilities (for instance, manage study plans as well as 
curricula), then it may be too big and hence more diffi cult to develop. The use of the 
guidelines also helps us to achieve  low coupling  between functional subsystems and 
registers in the sense that each functional subsystem manages (creates, reads, and pos-
sibly updates and deletes) data in as few registers as possible. However, the intercon-
nection of the life cycles of the main business entity types contributes to the increase 
of coupling between subsystems. For instance, if one deactivates certain number of 
courses, then one may also have to deactivate a curriculum that includes the courses. 

E. Eessaar



81

One can solve the problem by letting the  course management functional subsystem  
invoke an operation (service) that is provided by the  register of curricula . Another 
solution is to extend the responsibilities of the operations that are provided by the 
registers (in this case the operation  deactivate course  of the  register of courses ) so that 
they could directly modify data in other registers or invoke operations (services) of 
other registers. The fi rst solution increases coupling between functional subsystems 
and registers. The second solution increases coupling between registers.  

6.3.4     The Development Plan of an IS 

 Nowadays there is practically no green-fi eld software development [ 6 ] meaning that 
usually new systems have to replace or extend existing systems. But even in this 
case the architectural envisioning practices are useful because the resulting archi-
tecture is a framework, based on which to continue the development of the system. 
Users are usually satisfi ed with some implemented subsystems, are not satisfi ed 
with others, and some subsystems are not implemented at all. In case of the latter, 
one has to decide whether to implement these by adapting Commercial Off-The- 
Shelf software packages or create them from scratch. Regardless of the decision, 
one has to integrate the existing software with the implementations of new subsys-
tems by using appropriate enterprise integration patterns [ 19 ]. Data in a register 
usually has to refer to data in other registers to make the business context fully 
understandable. Hence, the creation of a  shared database  [ 19 ] that implements all 
the registers is a suitable selection in case of the use of the practices. 

 The business architecture allows planners to create the development plan by priori-
tizing the subsystems and determining their development order. Development of the 
system consists of a series of projects, each of which includes development of one or 
more subsystems. The proposed practices are fl exible enough to allow the develop-
ment of the entire system by using only one project and iteration— essentially devel-
opment based on the waterfall model. However, in this case the advantage of solving 
a big (system development) problem in a piecemeal fashion will be lost. The planners 
should use the requirements of stakeholders, information about the currently imple-
mented parts of a system as well as information about the classifi cation of subsystems 
and interconnections between the subsystems to determine the most important sub-
systems that should be fi rstly designed and implemented. Importance in this context 
could mean importance to the customer in the sense that the subsystems in question 
support the most critical parts of its business process or are technically the most chal-
lenging. Importance could also mean that even the fi rst versions of some subsystems 
cannot be implemented without implementing the fi rst version of some other subsys-
tem. By starting the development with such subsystems, we tackle the risks and try to 
prove the architecture as early as possible (similarly to the goals of DAD [ 7 ]). One 
should develop registers, the data of which is read by many different functional sub-
systems in the early stages of development in order to deal with possible risks in the 
early stages of development as well as prepare for the development of functional 

6 A Set of Practices for the Development of Data-Centric Information Systems



82

subsystems that read data from such registers. Many functional subsystems need to 
read data from the administrative registers. Therefore, development of administrative 
subsystems (for instance, the  register of classifi ers ) must start in the early stages of 
the overall system development. Because many IS’s have similar administrative sub-
systems there is a greater chance than in case of domain-specifi c business subsystems 
that for these subsystems there are available patterns that “can give the modeler 
proven, robust, extensible, and implementable designs” [ 5 , p. 38]. 

 There is freedom to decide whether to use the waterfall model or the iterative 
model in the resulting projects. In the projects, one could use the proposed model- 
driven development (MDD) approach (see Sect.  3.5 ) and possibly do it in an agile 
manner as described by [ 20 ]. If the decision was made to develop the system or 
parts of it from scratch, then the use of MDD would allow developers to achieve 
semiautomatic creation of the system or its parts by using transformations.  

6.3.5        Model-Driven Analysis of Subsystems 

 For the development of subsystems from scratch, we suggest developers to use a 
model-driven development approach, according to which one has to model a system 
from different aspects and for different audiences to fi nally implement the system 
with the help of model transformations. Based on the models of functional subsys-
tems one will fi nally reach to the application software that will automate business 
processes. Based on the models of registers one will fi nally reach to the databases. 
In this paper, we do not consider optional modeling of areas of competence. A usual 
practice would be to develop a functional subsystem together with its managed 
registers. This could produce new requirements to the registers that are read by the 
functional subsystem. The fi rst versions of the latter registers must be ready or 
developed in parallel with the functional subsystem. Developers should start with 
the modeling of registers. Later the modeling of the functional subsystem and reg-
isters can continue in parallel. Information captured in the models of registers is an 
important input for the modeling of functional subsystems. 

 Developers should at least defi ne objectives as well as create a conceptual data 
model, state machine diagram of the main business entity type, and contracts of 
database operations in order to model registers from the analyst’s perspective (it 
corresponds to the business management’s perspective in [ 15 ]). Objectives should 
be defi ned in a way that it would be later possible to measure their fulfi llment. 
Conceptual data model consists of entity-relationship diagrams and textual specifi -
cations of entity types and attributes. It is a non-technical model that is used to 
capture requirements to the database. It must be free of implementation consider-
ations (like for instance, which data model will be used to implement the database). 
Similarly to [ 18 ], we use a subset of the UML class diagram notation in order to 
create entity-relationship diagrams. Conceptual data model also contains declara-
tive specifi cations of constraints to data. These are derived from the business rules 
of the organization. One could specify constraints by using some formal language 
like OCL [ 21 ] or a natural language that is inherently more imprecise but more 
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understandable to the human users. These constraints are invariants that cannot 
be violated by any operation (service) that is provided by the registers. 

 We model the entire life cycle of the main business entity type by using a state 
machine diagram. In addition, in the conceptual data model one must foresee that it 
must always be possible to fi nd the current state of a particular main business entity 
based on the data in the database. One can use state classifi ers for this purpose. One 
has to specify the operations (services) that are provided by a register by using con-
tracts of database operations based on the principles of design by contract. Pre- and 
postconditions of the contracts have to be specifi ed in terms of the attributes/ 
relationship types/entity types that are defi ned in the conceptual data model. We 
usually write only contracts of operations that modify data. Each state transition that 
is specifi ed in the state machine diagram must have a corresponding operation. For 
instance, a study plan can move from the state “created” to the state “submitted”. 
It is modeled by using a state machine diagram that is a part of the specifi cation of 
the  register of study plans . The register must provide an operation (service) for 
changing the state of a study plan from “created” to “submitted”. Hence, there must 
be a contract that specifi es the operation. 

 Each functional subsystem corresponds to one or more business processes. We 
suggest to model functional subsystems from the analyst’s perspective by defi ning 
at least their objectives and creating fully dressed use cases [ 16 ]. It must be possible 
to measure the fulfi llment of objectives. Each use case must help users to achieve 
one or more of these objectives. The textual specifi cation of use cases must contain 
references to the contracts of database operations. If we fi rstly identify the life cycle 
of the main entity type and based on that identify the operations (services) that are 
provided by the registers, then these can be used as the basis to discover use cases 
that need the services. If we fi rstly describe use cases independently of the defi ni-
tion of the registers, then we still have to check whether each operation is invoked 
by at least one use case. If not, then it means that we have to create a new use case 
or modify an existing use case. In this sense data is “a fi rst-class modeling primi-
tive” [ 1 ] that helps us to guide the process modeling.   

6.4     Conclusions 

 In this paper, we presented practices for the architectural envisioning of the data- 
centric transactional IS’s and model-driven analysis of the identifi ed functional sub-
systems and registers. We explained the context of using the practices and 
acknowledged that the practices can be used together with different development 
methodologies as well as technical architectures and software languages. 

 Future work must include specifi cation of a detailed metamodel of the practices. 
It can be used to compare the practices with the similar approaches like the different 
data-centric approaches of business process design. Although we have used the 
practices successfully with the existing CASE tools it is worth to consider the 
 creation of a specialized CASE tool that supports these practices. The metamodel is 
needed to create such a tool.     
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    Abstract     Systems engineering is currently evolving to extend beyond the scope of 
a single system. Recently, the increasing number of interacting systems in society 
and industry generated a growing interest in a class of complex systems, called 
Systems of Systems (SoS), whose components are complex and independent. There 
is a growing interest for the creation of synergies between these component systems 
to achieve the desired performance of the overall system (SoS). The SoS approach 
is intended to build and analyze complex, independent and heterogeneous systems 
working (or designed to work) in cooperation. The SoS concept presents a high 
level perspective that explains the interactions between the independent systems. 
In the context of SoS engineering, interoperability is one of the most challenging 
problems. The aim of this paper is to present an interoperability framework and a 
conceptual model to formally structure knowledge about SoS Engineering and build 
an Ontology of SoS Interoperability (OoSoSI).  
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7.1         Introduction 

 The issue of interoperability is crucial especially when integrating multiple hetero-
geneous and independently governed systems. In recent years the concept System 
of Systems (SoS) has emerged as a new approach to solving complex problems [ 1 ]. 
In [ 2 ], the author has derived, from a variety of SoS defi nitions, this defi nition: a 
“System of Systems is any system that is a relatively large and complex, dynami-
cally evolving, and physically distributed system of pre-existing, heterogeneous, 
autonomous, and independently governed systems, whereby the system of systems 
exhibits signifi cant amounts of unexpected emergent behavior and characteristics” 
[ 2 ]. SoS are complex socio-technical systems that interconnect multiple compo-
nents, not only hardware and software but also organizations, processes and human 
resources systems. To control this complexity and this multidisciplinary aspect, sev-
eral researches have been devoted to the construction of SoS architectures in terms 
of components, relationships between these components and the evolution of the 
resulting structure over time. Mastering and understanding the nature of the rela-
tionships between SoS’ components make the treatment of the problem of inter- 
operability much easier. This problem is widely studied in many fi elds and several 
solutions have already been developed: [ 3 – 6 ], and many others. Although these 
solutions do not cover all aspects of SoS engineering, they represent a solid basis to 
propose and build new solutions covering all levels of interoperability according to 
many of the existing interoperability models of reference. However, the proposal of 
such new solutions requires an enormous effort to master knowledge (usually non- 
formal) on SoS and interoperability. This knowledge is related to concepts describ-
ing the fi eld of interoperability for SoS and thus include concepts related to the 
description of a SoS (this is equivalent to describe the elements of its architecture) 
and the concepts related to the fi eld of interoperability (characterization of the prob-
lems and solutions). Having a knowledge sharing in the community of SoS engi-
neering, while providing a mechanism for the implementation of this knowledge, 
greatly facilitates the rapid and effi cient development of SoS. This is the main con-
cern of the discipline of Knowledge Management (KM). KM is an area of research 
suggesting methods, techniques and tools assisting the creation, acquisition, sharing 
and use of knowledge in an organization [ 7 ]. New formalisms are introduced to 
represent the underlying concepts in a domain of knowledge, the relationships 
between them, and the semantics of these relations, regardless of the use of this 
knowledge. The Ontology Engineering is a methodology that can be used to gener-
ate knowledge representation and knowledge reasoning models for Knowledge 
Based Systems (KBS) [ 8 ]. In the scope of this paper, we tackle the problem of SoS 
interoperability knowledge description (i.e. the description of problems and solu-
tions related to Interoperability in the context of SoS Engineering). To structure this 
description, we propose a stratifi ed and multi-views framework of interoperability. 
Based on this framework, we formally structure SoS interoperability knowledge 
using an Ontology Engineering approach. 
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 Our paper is structured as follows. First, we present some defi nitions of 
 interoperability and some existing Interoperability Frameworks. Afterwards, we 
describe the proposed SoS Interoperability Framework (SoSIF) and the 
Interoperability Conceptual Model to formally defi ne an Ontology of SoS 
Interoperability (OoSoSI). In the last section, we conclude and present an outlook 
on future work.  

7.2     Preliminaries 

 Interoperability is generally seen as “the ability of two or more systems or components 
to exchange information and to use the information that has been exchanged” [ 9 ]. 
Another defi nition of interoperability is “the capability to communicate, execute pro-
grams, or transfer data among various functional units in a manner that requires the 
user to have little or no knowledge of the unique characteristics of those units” [ 10 ]. 

 From these two defi nitions, the two communicating systems necessarily use the 
same communication protocol, i.e.  technical interoperability . Indeed, they should 
use the same format for the representation of information, i.e.  syntactic interoper-
ability . Also, the properly use of the exchanged information requires accurately 
interpretation of the meaning, i.e.  semantic interoperability . Some other levels have 
been proposed by [ 11 ] to defi ne properly use of Data (i.e.  Pragmatic Interoperability ), 
the effect of exchanged information (i.e.  Dynamic Interoperability ) and a formal 
description of information, processes, contexts, and modeling assumptions (i.e. 
 Conceptual Interoperability ). 

 A more general defi nition of interoperability is given by The Commission of the 
European Communities [ 12 ]: “Interoperability is like a chain that allows informa-
tion and computer systems to be joined up both within organizations and then across 
organizational boundaries with other organizations, administrations, enterprises or 
citizens”. In this defi nition, another dimension of interoperability is performed, i.e. 
 Organizational Interoperability . Organizational interoperability “is concerned 
with modeling business processes, aligning information architectures with organi-
zational goals and helping business processes to co-operate” [ 12 ]. Many other defi -
nitions were associated with organizational interoperability [ 13 – 15 ]. These 
proposed defi nitions of organizational “mix methods and standards for the technical 
linkage of business processes (process organization) with questions about the orga-
nization of support functions” [ 16 ]. 

 In the context of SoS Engineering [ 17 ], Interoperability is “the ability of a set of 
 communicating entities  to (1) exchange specifi ed  state data  and (2)  operate on that 
state data  according to  specifi ed, agreed-upon, operational semantics ”. The 
abstract defi nition “communicating entities” could cover three levels: programmatic 
(i.e. entities engaged in the acquisition management of systems), constructive (i.e. 
entities engaged in the development and maintenance of systems) and operational 
(i.e. entities engaged in the operation of systems). The use of “state data” could 
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also cover the same three levels: programmatic, constructive and operational. 
 Programmatic interoperability  is “the ability of a set of communicating entities 
engaged in acquisition management activities to (1) exchange specifi ed acquisition 
management information and (2) operate on that acquisition management informa-
tion according to a specifi ed, agreed-upon, operational semantics” [ 18 ]. In the same 
technical report, another defi nition is given to programmatic interoperability that 
emphases the importance of this level to achieve an effective collective behavior. 
In this context, authors defi ne the programmatic interoperability as “the ability of a 
set of communicating entities to achieve a shared understanding with respect to 
 acquisition management functions to allow them to engage in effective collective 
behavior”. The acquisition includes all activities that are needed to develop, deploy, 
operate, maintain, replace, and dispose of a SoS. The two other aspects of interoper-
ability (constructive and operational) are presented in [ 17 ]: (1)  Constructive 
interoperability  “refl ects the degree to which the different system design, engineer-
ing, and production processes and tools are able to exchange information in an 
understandable manner”; (2)  Operational interoperability  “is closely aligned with 
the traditional defi nition of interoperability (the ability of systems to exchange rel-
evant information), but it adds the notion of compatible (or complementary) opera-
tional concepts”. 

 An interoperability framework is “the set of policies, standards and guidelines 
describing the way in which organizations have agreed, or should agree, to do busi-
ness with each other” [ 19 ]. This defi nition accentuates the need of a standardized 
solution that guides organizations to achieve effective collaboration. Common ele-
ments are needed to be specifi ed when defi ning an interoperability framework such 
as “vocabulary, concepts, principles, policies, guidelines, recommendations, stan-
dards, specifi cations and practices” [ 20 ]. 

 Concerned by the interoperability in the context of SoS, we propose to adopt 
almost the same defi nition of interoperability frameworks. Based on the given defi -
nition of SoS and SoS I, we propose this defi nition of an interoperability frame-
work: “The set of common elements—such as vocabulary, concepts, principles, 
policies, guidelines, recommendations, standards, specifi cations and practices—
describing the way in which programmatic entities achieve a shared understanding 
with respect to acquisition management functions to allow them to engage in effec-
tive collective behavior.” 

 Many e-government frameworks were proposed. We present some examples of 
frameworks proposed to support interoperability in e-Government (Readers are rec-
ommended to see [ 17 ,  21 – 23 ] for a larger survey on e-Government Inter-operability 
Frameworks) in the fi eld of e-Government. 

 In the fi eld of Enterprise Interoperability, The Framework for Enterprise Inter- 
operability (FEI) was initially developed under INTEROP NoE and now is consid-
ered as a coming ISO standard (CEN/ISO 11354). Three main dimensions of the 
framework (FEI) are presented in [ 24 ,  25 ]: (1) Interoperability barriers concerns 
incompatibility problems between enterprise systems; (2) Interoperability con-
cerns describes areas in which interoperability takes place; (3) Interoperability 
approaches defi nes the ways in which solutions can be developed to remove 
interoperability barriers.  
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7.3     SoSIF: A Framework for SoS Interoperability 

 SoSIF is intended to be used by people who are concerned by managing interop-
erability in the context of SoS Engineering and by detecting what might need to 
be improved to meet high level of interoperability between interacting entities. 
For this purpose, the proposed framework helps researchers properly collect 
knowledge covering multiple aspects and views of SoS interoperability. The 
SoSIF forms a basis for experts to organize and structure interoperability knowl-
edge in the context of SoSE. The overall goal is to ease the task of bringing 
together problems and solutions when dealing with SoS interoperability. 

 We fi rstly present an overview of the proposed framework, SoSIF. Then we pres-
ent a conceptualization of interoperability knowledge in accordance with SoSIF. This 
conceptualization is the fi rst step towards the development of a SoS Interoperability 
Ontology (SoSIO). 

7.3.1     An Overview of the Proposed Framework 

 The interoperability framework, presented in Fig.  7.1 , is proposed to structure 
knowledge on SoS interoperability that can help solve interoperability problems. 
The purpose of the proposed framework is not the assessment of interoperability 
when engineering SoS. However, the objective of SoSIF is to structure knowledge 
about Interoperability in the context of SoS and knowledge about existing solutions 
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to solve interoperability related problems. Our proposition is elaborated on the basis 
of INTEROP FEI [ 27 ]. We propose to redefi ne interoperability concerns to support 
those in the SoS Context. The proposed framework shows three (3) views: 
Interoperability concerns, Interoperability approaches and Interoperability barriers.

7.3.1.1       Interoperability Concerns 

 These concerns are classifi ed by stratum (programmatic, constructive and opera-
tional concerns). As defi ned in [ 26 ] there is ten concerns (levels) in the context of 
SoSE. We propose to structure these concerns by interoperability level:

•    Programmatic Level: concerns in this layer are defi ned based on [ 26 ]

    1.    Government and regulatory—At this level, the three main considerations are 
the legal framework that ensures fair competition, the governance of SoS, and 
the implications for society in general.   

   2.    Strategy—This level is concerned with the strategy of the SoS itself. Its strat-
egy will depend on its environment, the volatility of that environment, its 
geographic spread across different legislations in different regions, and the 
nature of its business domain and its perceived risks.   

   3.    Policy—This general level is more concerned with how the SoS regulates and 
constrains what and how it executes its business. It is at this level where con-
siderations such as inter-organizational trust, partnering, service level agree-
ments, and contracts are important. Various fundamental issues such as the 
potential clash between lean operations and the need for resilience must be 
addressed, and plans for risk mitigations are prepared.   

   4.    Operations—It is at this level where organizational and ITC considerations 
overlap. The ideal for the SoS is smooth operations within the established 
strategic and policy constraints of each of the individual organizations and of 
the SoS in which they are embedded. The quality of each interface between 
the organizations is critical in achieving this ideal.    

•     Constructive Level: concerns in this layer are defi ned based on [ 26 ]

    1.    Transactions—At this level, IT&C plays a critical part, and the lower NIF 
(NCOIC (Network Centric Operations Industry Consortium) Interoperability 
Framework) layers are very signifi cant.    

•     Operational Level

    1.    Knowledge/awareness of actions [ 27 ]—In this layer, knowledge represents a 
form of information transmitted from a provider to a consumer with suffi cient 
semantic content for understanding. Suffi cient semantic content allows the 
consumer to understand and take ownership of the knowledge in the sense 
that the consumer is then a “knower” of the knowledge. The knowledge is 
actionable by the knower.   
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   2.    Semantic/information [ 27 ]—In this layer, information represents data combined 
with semantics. The semantics may include a relation to a larger environment 
in which the data can be used. The context in which the data is applied is 
enlarged to include an application context. Information is a set of data in con-
text that has meaning or relevance to an “actor.” That actor may be a human or 
machine that supports business processes and business objectives.   

   3.    Data/object model [ 27 ]—This layer is responsible for the representation of facts, 
concepts, or instructions in a formal manner suitable for communication, inter-
pretation, or processing by humans or automatic means. This representation is 
for characters or analog quantities to which meaning is or may be assigned.   

   4.    Connectivity & network [ 28 ]—This layer is responsible for forwarding pack-
ets from source to destination node based on end-to-end routing information. 
The network layer is responsible for translating logical addresses, or names, 
into physical addresses.   

   5.    Physical Interfaces [ 28 ]—This layer gives the Data-Link layer its ability to 
transport a stream of serial data bits between two communicating systems it 
conveys the bits that move along the cable or over the air.         

7.3.1.2     Interoperability Approaches 

 As defi ned by the ISO 14258, there are three basic ways to relate entities together 
to establish interoperability [ 25 ]:

•    The  integrated approach  characterized by the existence of a common format for 
all the component systems. This format is not necessarily a standard but must be 
agreed by all parties to elaborate models and build systems.  

•   The  unifi ed approach , also characterized by the existence of a common format 
but at a meta-level. This meta-model provides a mean for semantic equivalence 
to allow mapping between diverse models and systems.  

•   The  federated approach , in which no common format is defi ned. This approach 
maintains the identity of interoperating systems; nothing is imposed by one party 
or another and interoperability is managed in an ad-hoc manner.     

7.3.1.3    Interoperability Barriers 

 We adopt the same barriers identifi ed in [ 25 ]:

•    The conceptual barriers are related to the syntactic and semantic differences of 
information to be exchanged as well as the expressivity of the information.  

•   Technological barriers are related to the incompatibility of information technolo-
gies (architecture & platforms, infrastructure). A technological barrier is the lack 
of a set of compatible technologies which prevent collaboration between two or 
more systems. Examples of technological barriers are: Communication barriers 
(incompatibility in the protocols being used to exchange information), Content 
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barriers (different standards used to represent information, or incompatibility in 
the tools used to encode/decode the information being exchanged) and 
Infrastructure barriers (use of different incompatible middleware platforms).  

•   The organizational barriers are related to the defi nition of responsibility and author-
ity so that interoperability can take place under good conditions. These can be 
seen as ‘human technologies’ or ‘human factors’ and are concerned with human 
and organization behaviors which can be incompatible to interoperability.      

7.3.2     A Conceptual Model to Structure SoS Interoperability 
Knowledge in Accordance with SoSIF 

 Some research efforts attempting to defi ne the interoperability domain were pre-
sented in [ 29 ]. These efforts lead, fi rst, to a UML formalization of the Interoperability 
problem based on three meta-models: decisional meta-model, resource composition 
meta-model and systemic meta-model. The Ontology of Interoperability (OoI) [ 30 ] 
was developed based on these research efforts. The operationalisation of this ontol-
ogy was done using the Ontology Web Language (OWL). 

 Based on the proposed framework SoSIF, we have proposed an integration of 
SoS related concepts in the OoI allowing to add a specifi c specialization of the OoI 
in the SoSE domain. A widely adopted defi nition of Ontology is given by Gruber: 
“an ontology is aformal, explicit specifi cation of a shared conceptualization” [ 31 ]. 
As depicted in this defi nition, the fi rst step towards building an ontology is the con-
ceptualization that should be shared. In this paper, we propose a conceptualization 
of SoS Interoperability knowledge in the frame of SoSIF and by specialization of 
the OoI in the SoSE domain. Interoperability knowledge concerns the domain defi -
nition of interoperability (aspects of interoperability) and the proposed solutions 
related to the problem of interoperability. The fi rst elaboration of this conceptualiza-
tion is presented in Fig.  7.2 . The conceptual model in this fi gure represents the 
concepts as declared in the SoSIF. A central concept is “SoS Interoperability” that 
is defi ned by levels, barriers, concerns and implementation approaches.

   The “SoS Interoperability” concept is then defi ned as a specialization of the con-
cept “Interoperability” of the OoI. The “Interoperability Barriers” are presented as 
an interoperability “Incompatibility” that is an interoperability existence condition 
defi ned in OoI. The proposed model is then improved to include relation between 
“Interoperability approaches” and the concept “Solution” from the OoI. This same 
relation was proposed by [ 32 ]. This relation represents the way the interoperability 
barriers could be removed. A proposed solution should cover one or more interoper-
ability levels (and related concerns). 

 The proposed Conceptual model is then enriched by concepts describing a SoS 
characteristics, Fig.  7.3 , adding a systemic dimension to the conceptualization of 
SoS Interoperability knowledge. The detailed description of the conceptual model 
that we have proposed to describe SoS is out the scope of this paper. We only pres-
ent concepts that are directly concerned by or that directly affect the problem of 
inter-operability. “Heterogeneity” concept from the OoEI (Ontology of Enterprise 
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Inter-operability), proposed by [ 32 ], is equivalent to the “Heterogeneity” concept 
from the SoS Conceptual Model. Another interoperability existence condition pro-
posed by [ 32 ] is “Problematic Relation”. In our proposal, this problematic relation 
concerns the “Relations” between SoS components. Any proposed solution should 
be appropriate to the type of SoS. So, we add a relation “DependsOn” that depicts 
that a proposed solution depends on the “Type” of the “System of Systems”.

   As mentioned earlier, our contribution consists on developing an ontology that 
formally describes the SoS Interoperability knowledge. Interoperability domain 
concerns both interoperability domain defi nition (levels, concerns and barriers) and 
solutions solving interoperability problem. So, we propose to instantiate the concept 
“Solution” from proposed SoSICM using existing solutions supporting inter- 
operability in different levels. We start by structuring these solutions in the frame of 
the proposed SoS Interoperability Framework of Fig.  7.1 . To illustrate this process 
of solutions structuring, we present in Fig.  7.4  some solutions proposed by the 
Software Engineering Institute (SEI) SoS Development Group [ 3 ,  4 ] that we struc-
ture in the frame of our proposed SoSIF.

7.4         Conclusion and Future Work 

 The SoS interoperability is a complex problem that can be studied from multiple 
facets. In this paper, we proposed a stratifi ed and multi-views framework that helps 
solving this complexity. The proposed framework, called SoSIF, presents three 
views: interoperability concerns, interoperability barriers and interoperability 
approaches. Interoperability concerns are grouped by stratum. Every stratum pres-
ents a level of interoperability: operational, constructive or programmatic. 
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Interoperability barriers concern any kind of incompatibility that presents an obsta-
cle to attend interoperability between different systems. To solve interoperability 
problem and remove related barriers, one approach from ISO approaches (inte-
grated, unifi ed or federated) could be applied. Based on the SoSIF we propose a 
conceptual model, SoSICM, that conceptualizes knowledge related to the SoS 
interoperability domain in the frame of SoSIF. 

 We are working on other existing solutions that should be mapped to the pro-
posed framework. The proposed SoSICM and the associated OoSoSI should then be 
validated by experts. Another future work concerns the operationalization of the 
proposed ontology in a domain of application. We started by instantiating the SoSO 
concepts (the SoS ontology is out of the scope of this paper) in the fi eld of Emergency 
Management and we intend to use the proposed ontology, OoSoSI, in the same 
fi eld. Our ultimate goal is the use of the proposed ontology in a case based reason-
ing (CBR) system. Using CBR approach, new solutions to interoperability barriers 
covering all levels of interoperability could be defi ned and tested.     
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    Abstract     The participation of end-users in software development ensures a better 
representation of their requirements in the resulting software product. With this aim, 
Domain-specifi c Languages (DSL) were proposed for abstracting the programming 
complexity of a domain and to provide an understandable tool for end-users. 
However, how end-users must be involved in the DSL development itself is also 
important, but it is not usually taken into account. As a solution, we propose a DSL 
development process for involving end-users; concretely, in this paper, we focus on 
their involvement during the design of the DSL syntax. For achieving this goal, 
we identify the decisions that developers must address to design the syntax, and we 
discuss how end-users can participate in those decisions. As a proof of concept, 
we apply the proposal to design the syntax of a DSL for genetic disease diagnosis 
software with the collaboration of geneticists and bioinformaticians from two SMEs.  

  Keywords     Domain-specifi c language development   •   End-user involvement   
•   Agile development   •   Genetics  

8.1         Introduction 

 The importance of involving end-users in software development has been previ-
ously noticed by several authors [ 1 ,  2 ]: it reduces potential miscommunications of 
requirements, and, therefore, avoids the frustration that end-users feel when soft-
ware engineers develop products that do not fulfi l their needs. 
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 Domain-specifi c Languages [ 3 ] have been proposed as a solution to involve 
 end- users in software development by abstracting development issues as domain 
concepts. Using them, end-users are able to understand the language and contribute 
in the development of tools that really satisfy them. However, this situation is only 
possible if the DSL fulfi ls their requirements. For this reason, end-user involvement 
in the DSL development itself is also essential; especially in domains not related 
with IT, usually less familiar to software engineers. 

 The problem of current DSL development methodologies or processes [ 4 ,  5 ] is 
that the participation of end-users in DSL development is not taken into account. 
One example is the design stage, usually carried out by developers only. 

 As a solution, our goal is to provide the suitable mechanisms, agile and easy to 
understand for end-users, so they can contribute in DSL development decisions. 
However, we also focus on avoiding their direct participation in low-level tasks that 
are outside their domain knowledge, such as metamodelling, grammar specifi cation 
or technological discussion. 

 In previous work, we presented a fi rst proposal of an agile DSL development 
process to involve end-users [ 6 ]: we provided an overview of the complete process 
and we addressed specifi cally the decision and the analysis stages. 

 In this paper, we extend that proposal discussing how end-users are involved in 
the design stage: we identify the decisions to be made to design the DSL syntax and 
we explain how end-users’ ideas are included in those decisions. 

 We apply the proposal to design the syntax of a DSL for genetic disease diag-
nosis software. The development of a DSL in this domain is a very good exam-
ple to appreciate the proposal benefi ts: because the genetics domain is complex 
and heterogeneous, involving domain experts in the development of bioinfor-
matic software and genetic information systems is very important if not 
essential. 

 The main contributions of this work are: (1) a real-world analysis regarding 
DSL design decisions to identify the potential involvement of end-users; (2) a 
fi rst version of a DSL for specifying genetic disease diagnosis software, created 
in close collaboration with end-users from two SMEs [ 7 ,  8 ], whose expertise is 
the genetic domain; and (3) a discussion about the main fi ndings while applying 
the proposal in a real environment and about the opinions of the end-users who 
participated. 

 The rest of the paper is structured as follows. Section  2  overviews the full DSL 
development process to establish the context of this work. Section  3  explains all the 
decisions to make in the design stage and the involvement of end-users in those 
decisions. Section  4  details the application of the proposal to design the syntax of a 
DSL together with experts from the genetics domain. Section  5  discusses the main 
fi ndings while applying the proposal in a real scenario. Section  6  presents and com-
pares other proposals that involve end-users in DSL design, and fi nally Sect.  7  
 provides the conclusions and the future work.  
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8.2      An Agile DSL Development Process: Overview 

 In previous work, we proposed an agile DSL development process [ 6 ] to encourage 
end-user involvement. We combined the methodological guidelines for DSL devel-
opment proposed by [ 4 ], with good practices from the agile methods Extreme 
Programming [ 9 ], Scrum [ 10 ] and Agile Modeling [ 11 ]. Briefl y, the process is con-
fi gured as an iterative cycle (Fig.  8.1 ) to create the DSL incrementally by means of 
small releases or “sub-DSLs” that satisfy a set of requirements.

   We addressed how to involve end-users in the decision stage and in the analysis 
stage: enumerating the technological solutions of the domain, and specifying the set 
of user stories, acceptance tests, and scenarios, which developers will use to create 
the models of the analysis (a feature model that describes the commonalities and 
variabilities of the DSL, and a conceptual model that describes the concepts of the 
DSL and the relationships among them). 

 Each  iteration  of the cycle (Fig.  8.2 )  addresses  a set of user stories,  tested  by a 
set of acceptance tests, in order to  accomplish  a set of scenarios, which  group  a set 
of acceptance tests:

•     A  user story  is an end-user’s demand to the system: a user with a  role  executes an 
 action  to accomplish a specifi c  goal . For example: “As user (role) I want to choose 
a VCF fi le from the computer (action), so that a set of variations are read (goal)”.  

•   An  acceptance test  is the checking that a user story works with a real example: a 
user with a  role  provides an  input  to the system and expects a specifi c  system 

  Fig. 8.1    Overview of the DSL development process proposed       

 

8 Involving End-Users in the Design of a Domain-Specifi c Language…



102

response . For example: “As user (role), when I choose the VCF fi le C:/File1 .vcf 
(input), the variation v1 = g.1234A > C is read (response)”.  

•   A  scenario  is also the real checking that a set of user stories work together to 
accomplish a  goal.  For example: “To diagnose the Achrondoplasia disease (goal), 
when I choose the VCF fi le “C:/fi le.vcf”, the variations {g.1234A > C, 
p.Gly380Arg} are read (fi rst acceptance test); then, when I fi lter those variations 
by notation=“p.”, the variation {p.Gly380Arg} is obtained (second acceptance test).    

 To go on with the proposal, in this paper we address the involvement of end-users 
in the design stage: (1) designing the syntax of the DSL; and (2) validating the 
design taking into account the scenarios defi ned in the analysis stage.  

8.3      How to Involve End-Users in DSL Design 

 Designing the syntax of a DSL implies four main decisions: (1) to design an exter-
nal or an internal DSL [ 4 ]; (2) to express the abstract syntax with a grammar or a 
metamodel [ 12 ]; (3) to choose the representation (textual, graphical, wizard, table, 
etc.) and the style of the concrete syntax (imperative, declarative) [ 12 ]; and (4) to 
validate the design [ 13 ]. In Fig.  8.3 , we show the steps required to make those 
 decisions and the mechanisms proposed to involve end-users in them.

   The fi rst decision—only required in the fi rst iteration—is about designing an 
internal or external DSL (1). An internal DSL is a language based in an existing 
language or, in other words, a particular way to use a base language, while an exter-
nal DSL is a new language with its own syntax. 

 This decision is important for end-users because each approach has their own 
advantages and disadvantages that will affect them [ 14 ]: (1) availability of a pro-
gramming context (f1): if it is possible to add new functionality not included in the 
DSL while creating programs; (2) syntax fl exibility (f2): the degree of restrictions 
to express the constructs of the DSL; and (3) language cacophony (f3): the necessity 
to learn a new language. 

 In order to involve end-users in this decision, developers will talk with them 
about their preferences (taking into account the aforementioned three features). 
This way, developers can identify the weight of each feature (f1, f2 and f3) for each 
end-user. With this weighting, developers identify which approach—internal or 
external—best fi ts with their preferences. 
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  Fig. 8.2    Conceptual model describing the proposal concepts       
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 The second decision is about the abstract syntax. In order to design it, developers 
take into account the domain and feature models created in the analysis stage. 
Briefl y, the domain model defi nes the entities that must be instantiated using the 
DSL, whereas the feature model establishes the optionality of those entities and 
their set of possible instantiations. Although the way to express the abstract 
 syntax—grammar or metamodel—does not affect end-users’ view, the decision to 
create the as the abstract syntax before the  concrete syntax (2) allows generating 
several concrete syntaxes using the same abstract syntax. 

 The third decision is choosing the representation and the style of the concrete 
syntax most suitable for end-users. In the fi rst iteration, end-users are provided with 
a set of different syntaxes so they can express their preferences (3). In following 
iterations, developers assess if the inclusion of new user stories from the iteration 
implies a meaningful change in the syntax structure. If that is the case, end-users 
will provide new feedback about the most suitable concrete syntax for them: choos-
ing a new one or staying with the current one with minor updates. 

 In order to show the concrete syntax options to end-users in an understandable 
way, developers: (1) create a set of syntaxes with different representations and 
styles; (2) instantiate an scenario of the iteration with them; and (3) provide end- 
users with a questionnaire to obtain which syntax they like most. 

 The last decision is about the syntax validation. Developers specify all the sce-
narios of the iteration with the chosen syntax and show them to end-users. In order 
to assess the syntax, fi rst they check if any scenario contains errors or misunder-
standings in requirements—validating the abstract syntax—and then, they check if 
they agree with the DSL constructs—validating the concrete syntax.  

  Fig. 8.3    Proposal overview: syntax design steps       
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8.4      Proof of Concept: A DSL for Genetic Disease Diagnosis 

 As a way to assess the feasibility of the proposal, we applied it to design the syntax 
of a DSL for genetic disease diagnoses. First, we explain the purpose of the DSL 
from the information provided by IMEGEN [ 7 ], a genetic company that works on 
genetic diagnosis, and GEMBiosoft [ 8 ], a bioinformatics company that develops 
software and information systems for geneticists. Then, we explain how we involved 
geneticists in every step of the syntax design. 

8.4.1     Genetic Disease Diagnosis 

 A genetic disease diagnosis (Fig.  8.4 ) is the process of: (1) searching variations 
located in patients’ DNA; (2) analysing if any of them is the cause of the disease; 
and (3) generating a report with the results.

   The term variation names the content of the patient’s DNA in a specifi c position 
when it is different from the content of a “disease-free” reference DNA in the same 
position. Pointing a variation as the cause of a disease is possible when the variation 
is located in the genetic knowledge base: a researcher previously published a 
research work that confi rmed the association. 

 Geneticists have established a common workfl ow to execute the three steps 
described to diagnose a genetic disease. However, each disease—and also each dif-
ferent procedure to diagnose the same disease—has its own properties, hence the set 
of possibilities is very wide. For example: the number or type of variations to search, 
the localization of the variations inside the DNA, or the technique used to identify 
the variations, etc. 

 In this scenario, the idea to create a DSL is justifi ed because of: (1) the geneti-
cists’ need to continuously develop software to support their analysis; and (2) their 
diffi culties to manage the technological details to specify diagnosis tools. 

 The fi rst iteration of the DSL process addresses six User Stories, with their cor-
respondent Acceptance Tests in order to accomplish two diagnosis Scenarios: the 
“Achrondoplasia diagnosis” and the “Multiple Cavernous Haemangioma diagno-
sis”. Some examples are (the full set is available in [ 15 ]):

  Fig. 8.4    Genetic disease diagnosis process       
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   User story 1: “I want to choose a fi le with VCF format from the computer, so that 
the reference and the patient’s variations in chromosomal positions are read”  

  Acceptance Test 1.1: “When I choose the VCF fi le 3Variations.vcf, the reference 
“1000GenomesPilot-NCBI36” and the three variations {g.6438366A > G, 
g.6438499C > T, g.7387205A > G} are read”  

  User story 2: “I want to get the variations’ rsIdentifi er from the dbSNP database, so 
that patient’s variations can be identifi ed”  

  Acceptance Test 2.1: “When I search the rsIdentifi er of the variation {g.1234A > C} 
in the dbSNP database, I see that the rsIdentifi er is rs2000023.     

8.4.2     Involving Geneticists in DSL Design 

 In order to address the fi rst decision (external vs. internal), we met with geneticists 
and asked about the three features described in the previous section:

•    Availability of programming context (f1): Geneticists manifested that program-
ming is something they want to avoid as much as possible. They know the exis-
tence of programming libraries, such as Biojava [ 16 ] and the possibility to 
execute program pipelines by writing Perl-based scripts. However, they feel their 
use is responsibility of informaticians or bioinformaticians with a strong pro-
gramming background. Regarding this feature, they prefer an external DSL.  

•   Syntax fl exibility (f2): Geneticists want to specify their own analyses and they 
don’t mind so much the structure of the language as long as it only contains 
words related with their diagnoses and words they could understand. Regarding 
this feature, they don’t mind if the DSL is external or internal.  

•   Language cacophony (f3): Geneticists know languages like Taverna [ 17 ] to cre-
ate workfl ows, which can be used to specify genetic diagnoses, but they do not 
like its visual notation. They do not want to learn a workfl ow language, but they 
are willing to make the effort as long as it is easy and also if they are provided 
with a usable editor that guides them in the task of writing the language con-
structs. Regarding this feature they don’t mind if the DSL is external or internal.    

 In [ 18 ], Cuadrado et al. compare both approaches of developing and internal or 
external DSL and conclude that in regards with the target audience: (1) end-users 
tend to perceive that an internal DSL is more complicated to learn because it implies 
learning a new general purpose language; (2) an external approach is recommended 
if end-users may feel intimidated; and (3) the freedom offered by an external DSL 
may allow to satisfy end-users when they request changes or new specifi c con-
structs. Together with the feedback provided by geneticists and the previous 
remarks, the external decision is the best solution in our context. 

 In order to address the second decision (grammar vs. metamodel) we were 
guided by the technology chosen for defi ning our DSL editor. We selected EMFText 
[ 19 ] to design the syntax and to generate the syntax editor because it allows fi rst to 
defi ne the abstract syntax, and then specify the concrete syntax (one or several) 
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based on the previously defi ned abstract syntax. Using EMFText, the abstract syn-
tax (available in [ 15 ]) is transformed in an underlying metamodel using the Ecore 
metamodelling language. 

 In order to address the third decision (allow end-users choosing the most suitable 
syntax) we generated fi ve textual syntaxes with EMFText (available in [ 15 ])—using 
the Concrete Syntax Specifi cation Language based on EBNF—and we use them to 
write the scenario of the “Multiple Cavernous Haemangioma diagnosis”. 

 We have created a questionnaire (available in [ 15 ]) with fi ve sections (one per 
syntax) to illustrate the scenario using a concrete syntax and to ask about the specifi c 
DSL constructs associated with the user stories of the iteration, which geneticists 
must rank in a scale from 1 (least favourite) to 5 (most favourite). Also, we added a 
section that gathers the scenario written with each of the syntaxes, where geneticists 
indicate their favourite, and an open answer to express the same example with their 
own syntax. In addition, we added another section to ask about the questionnaire 
itself: their opinion about the type of questions and the examples provided. 
Geneticists ranked each of the DSL constructs according to their preferences and 
provided their comments about the syntaxes and the questionnaire (Table  8.1  shows 
the average punctuation of each syntax). The results of the questionnaire showed 
that geneticists prefer the Syntax 2: the imperative syntax written in natural lan-
guage. Figure  8.5  shows the specifi cation of the syntax (left-side) and the instantia-
tion of the scenario (right-side).

    Finally, in order to address the fourth decision (validation), we also wrote the 
“the Achrondoplasia disease” scenario and show both of them to geneticists. 
Regarding the correctness of the syntax, they did not fi nd any error in requirements, 
however, regarding the concrete syntax of the DSL constructs they proposed to 
change some words, like Load to Open (Open File C:/File.vcf), and Transform to 
Read (Read variations in VCF format), and manifested their preferences to remove 
or change the symbols “{” and “}”.   

   Table 8.1    Average punctuation of syntaxes by geneticists      

 Syntax 1  Syntax 2  Syntax 3  Syntax 4  Syntax 5 

 Average (scale 1–5)  4  4.7  2  1  3.1 

  Fig. 8.5    Grammar ( left-side ) of the chosen syntax the selected scenario ( right-side )       
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8.5      Discussion 

 After applying the proposal to design the fi rst version of the syntax together with 
geneticists, we confi rmed the essential role of end-users in the decision making of 
the DSL design. We observed the importance of involving end-users in the described 
decisions: without their involvement in the design, developers can make decisions, 
implement them, and delay mistakes until testing. For example, geneticists found 
the XML-like syntax and the one organized by modules complex and incomprehen-
sible, while developers thought they were the most straightforward. Also, one 
geneticist manifested that she fi nds very confusing seeing parenthesis or brackets, 
contrarily with developers, who are very used to them because their experience with 
programming languages. 

 Another important fi nding is that we realized, thanks to end-users comments, 
how the different feedback mechanisms of the proposal—meetings, questionnaires, 
brainstorming sessions—improve their collaboration enthusiasm and feedback 
quality, without perceiving the underlying metamodel or the different grammars. 

 Regarding the external/internal decision, although we expected that the decision 
was going to be external, we discover that geneticists knew another language for 
specifying workfl ows that could be used as the base language for an internal 
approach. Although in our case geneticists were not interested in the extension of 
that language, we realized that we cannot assume that end-users always require an 
external, even a visual-oriented, approach. 

 Regarding the selection of the syntax, geneticists found the questionnaire easy to 
respond, and although they clearly chose one syntax as their favourite, they appreci-
ate the opportunity to transmit developers their own way to express the scenario. In 
the validation of the syntax, they understood their role and provided the suitable 
feedback to change the syntax according to their preferences. However, they empha-
sized their worries about the necessity to remember very specifi c details of the syn-
tax: (1) the use of capital/lower letters; (2) punctuation symbols; (3) the order of 
different words; and (4) to face a white page where they must write the diagnosis 
without mistakes (their strongest issue). 

 In summary, we realized they do not have strong preferences about the syntax but 
they really need assistance using it: by means of toolbars, examples, code comple-
tion, wizards, etc. 

 Finally, we must remark that there is a limitation in the proposal because we 
have only generated textual syntaxes. Textual representations provide very inter-
esting advantages over graphical ones [ 20 ] such as: (1) more information content; 
(2) better speed of creation; (3) better language integration; (4) better speed and 
quality of formatting; (5) platform and tool independency; (6) better version con-
trol; and (7) easiness of editor creation. Based on these advantages, we left the defi -
nition of graphical syntaxes as future work, and we created only textual syntaxes in 
the fi rst iterations in order to get quick feedback from geneticists. Usually, it is 
assumed that graphical representations provide a better usability for end-users. 
However, some geneticists manifested that they don’t like graphical symbols 
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because they tend to be ambiguous and interpretation free. They also explained 
their experience with Taverna, which graphical workfl ow notation was useless for 
them in practice. 

 In this iteration we avoided the effort of generating graphical syntaxes and 
focused to represent and validate the domain in our design, if domain experts require 
a graphical syntax afterwards, we will generate them in next iterations.  

8.6      Related Work 

 Several authors have also notice the importance of end-user involvement in DSL 
development. 

 First, Canovas et al. [ 13 ] propose a collaborative infrastructure to track the 
assessment of the DSL syntax by end-users. DSL developers create a fi rst version of 
the syntax and provide end-users a set of examples of its usage; then, end-users 
provide their comments so developers can provide solutions to them. 

 Second, Kuhrmann [ 21 ] proposes the description of domain elements together 
with domain experts using an informal panel. In the panel, it is defi ned the set of 
entities, the set of relationships among them and the visual representation of each 
entity. Their goal is to translate all these informal drawings to the formal descrip-
tions of the DSL. 

 Third, Sanchez-Cuadrado et al. [ 22 ] propose an approach to develop DSL 
metamodels that involves end-users. They use a tool to draw sketches that represent 
examples of the DSL. A translator obtains textual representations of this drawings 
taking into account heuristics and labels, to identify class names of objects and ref-
erences to other objects. Then, those entities can be annotated by developers with 
design and domain concerns. After that, the metamodel is obtained by induction. 
This approach allows end-users to interact with drawings they are able to under-
stand, but the underlying meaning of this drawings represent concepts related with 
modeling, a task that end-users are not used to accomplish. 

 Fourth, Cho et al. [ 23 ] propose the inference of syntax and static semantics by 
providing examples to end-users’ and getting their feedback. 

 These four approaches address the involvement of end-users in some design 
steps of the DSL: tracking syntax assessment, designing the syntax from scratch or 
inferring the syntax from drawings. Our work pursues the same goal but focuses on 
involving end-users as much as possible in design decisions: both in syntax design 
and syntax assessment. Also, we stress the necessity to defi ne understandable mech-
anisms for end-users providing useful design feedback, so we avoid their interaction 
with low-level artifacts such as metamodels or grammars. 

 And fi nally, Hermans et al. [ 24 ] address an empirical study based on question-
naires to ask end-users about their opinions in the context of DSL development. 

 While the goal of this work is to fi nd the factors that contribute to the success of 
a DSL, our goal is to introduce end-users feedback into the DSL development.  
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8.7      Conclusions and Future Work 

 In this paper we have analysed how to involve end-users in the decisions of design-
ing a DSL. First, we have analysed the decisions required in the design of the syn-
tax; then, we proposed a set of steps to involve end-users’ in those decisions, and 
fi nally, we applied the proposal in a real scenario to see their feasibility, the potential 
drawbacks, and to get end-users feedback about the proposal. 

 We applied the proposal to design the syntax of a DSL to specify genetic disease 
diagnosis. Concretely, we have defi ned a fi rst version of the syntax, that is, the syn-
tax obtained in the fi rst iteration of the DSL development process followed. This 
syntax is supported using EMFText as the DSL implementation technology. 

 As a result, we observed that it is interesting to involve end-users in DSL deci-
sions apart from requirements gathering and testing. The approach we followed to 
involve them in design was to provide user friendly mechanisms, such as informal 
meetings and questionnaires, that abstracted the DSL design decisions to their 
domain knowledge. 

 Although we obtained very interesting benefi ts in this fi rst iteration, these are not 
thoroughly validated. In future work, we plan to assess those fi ndings performing 
additional iterations of the DSL design. 

 Also, as future work, we will research how to involve end-users in decisions of 
the implementation and testing phases of the DSL development process. And, after 
completing the DSL development proposal, we will run additional iterations to get 
more feedback from end-users and provide to them a full DSL implementation.     
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    Abstract     Information exchange constitutes a key operation in social security 
 systems. In this context, semantic interoperability is fundamental in the development 
of joint defi nitions and interpretations concerning the data which is to be processed 
by various organisms. One of the main methods to handling of semantic confl icts 
are controlled vocabularies and metadata. This paper proposes a new metadata stan-
dard based on Dublin Core elements, focus on social security information systems 
problems and supported by controlled vocabularies. Future work should defi ne test-
ing scenarios to refi ne this new standard.  

  Keywords     Metadata   •   Interoperability   •   Social security   •   Semantics  

9.1         Introduction 

 Interoperability techniques for the integration of computer and information systems 
play an increasingly important role in the implementation of social security systems    [ 1 ]. 
Social Security data vary from country to country even from sector to sector in the same 
country. Data have different formats, types, processing methods and requirements. 
These variations are refl ected on how data are used and understood by different institu-
tions, which have to implement adequate interoperability mechanisms. 
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 In the context of Social Security systems, semantic interoperability is fundamental 
in the development of joint defi nitions and interpretations concerning the data which 
is to be processed by various organisms. Social Security operations involve a wide 
range of concepts which in spite of having the same name, may be interpreted dif-
ferently (e.g. family group, members of the same household, unemployed person, 
old age pension, health benefi ts, social security contributions, etc.). Thus, in order 
to improve understanding of the concepts it is useful to be able to represent the 
 relations between them, principally those of “sub-groups” (e.g. rural workers are a 
sub- group of workers, etc.). 

 The best way to avoid semantic confl icts is the mandatory use of standardized 
data schema by all participants of a data exchange. In this sense, metadata schemas 
can be of fundamental importance in achieving semantic interoperability, together 
with vocabulary, taxonomies and anthologies. Metadata are sets of basic data for the 
development of e-government applications and systems. 

 There isn’t a worldwide standard for metadata schemas in social security infor-
mation systems. Consequently, institutions carrying out information exchange have 
to specify and implement such systems case-by-case, which increases the involved 
complexity and costs. The growing of international social security agreements 
worldwide motivates the specifi cation of standards that contribute to systematize 
data exchange. 

 In this paper, current metadata standards and situation in different countries are 
revised. Finally the development, test and adoption of one specifi c standard for 
social security information systems are proposed. Due to space limitations imple-
mentation aspects are not addressed in this paper.  

9.2     Context 

9.2.1     Social Security Information Systems 

 The corporate use of ICT in Social Security institutions involves the implemen-
tation of social security functions and required resources, notably: benefi t adminis-
tration, contribution collection, fi nancial management, and compliance control on 
one hand; internal services like Human Resources and Internal Audit on the other 
hand, and also corporate information systems and ICT platforms as corporate 
resources to be used by the former ones. The application of technologies such as 
Interoperability, Data Security and Privacy, and Mobile, play a key role in the effec-
tive and effi cient implementation of high-performance social security systems. 

 Institutions need to use interoperability techniques to integrate the information 
systems of individual social programmes if they are to put into practice current trends 
towards the integration of social policies and programmes now appearing in all areas 
of social security, as well as to construct information services and systems to be 
shared between the different institutions or bodies which operate social policies [ 2 ]. 
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In the same way, applying these interoperability techniques internally within 
institutions can bring improvements in the quality of their internal management. 
A more detailed analysis can be found in [ 3 ]. 

 In the context of information systems, interoperability literally denotes the  ability 
of a system to work with or use parts of others systems [ 4 ]. 

 Interoperability can be approached from different angles which determine the 
types, aspects, focus and dimensions of interoperability. 

 The application of interoperability, particularly in complex organizational 
 contexts, means taking into account the different organizational levels or sectors 
involved in the interaction. The general concept of interoperability can thus be sub-
divided into various dimensions. 

 Interoperability, whether applied to e-government as in defense and strategy 
 systems, or in digital libraries and information services, is characterized by the 
 following dimensions:

•    Political: Collaborators must have visions which are compatible, priorities which 
are in line with each other and must focus on the same objectives.  

•   Legal: Adequate synchronization of the legislation in collaborating countries 
must include the fact that the electronic data generated in one country must be 
properly recognized when used by the receiving country.  

•   Organizational: This refers to the defi nition of business objectives based on busi-
ness procedures and tries to facilitate collaboration between administrations or 
institutions which wish to exchange information and which may have different 
structures and internal procedures.  

•   Semantic: Ensures that the precise signifi cance of the information exchanged is 
comprehensible for any other application not initially developed for this purpose. 
Semantic interoperability enables systems to combine the information received 
with information from other sources and to process it in a coherent way.  

•   Technical: Addresses critical aspects of linking computer and service systems. 
Includes key aspects such as open interfaces, interconnected services, the inte-
gration of data and middleware, the presentation and exchange of data, security 
and the accessibility of services.    

 In particular, this is the approach adopted by the European ISA Programme 
(Interoperability Solutions for European Public Administrations) and thus the 
approach of electronic public administrations. The European Interoperability 
Framework v 2.0 (EIF) [ 5 ] constitutes the current reference document. 

 The fact that the information generated by a computer must be processed by 
another system which must interpret its meaning correctly, leads to a series of addi-
tional complications which affect both the source of the information and its recipi-
ent, and constitutes the central theme of semantic interoperability. Achieving it 
requires agreement, for example, on the way in which information is represented 
and its context. This is what will enable automatic tools to share and  process the 
information, even when it has been registered independently. The objective of 
semantic interoperability is not only to enable the interconnection of information 
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resources, but also to enable them to be understood automatically and as a result to 
be reused by computer applications not involved in their creation. 

 An essential requirement for interoperability, particularly to carry out informa-
tion exchange, is a single language to describe the meaning and structure of the 
subjacent data, for example a mark-up language. In the current technological and 
market environment, this language is XML. However, XML alone cannot guarantee 
or provide semantic interoperability. It requires joint semantic development 
 initiatives based on XML. The subsequent introduction of XML schemas and 
related artefacts (metadata, anthologies, etc.) enables the integration of services 
developed using different vocabularies and with different perspectives on data.  

9.2.2     Information Exchanges in Social Security 

 Information exchange constitutes a key operation in social security systems. This is 
nowadays “a must”, not only to integrate social security programmes, but also to 
implement of international social security agreements, which enable institutions of 
different countries to put into practice common social security regulations. A more 
detailed description can be found in [ 6 ]. 

 The implementation of international social security agreements poses specifi c 
challenges as requires that institutions in different countries share an interoperability 
framework. Unlike intra-institution and national integration projects,  international 
information exchange cannot take advantage of national interoperability policies and 
platforms. Therefore, the interoperability approaches to implement international 
information exchange have to be much more fl exible and capable of integrating par-
ties with different technological development and interoperability policies. 

 This section goes over systems implementing social security international agree-
ments and the techniques used to address semantic interoperability.

•    European Union [ 7 ] 
 In the European Union, the EESSI project (EESSI) aims at supporting the rights 
to social protection and free movement of persons. To this, it implements the 
electronic exchange between the Member States on social security data related to 
citizens that move around in Europe. The project establishes common technical 
architecture which provides public access to an institutional data base (Master 
Directory), the exchange of information and a secure communication protocol. 
EESSI enables the exchange of information between Social Security Competent 
Institutions in the form of Structured Electronic Documents (SEDs).  

•   MERCOSUR [ 8 ] 
 In South America, the MERCOSUR countries (Argentina, Brazil, Paraguay and 
Uruguay) have introduced a system to electronically manage the pension requests 
of individuals who have worked in these countries. The system, called SIACI, 
follows a federation architecture, in which institutions’ information systems 
interoperate to exchange the business data. The information is exchanged in 
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XML archives and communications are based on “Web Services”. Benefi ciary 
identifi cation is managed by the institutions of each country and the SIACI 
establishes the correspondences between them. The information transmitted is 
digitally signed by users, using external measures with processing capacity 
(tokens or smart-cards).  

•   Gulf Countries [ 9 ] 
 In the Gulf Countries, the Gulf Cooperation Council (GCC) aims at the creation 
of a common market and keeping regional security. The current members are: 
Saudi Arabia, Bahrain, United Arab Emirates, Kuwait, Qatar and Oman. The 
High Council of the GCC ruled on the implementation of regulations ensuring the 
equality among citizens of the GCC countries in the fi eld of social insurance and 
retirement. Accordingly, every state of the GCC should ask employers to pay the 
contributions of outside-state workers in the social insurance or civil retirement 
scheme. In 2006, the Saudi Arabian social security institution (GOSI) adopted 
national regulations to put into practice these agreements through operational 
mechanisms to facilitate the movement of the labour force among the GCC states.  

•   Republic of Korea [ 10 ] 
 The National Pension Service of the Republic of Korea has concluded a memo-
randum of understanding (MOU) with the social security institutions of seven 
countries which enables us to Exchange data on benefi ciaries residing in partner 
countries. The main objective of data exchange on overseas benefi ciaries with 
social security institutions of other countries was to promptly confi rm any changes 
in the benefi ciary’s status (such as death, divorce, etc.) which would terminate 
pension eligibility or necessitate an adjustment in its amount. Data exchanges 
between NPS and Social Security Administration (USA) are performed through 
the Government Services Online (GSO) website, while exchanges between NPS 
and Centrelink (Australia’s S SI), are conducted through the EXCpert website. 
NPS has minimized the scope of personal identifi cation information provided for 
partner institutions when requesting data on its benefi ciaries. This information 
currently includes name, date of birth and social  security number.  

•   Australia 
 Australia is one of the countries that has put into practice more international 
social security agreements. The involved data exchange is implemented through 
the EXCpert system and it based on the Australian Government Locator Services 
[ 11 ], which is an Australian metadata standard (AS5044-2010) aligned with 
international Dublin Core Metadata Initiative (DCMI). It’s used to describe 
online Government resources. The usage of AGLS metadata is mandatory for 
Australian Government Agencies. Summarizing, the implementation of inter-
national social security data exchange still constitutes a challenge, even for coun-
tries with high developed eGovernment systems (e.g. Australia, Korea). Most of 
the current operational systems implement “technical interoperability” mecha-
nisms (mainly based on XML). Up to our knowledge, only Australia is imple-
menting “semantic interoperability” for international data exchange through the 
AGLS Metadata.      
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9.3     Solution Approach 

9.3.1     Controlled Vocabularies and Metadata 

 One of the main methods to handling of semantic confl icts are controlled vocabular-
ies [ 12 ]. A controlled vocabulary is an organized arrangement of words and phrases 
used to index content and/or to retrieve content through browsing or searching. 
It typically includes preferred and variant terms and has a defi ned scope or describes 
a specifi c domain [ 13 ]. 

 The general purpose of glossaries and code list is to provide a common under-
standing of the terms (and codes) within the currently applicable domain. Obviously, 
no structure is predetermined for code list, but the ability to represent synonyms and 
homonyms clearly supports the detection and resolution of confl icts related to these 
constructs. Another purpose of glossaries is to provide support for detecting hom-
onymy confl icts whenever a qualifi cation construct for representing homonyms is 
provided. For instance, if two schemata use the same term at different locations, 
these can be represented by surrounding names (context). In order to detect such 
homonymy, one can consult a glossary with the context as a parameter so that 
 different qualifi ers can be found. 

 Glossaries in the age of computing are often related to artifacts stored on com-
puters. In this case, these glossaries are also called data dictionaries. A data diction-
ary can be seen as a collection of identifying descriptions of items within a data 
model. Its purpose is to avoid semantic mismatches when using data model for 
application development. 

 As it was mentioned before, the solution generally proposed for systematic 
 treatment of semantic problems is the use of controlled vocabulary, i.e. in order of 
increasing complexity: glossaries, thesauruses, taxonomies and ontologies [ 14 ]. 
Although the use of ontologies would be a very important contribution towards 
guaranteeing the quality of electronic exchanges, the defi nition and maintenance of 
an ontology involves a very high level of complexity which is often off-putting. 

 Stronger than the term vocabulary, metadata schema emphasizes that metadata 
elements have a technical grounding in information systems, which is a signifi cant 
aspect when metadata interoperability should be achieved also on a technical level 
[ 4 ]. The European Interoperability Strategy [ 15 ] aims to reach an agreement on the 
defi nition of metadata as a way to solve semantic interoperability problems. 

 The electronic concept of metadata came from the early theorist in database 
management who needed to be able to reference the aspects of the data models they 
were using for administrative purposes. Today metadata is still one of the most 
effective ways to describe “things” (resources or artefacts) and their relationship to 
one another. 

 Ideally, metadata would be written and rendered in one way that all computers 
and software applications could share. The programming world is not ideal so as 
well as standards we also use programming methods to cross-match information we 
need to combine. 
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 Currently, to achieve interoperability we need to ensure that the data and  metadata 
we intend to use can be matched (use the same language to talk to one another), no 
matter where the information comes from. We achieve this partly through standards 
but also through special fi les that help us compare metadata types—crosswalks and 
alias fi les (i.e. Data maps between one dataset and another to match common data 
properties).  

9.3.2     Standard Metadata Specifi cation 

 Standardization is a strong way of establishing an agreement by means of consensus 
building and intuitive, technically effective and economically well-recognized way 
to achieve interoperability [ 4 ]. It requires accredited institutions for building con-
sensus, setting a standard, and eventually assuring its uniform implementation. 
Regarding the building blocks of metadata, standardization can cover the language 
level (standardized language), the schema level (standardized metadata schema), 
the instance level, or several (hybrid metadata systems). 

 The choice of metadata schema is largely infl uenced by practices at peer insti-
tutions and compatibility with a content management system [ 16 ]. In the case of 
social security information systems metadata should describe data involved in infor-
mation exchanges between social security institutions. The primary factor is select-
ing metadata standard in their suitability for describing the most common type of 
resources handled by the exchanges between information systems participants. 

 The second and third most common criteria, “target users/audience” and “Subject 
matters of resources”, also seem to refl ect how domain-specifi c standard are applied. 
Nowadays, social security is extended all over the world. However, existing tech-
nological infrastructure and resource in different institutions and constrains also 
 determine options. So the elected standard should be based in a worldwide 
specifi cation. 

 It was found that studies on metadata development for reference resource sys-
tems mostly had proposed Dublin Core metadata [ 17 ], which also have been widely 
used in existing reference systems [ 18 ]. Moreover, according with the experiences 
analyzed the fi fteen Dublin Core elements could be an excellent starting point for a 
social security standard defi nition. Extending Dublin Core also meant developing 
a philosophy of extension and methods to extend the vocabulary without breaking 
any uses of the original set of data elements. Since 2003, Dublin Core is also an ISO 
standard [ 19 ]. 

 In the eGovernment area, AGLS [ 11 ] is an Australian metadata standard 
(AS5044-2010) aligned with international Dublin Core Metadata Initiative (DCMI). 
It’s used to describe online Government resources. 

 Another well-known standard is IEEE/LOM, Learning Object Metadata [ 20 ]. 
The LOM standard is a “conceptual data schema” for the description of learning 
objects (by a broad defi nition of the term). LOM was developed and formalized 
through the IEEE and their Learning Technology Standards Committee. 
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 In turn, the ISO/IEC 19788 Metadata Learning Resource [ 21 ] proposition is 
under development. Its fi rst part is a recognized standard [ 22 ] and the second part 
is still a rough draft [ 23 ]. The set elements of MLR match up with Dublin Core 
elements. 

 In the case of AGLS, only three elements are mandatory (Creator, Date and 
Title). The others could be Conditional (present under certain circumstances), rec-
ommended ore optional. The metadata elements set, including extensions, consists 
of 60 elements. 

 According to these established standards, we propose the following schema 
(Table  9.1 ) for Exchanges of Social Security Information Metadata (ESSIM):

   It’s important to highlight that the identifi cation of the standard’s elements is 
based on social security information exchange systems and the underlying agree-
ments. This analysis has been done by the authors as part of their professional 
duties. 

 Values always make reference to the particular European Union case. GOT, MD 
and Core Vocabularies make reference to controlled vocabularies in the social secu-
rity fi eld and are proposed as possible examples. 

 The Glossary of Terms (GOT) was defi ned [ 24 ] in the context of project TESS 
(precedent of EESSI project). The purpose was to permit a more effi cient commu-
nication between the European Social Security Institutions. The GOT defi ned 
each data from the information repository (as per 1995) with a generic defi nition, 
followed by a defi nition specifi c to each Member states with a view to enable an 
institution to best process the data received from abroad. 

   Table 9.1    Mapping between DC elements and social security elements   

 DC element  ESSIM  Obligation  Value 

 Title  Dataname  Mandatory  GOT 
 Creator  Creator  Mandatory 
 Subject  Dataset  Optional  Core vocabularies 
 Description  Description  Mandatory  GOT 
 Publisher  Competent institution  Mandatory  MD 
 Contributor  Mandatory 
 Date  Date  Mandatory 
 Type 
 Format  Format  Mandatory  GOT 
 Identifi er 
 Source 
 Language  Language  Mandatory  ISO 63 9-1 
 Relation  Relation  Optional  GOT 
 Coverage  Scope  Mandatory  GOT 
 Rights 

 Mandate  Extension  Euro-lex 
 References  Extension 
 Modifi ed  Extension 

F. Delgado et al.



119

 Master Directory (MD) is an institutional data base. It is a tool developed in the 
project EESSI that permit that any institution is able to contact any other institutions 
thanks facilities of Directory Services and mechanisms established at both interna-
tional and local level by EESSI Routing [ 25 ]. The MD only contains information about 
European Union social security institutions, but the idea could be worldwide extended. 

 To implement this standard it is needed to decide on:

•    Which elements should be mandatory.  
•   Which elements should be optional.  
•   Which elements should be conditional.  
•   Which elements can content sub-elements.  
•   Which elements should be added.  
•   Which control vocabularies should support values.    

 In Table  9.2  there is a real example for the fi eld “Institution Name” in the case 
National Institute of Social Security of Spain. The correspondent date area is now 
published in the public part of Master Directory [ 26 ].

9.4         Conclusion and Future Work 

 This paper addressed the issues related to information exchanges between social 
security information systems and the involved semantic interoperability problems. 

 While most accepted solutions for semantic interoperability problems are based 
on controlled vocabulary and metadata, a wide implementation of such techniques 
in the social security community requires their practical applicability in institutions 
from different parts of the world. 

   Table 9.2    Institution name metadata in social security context   

 ESSIM element: 
institution name  Value  Remarks 

 Dataname  INSS ORG. ENLACE  From MD 
 Creator    xxx@seg-social.es      Responsible for creation 
 Subject  Competent institution 
 Description  Competent institution in Spain 
 Publisher  European Commission 
 Date  19781001  Date of creation 
 Format  String 
 Language  SPANISH 
 Relation  Working life  Part of working life dataset 
 Scope  Pension, health care  From GOT 
 Mandate  European regulation  From Euro Lex 
 Reference  SED’s P-xxx and H-xxx  Specifi c documents for these sectors 
 Modifi ed  Not modifi ed yet 
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 According to the literature, the Dublin Core metadata is the most widely 
employed. Different standards (LOM, AGLS, MLR) have been defi ned based in 
Dublin Core taking into account the particularities of every case. 

 This article proposes a new metadata standard based on Dublin Core elements 
and focusing on social security information systems as part of a more comprehen-
sive solution for social security information exchange. Ten of 15 Dublin Core 
 metadata elements are included in the new standard. Eight of them are considered 
mandatory and two optional. Three new elements are proposed for this especial case 
of social security exchanges. In turn, data values corresponding to the metadata 
should be supported by controlled vocabularies. In the case of the European Union 
some tools has been found for this propose (glossary of terms, Master Directory and 
Core Vocabularies). But if the standard is going to be used all over the world, exten-
sion of these tools should be considered. 

 Finally, the standard should be tested in a suitable scenario. The exchange of 
electronic documents (e.g. XML) between two or more social security institutions 
would supply feedback for deciding on open issues.     
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    Abstract     Building a business model for a software-based information system in 
ill-defi ned contexts is close to an impossible mission. Our recent work in eliciting 
and managing requirements from a process-perspective allows deriving a logical 
architecture but fails to provide a business and strategic view of the system. 
Adaptation of standard techniques to infer goals and requirements from scenarios 
and process-like diagrams, mapping backwardly the traditional business to process 
workfl ow, could help in building a business model and defi ning a strategy for the 
information system. We extend our V-Model approach with a Business Motivation 
Model representation, guided by a RUP-based backward transformation from pro-
cess to business, so allowing for better and continuous alignment between Business 
and IS/IT, with improved traceability.  

  Keywords     Requirements elicitation   •   Business process   •   Strategy   •   Business model   
•   Business and IS/IT alignment  

10.1         Introduction 

 Many studies state the importance of the business model and strategy defi nition in the 
early specifi cation and during the evolution of a software-based information system 
[ 1 ]. Despite the many methods and techniques available to build them, it is not easy 
to do it in a clear way, due to a number of factors, especially in ill-defi ned contexts. 

 However, process-oriented approaches as the V-Model [ 2 ], allow eliciting 
requirements and obtaining a process-view of an information system in such 
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 contexts. Results normally consist in scenarios and processes that describe the 
expected behavior of the organization, the V-Model uses UML sequence diagrams 
and use cases, later derived into a logical architecture and product-level system 
information. Albeit the good results achieved, much information is lost by not 
uncovering the business vision and strategy information artifacts, so handicapping 
the obtained solution and its future evolution. 

 To overcome this insuffi ciency, some studies have been researching on the 
importance of integrating scenarios and business information, whether by deriving 
requirements models from organizational models by means of goal modeling [ 3 ] or 
by using organizational models to improve Use Cases development [ 4 ]. As usual, 
these studies follow a traditional development sequence, from business and require-
ments elicitation to process defi nition and detail. 

 On the other hand, opposite approaches that focus on the discovery of goals from 
scenarios, to directly help in the requirements engineering activity [ 5 ] or in the pro-
cess of inferring formal specifi cations of goals and requirements from scenario 
descriptions [ 6 ], also have been explored for some time. In a more recent example, 
[ 7 ] proposed the validation of mappings that describe the realization of goals by 
activities (supported by models), considering tasks as goal-oriented requirements. 

 Relying on model driven methodologies to better handle requirements, the trans-
formation from business to process can be performed backwardly, but as process 
information is not as rich as business information, other methods and techniques are 
required to help in fi lling some holes. So, we propose to combine the advantages of 
visual modeling with a well-established process, following the business modeling 
guidelines from the Rational Unifi ed Process (RUP) [ 8 ] and the business plans rep-
resentation of the Business Motivation Model (BMM) [ 9 ], in order to complete the 
business model and strategy defi nition for the referred information system. 

 Despite the promising results already obtained regarding the V-Model process 
modeling and alignment issues, there is still much room to improve in its associated 
requirements elicitation, and traceability management. Relevant contributions are 
expected from the strategy and business model topics, so, we propose to extend it 
with a BMM representation, guided by a RUP-based backward transformation from 
process to business. 

 Section  2  goes through the BMM and RUP main details, and also the V-Model topics. 
Section  3  presents our proposed transformation technique from the V-Model Sequence 
Diagrams (Scenarios) and Use Cases to a BMM Business Model, guided by backwardly 
applied RUP techniques. In Sect.  4 , we discuss the application of the technique, its cur-
rent status and work ahead. Section  5  concludes this paper.  

10.2      Background 

 This section presents related background information regarding traditional 
approaches for business modeling, in the context of the design of an information 
system. First, the RUP framework, which has an entire discipline devoted to the 
topic of business modeling, detailing the steps involved in its defi nition. Next, the 
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BMM business plans representation, which stands as a growing reference in the area, 
and profi ts from its openness and fl exibility. 

 Both approaches rely heavily on modeling and are standard-oriented, as modeling 
is crucial for the continuous alignment between business and IS/IT, and the improved 
traceability between both. With relation to BMM, it is already full modeled and 
UML compliant, while regarding RUP, there is already a solution modeling its tex-
tual artifact, the document for business vision, in UML [ 10 ], but needs some updates. 

 Also, we present the V-Model, a process-oriented approach that was able, in an 
ill-defi ned context, to derive a logical architecture of a system, and that we aim to 
extend, in order to provide a related business and strategic view. 

10.2.1     Business Modeling with the Rational Unifi ed Process 

 The Rational Unifi ed Process (RUP) is a comprehensive process framework that is 
iterative, use-case driven and architecture-centric. It has a dynamic structure, com-
prised of the phases inception, elaboration, construction, and transition, and a static 
structure, with disciplines such as business modeling, requirements, analysis and 
design, etc. With strong relationships with the Object Management Group (OMG), 
it integrates the use of the Unifi ed Modeling Language (UML) and is rapidly becom-
ing a de facto standard approach for developing software. 

 RUP supports the defi nition of requirements at multiple levels, with the goals 
(early requirements) being captured very early in the development lifecycle, during 
the Inception phase, as part of the Business Modeling discipline. Goals are subse-
quently refi ned and captured in additional models, functional goals are refi ned and 
captured in Use Case Diagrams and non-functional goals are refi ned and captured 
in the Special Requirements section of the Use Cases. 

 The main activity in the Business Modeling discipline is the Assess Business 
Status, which covers the work around assessing the status of the organization and 
setting the business modeling objectives. Between its delivered artifacts are the 
Business Vision, Business Goal and Business Rule documents. 

 In the Business Vision document, using natural text, the Product Features section 
describes the functional capabilities of the system, while the non-functional features 
reside in other specifi c sections. As the software development progresses, func-
tional and non-functional goals are subsequently refi ned, now in a model and 
graphical- view, into Use Cases and in the special requirements of the Use Cases, 
respectively. Business rules are declarations of policies or conditions, and might 
apply always (invariants) or under a specifi c condition. Their purpose is to defi ne 
specifi c constraints or invariants that must be satisfi ed by the business. 

 The second part of the Assess Business Status activity focuses on defi ning a can-
didate business architecture and in establishing Business Use Case realizations, link-
ing Business Goals to Use Cases, aligning with the business strategy and goals, and 
establishing traceability relationships. Business Goals are seen as the requirements 
that the business must satisfy, directing the operation of the business mainly through 
the continuous improvement of business processes. Their purpose is to translate the 
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business strategy into measurable, concrete steps, with which the business operations 
are aligned and steered in the right direction, with regular, iterative improvements. 
On the other hand, Business Use Cases (BUC) provide support to the Business 
Goal(s) and maintain the traditional relationship between business actors and use 
cases. Any given BUC should support one or more business goals and therefore 
support the strategic vision of the business. Also, through the BUC realization, 
there are a set of workers, entities, events, and rules, discovered and specifi ed in an 
iterative process. 

 For better representing and visualizing these concepts, RUP has a component, a 
UML profi le, which presents a UML language for capturing Business Models. The 
UML diagram presented in [ 11 ], acts as a guide to the profi le, and demonstrates its 
important concepts and the relationships between them.  

10.2.2     Business Plans with the Business Motivation Model 

 In 2010, the Object Management Group’s (OMG) Revision Task Force (RTF) com-
pleted its work on Version 1.1 of the Business Motivation Model (BMM) and pub-
lished its updated specifi cation [ 10 ], after in 2005 the BMM had become an adopted 
standard of the OMG, with the Finalization Task Force (FTF) completing its work 
in Sept. 2007. 

 BMM can be seen as a conceptual tool for engineering the business or as a tool 
for organizing and clarifying business plans; it provides a scheme or structure for 
developing, communicating, and managing business plans in an organized manner. 
Its constituents are the Ends and Means, its Infl uencers, and the Assessments made 
about the impacts of such Infl uencers on Ends and Means. 

 Conjunction of Ends and Means (being and doing) provide the core concepts of 
the Model. The term End refers broadly to any of the ‘aspiration’ concepts (Vision, 
Goal, Objective) and the term Means to any of the ‘action plan’ concepts (Mission, 
Strategy, Tactic). Assessments (usually in result of a SWOT analysis) of the impact 
of Infl uencers on the stated Ends and Means, connect with Internal Infl uencers 
(SW) and with External Infl uencers (OT), which are analyzed as a part of the busi-
ness plan development. 

 As an Assessment identifi es relevant Infl uencers in terms of their impact on Ends 
and Means, Directives (Business Policies and Business Rules) are put in place to 
govern and guide the enterprise Courses of Action. Directives keep the enterprise 
on course and moving toward its Desired Results, nevertheless, in contrast to Courses 
of Action, Directives cannot stand on their own. It is also possible for the Courses of 
Action to be formulated based on Directives, with the Directive serving as its source, 
and occasionally, a Directive can be defi ned to support the achievement of a Desired 
Result directly. 

 Business Rules sharpen the Business Tactics making Courses of Action concrete 
at the operational level, and also provide specifi c remedies when a Course of Action 
fails, as well as specifi c resolutions to confl icts. In its ways, Courses of Action are 
not Business Processes, but are realized by them. 
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 Business Policies provide the basis for Business Rules and also govern Business 
Processes, by selecting from a variety of alternatives in response to one or more 
Assessments. That is, a Business Rule is a Directive, intended to govern, guide or 
infl uence business behavior, in support of a Business Policy that has been formu-
lated in response to a SWOT. Often, a Business Rule is derived from Business 
Policy, and also, an Infl uencer may lead to the creation of a Business Policy through 
an Assessment that identifi es some potential impact. 

 Regarding Ends, the Desired Results are composed of Goals, supported by 
Strategies, and Objectives, achieved by Tactics. The metrics for an Objective are 
established by the measures of performance of the Goal that the Objective quanti-
fi es. The Vision represents the enterprise’s aspirations, i.e., what it tries to accom-
plish, what the organization wants to be or become. A Vision is supported by a 
Mission and amplifi ed by Goals. Like a Vision, the Mission also indicates a corre-
spondingly long-term approach and is not very specifi c, it is something broadly 
stated in terms of the overall functioning of the enterprise. 

 Designing business plans is not an easy exercise, and less an exact science, for 
instances, determining whether a statement is a Vision or a Goal, or a Course of 
Action is a Strategy or a Tactic, may be impossible without in-depth knowledge of 
the context and intent of the business planners. Also, an End does not include any 
indication of how it will be achieved, nor Means indicate the steps (business pro-
cesses and workfl ow) necessary to exploit it or the responsibility for such tasks, 
only the capabilities that can be exploited to achieve the desired Ends. 

 Recursion and detail are present in BMM, there can be a ‘parts explosion’ of 
Desired Results, Courses of Action and Business Policies, but this connection 
should only be used to associate like instances, i.e., Goals only to other Goals, 
Strategies only to other Strategies, etc. Moreover, a Course of Action can provide 
basic support to make a former Course of Action viable; again, this connection 
should only be used to associate like instances. 

 The fundamental issue in BMM is motivation, why each element of the business 
plan exists and what is needed to achieve what the enterprise wishes. The basic idea 
is to develop a business model for the elements of the business plans before system 
design or technical development begins, so connecting system solutions to their 
business intent. Other concepts (Organization Unit, Business Process and Business 
Rule) have roles in the structure of BMM but belong in other OMG standards 
(respectively OSM, BPMN and SBVR), where they are defi ned and associated with 
related concepts needed for detailed business modeling.  

10.2.3     The V-Model Approach 

 Recently, [ 2 ] presented a V-Model based approach (Fig.  10.1 ) to derive logical 
architectural models from a process-level perspective, instead of the traditional 
product-level perspective. This V-Model approach encompasses the initial defi nition 
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of the project goals through organizational confi gurations, and the analysis and 
design of artifacts that result in a process-level perspective of the system’s logical 
architecture, originating a validated process level structure and behavior architec-
tural models that creates a context for eliciting requirements in a diffi cult, ill-defi ned 
context.

   Instead of an architecture based on user requirements traditionally defi ned in a 
product-level perspective, the V-Model proposes the use of a process level perspec-
tive for the requirements defi nition and design of the logical model of the system 
architecture. It represents an IT solution by its logical architecture in order to achieve 
a structured view of the system functionalities, resulting from a process of trans-
forming business-level and technological-level decisions, and requirements, into a 
representation (model) which is fundamental to analyze and validate a system but is 
not enough for achieving a full transformation of the requirements into a model able 
to implement business stakeholders’ decisions. To achieve such representativeness, 
there are added artifacts that represent requirements at different levels of abstraction 
and promote an alignment between them and with the logical architecture. 

 The proposed V-Model approach is framed in the Analysis phase of the lifecycle 
model, according to traditional development processes. It uses Organizational 
Confi gurations (OC), A-type sequence diagrams and use case models, artifacts 
 generated based on the rationale and in the information existing in previously 
defi ned artifacts, i.e., A-type sequence diagrams are based on OC and use case mod-
els are based on A-type sequence diagrams. 

 The OC model is a high-level representation of the activities (interactions) that 
exist between the business-level entities of a given domain, with each OC contain-
ing information on the performed activities, the participating professional profi les, 

  Fig. 10.1    V-Model adaption for business and it-alignment [ 2 ]       
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and the exchange of information or artifacts. The set of interactions are based on 
business requirements and, in conjunction with the entities and the stakeholders, 
are represented with the intention of describing a feasible scenario that fulfi lls a 
business vision. 

 A-type sequence diagrams, a UML stereotyped sequence diagram representation, 
describe the interactions gathered in early analysis phase of system development, 
and are used afterwards as an elicitation technique for modeling the use cases. Next, 
the use cases are modeled and textually described, and used as input for the 
4SRS. The execution of the 4SRS results in a logical architecture with a direct rela-
tion with the process-level use cases assured by the method’s execution. 

 The process continues, with models placed on the left hand side of the path rep-
resentation properly aligned with the models placed on the right side. The fi nal 
resulting sets of transformations along the V-Model path provide artifacts properly 
aligned with the organization’s business needs (formalized through OC).   

10.3      Overview of Our Approach 

 Our approach for inferring business and strategy information from scenarios and 
process-like diagrams uses guidance from the RUP Business Modeling discipline, 
backwardly performed, and the business plans modeling representation capability 
of BMM. 

 Analyzing the RUP and BMM metamodels with regard to the three concepts of 
Business Use Case/Process, Business Goal and Business Rule, we fi rst build a unifi ed 
relation between them. Goals and Use Cases are directly connected in RUP, while 
Rules and Use Cases are connected through an Entity. In relation to BMM, Rules are 
directly connected to Processes, while Goals are connected to Processes through an 
Organization Unit. As at this phase we are not handling any Entity nor Organization 
Unit, our proposed relationship to unify those three concepts is depicted in Fig.  10.2 .

   Notwithstanding, this plain representation is insuffi cient for today’s demanding 
needs, and for a sound and detailed business model. So, expanding the contribute 
from BMM and in a more business-like representation, we detail the previous sche-
matics with Business Rule and Business Goal specifi c elements, maintaining the 
Business Use Case, Business Rule and Business Goal relation (Fig.  10.3 ).

   With this representation in mind, the fi rst step will be to perform the elicitation 
of Goals (Desired Results) and Rules (Courses of Action and Directives) for each 
root Use Case in the V-Model structure. This elicitation follows backwardly the 
RUP guidelines, starting from the V-Model’s Sequence Diagrams and Use Cases 
scenarios information, to obtain the associated Goals and Rules. 

 According to the RUP guidelines there should be at least one Goal for each Use 
Case, with their classifi cation being assisted by the use of the BSC technique [ 12 ]. 
Regarding Rules, the same process applies, but these being categorized by con-
straint and derivation types. BMM guidelines regarding the elicitation of Goals and 
Rules are also of great importance in this phase. 
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 In a second step and going deeper into the leaf Use Cases of V-Model, the refi ne-
ment of goals, including objectives at the lower leafs, and rules, or associated strate-
gies, tactics and policies, will raise confl icts, new goals, refl exive changes upward, 
etc. [ 13 ]. This process initiates with a top-down approach, but soon intertwines with 
bottom-up techniques, using How and Why questions respectively to go up and 
down the Use Case/Goal tree (Fig.  10.4 ). The entire process should take several 
iterations until the business users are satisfi ed with the results.

   Additional associated business strategy techniques and methods (SWOT and 
Porter’s competitive analysis, among others), alongside the previous referred BMM 
guidelines, stakeholders knowledge contribute and specialists’ heuristics [ 14 ], are 
welcome in this step to aid in building a well balanced, agile and realistic Goal/Rule 
hierarchy. 

 At this point, in this fourth step, we are ready to infer Vision and Mission state-
ments for the information system, the higher elements of Ends and Means. This is 
done through abstraction of the Goals and Rules of the V-Model root Use Cases, 
following Why questions, and aided by the BSC classifi cation technique and 

  Fig. 10.2    RUP and BMM 
unifi ed relation for use cases, 
goals and rules       

  Fig. 10.3    BMM business rule/business goal detail and the simplifi ed business model       
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information gathered from the RUP Business Vision guidelines. If pertinent, 
 additional intermediate Rules and Goals can be defi ned to strengthen the connec-
tion between the high Vision and Mission statements and the intermediate root 
Use Cases Goals and Rules. 

 After this four-step process, a simplifi ed business plan (according to Fig.  10.3 ) is 
ready to integrate the remainder of the V-Model process, with strong implications to the 
heart of it, the 4SRS. The entire dynamic of the 4SRS can be strengthened with the 
inclusion of the Goal and Rule elements, aiding and supporting the decisions taken 
within. Nevertheless, this is a thematic for future research and will not be discussed here. 

 In order to obtain a more complete business model, a fi fth step is needed, besides 
uncovering the Ends and Means for the information system, there is a need to defi ne 
the Assessments and Infl uencers. These BMM elements usually rely on a SWOT 
analysis to be elicited, but can additionally be guided by the backward execution of 
the RUP’s business modeling related tasks, based on all the elements already avail-
able from previous steps. 

 This approach is not exhaustive nor are all steps mandatory for every project. Its 
aim is to stand as a fl exible set of steps and techniques, for in conjunction with the 
V-Model process, to be tailored to each project, and according to each situation. 
Some might go deeper in the Goals and Rules derivation, others could emphasize 
the high-order statements, so taking different paths and making distinct choices. 

 Also, the number of iterations to perform, infl uenced by the time and resources 
available and infl uencing the depth and detail to obtain, and the techniques to use 
for elicitation, whether relying on simple heuristics or recurring to the user most 
preferred advanced method, are completely user-free to decide.  

  Fig. 10.4    Use case tree with added goals and rules relations       
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10.4      Discussion and Future Work 

 Currently, we are empirically evaluating this approach, applying the described 
guidelines to some projects, by starting from the already existing V-Model Sequence 
Diagrams (A-type) and Use Cases, refl ecting those to RUP’s BUC and then eliciting 
Business Goals and Rules for each one of them. Next, we iterate to infer higher and 
derive lower goals and rules, aggregating and hierarchyzing them, respectively, thus 
generating the strategy information, business vision and mission, to represent in the 
presented simplifi ed BMM notation. 

 The RUP guidelines are not exhaustive, neither for the Business Goals and Rules 
elicitation nor for the Business Vision statements, being sometimes even dissonant, 
with some of the decisions having to rely on stakeholder contributions or special-
ists’ heuristics. These are points to further explore in future enhancements and 
cross-disciplinary contributions. 

 The simplifi ed BMM modeling representation supports all the information 
uncovered from the V-Model and generated from the RUP guidelines, contributing 
also with a few pertinent suggestions for elements elicitation and model completion. 
Until now no extension to the BMM metamodel was needed, as the connection 
between RUP and BMM is quite straightforward, with BMM showing a wider array 
of coverage on the modeled elements, while RUP still presents some natural lan-
guage, document-spread information. 

 After the BMM representation is fi nished, next steps (4SRS) will recover the 
initial V-Model Sequence Diagrams and Use Cases scenarios and, together with the 
new business plan information structure, iterate through the 4SRS method, taking 
into account this new models in the decisions to be made inside it. Naturally, these 
new contributions from RUP and BMM will be integrated in the V-Model approach, 
strengthening it and broadening its scope. 

 As future work we intend to add the handling of Business Value related issues, 
already supported both by BMM and RUP, in order to close the cycle on the busi-
ness modeling topic. Another point in consideration regards the error-prone situa-
tions of manually mapping from RUP to BMM and the benefi ts of a tool-based 
support for a larger community to be able to perform the steps described, with guid-
ance and a similar language for different stakeholders. Added to this, a possible 
metamodel association, from RUP to BMM, recurring to the QVT/ATL model 
transformation would strengthen our proposed solution, all supported by the devel-
opment of an Eclipse-based tool [ 15 ].  

10.5      Conclusion 

 As business processes are increasingly becoming the focus of information systems, 
even as the primary choice for its requirement elicitation, they cannot be discon-
nected from the organizational environment. 
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 Aiming to provide a business and strategic view of an information system, we 
adapt standard techniques to infer goals and requirements from scenarios and 
process- like diagrams, mapping backwardly the traditional business to process 
workfl ow. 

 The ongoing work on the extending of the V-Model approach with a BMM 
representation, guided by a RUP-based backward transformation, looks promis-
ing as an adequate approach for projects where business strategy is diffi cult to 
agree on. 

 Our pretension is to continue to empirically evaluate these solutions on real- 
world applications, in an industrial setting, to assess its scalability, practicality, and 
ease of use comparing to the previous results obtained. Association to other 
researchers and practitioners could improve and increase the maturity of current 
research, in order to enhance the V-Model alignment issues, all associated require-
ments elicitation and its traceability management.     
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    Abstract     Although issues connected with outsourced information systems (IS) 
projects as well as origins of software project failures have been a part of research 
literature for several years, software testing is still sometimes viewed as “ugly 
duckling” in the fi eld of IS research. In this paper software testing is presented as a 
key part of IS development projects and as a potential source of project failures. 
From the perspective of client organizations, potential sources of testing debt and 
consequent project risks in an outsourced project environment are identifi ed. Also, 
initial fi ndings how to eliminate these problems are presented. Several key princi-
ples of recommended client IS development project management practice are 
proposed, as this paper generally advocates for better test and quality governance 
from the client side than current observed practices. Additionally, the role of cogni-
tive and psychosocial factors is briefl y introduced and some proposals for further 
research are presented.  

  Keywords     Information systems development   •   Outsourcing   •   Vendor management   
•   Testing   •   Test governance   •   Technical debt   •   Mum effect   •   Whistle-blowing  

11.1         Introduction 

 Nowadays many organizations, for which software development is not their core 
business, tend to assign information systems (IS) development activities—partly or 
wholly—to external partners with the assumption of reaching more effi cient and 
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overall cost saving benefi ts in comparison with maintaining own software development 
departments. As business reality shows, the consequences of such an approach are 
not always smooth. New issues connected with proper management of external part-
nerships arise and new non-formal factors are approaching the scene—to mention 
only some: trust, commitment and mutual benefi ts are the ones which are often 
complicated to codify [ 1 ]. Although proper software testing is generally considered 
as one of key success factors in IS development projects [ 2 ], based on several obser-
vations it is likely to be one of the fi rst activities, which will be cut down by the 
supplying vendor as soon as a strict project deadline is approaching fast, or when 
project economics is jeopardized from the vendor perspective. Although a postulate 
that vendors try to maximize profi t while clients try to minimize costs is generally 
accepted, clear conclusions on how do to deal with these approaches respecting the 
“win-win” principle and how they exactly infl uence software project successes or 
failures are not yet clear [ 3 ]. 

 Recently, the metaphor of “technical debt” has been formally introduced as an 
interesting issue for software engineering research [ 4 ], while in the industry praxis 
it has already positioned itself in the minds of development managers for some time. 
Since this fact highlights the technical debt in testing (testing debt) as an important 
and common problem of IS development projects when outsourcing is involved, 
this paper focuses on the role of client organization managers in such cases and 
present a possible approach to the test governance in multi-vendor environment in 
order to prevent/reduce the testing debt. Therefore, the main aim of this paper is to 
propose a framework enabling client-side governance over vendor testing activities, 
as I believe that such approach can effectively provide early warnings on troubled 
software projects and generally contributes to the prevention of IS development 
project failures.  

11.2     Testing in Outsourced IS Development Projects 

 In the literature one can fi nd an evidence that the choice of development subcontractors 
based on the lowest proposed price is quite common [ 5 ,  6 ], but from the viewpoint 
of produced software quality, the consequences of this approach are not always 
properly managed. Some of main symptoms in such cases are issues coupled with 
the situations when demanded project deadlines are not met. Consequently, there 
are already reported stories in research literature that effective management of time 
pressure and knowledge of factors contributing to pressure situations play a signifi -
cant role in the success of the whole testing process [ 7 ]. Additionally, IS development 
managers in the industry often perceive many of “pressure situations” to be origi-
nated in a form of technical debt. The technical debt was originally understood as a 
metaphor that describes the situation when “long-term code quality is traded for 
short-term gain”, but currently this metaphor is perceived more broadly, including 
many real-world    “ugly” practises during IS development project lifecycles (archi-
tectural debt, testing debt, documentation debt etc.) [ 4 ]. For my research, testing 
debt is the key one. 
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 Testing is divided into several levels with different responsibilities, namely 
component, integration, system and acceptance (International Software Testing 
Qualifi cations [ 8 ]). Although testing, especially system testing level in outsourced 
IS development projects, is in the industry praxis sometimes perceived as a sole 
responsibility of the vendor without the need of a continual “insider view” from the 
client managers perspective, I presume that this approach is generally incorrect and 
such information asymmetry [ 9 ] contributes to project escalation [ 10 ]. This con-
forms to the theory that a testing organization entity should be separated from a 
programming organization entity [ 11 ]. Additionally Galin [ 6 ] perceives the partici-
pation in testing as one of the Software Quality Assurance (SQA) tools when exter-
nal participants are involved. He states that “character of participation in the testing 
process is suffi ciently comprehensive to enable the contractor’s representative to 
intervene, if necessary, to obtain assurance of the quality demanded of the supplied 
software and the expected timetable for completion of the testing (and correction) 
process.” Another possible perspective is the one by Black [ 12 ] who applies a “due 
diligence” concept from the area of mergers and acquisitions to the vendor quality 
evaluation—i.e. looking at technology and process issues from the viewpoint of 
current vendor practice. However, as the proper vendor (subcontractor) manage-
ment and the project control during project lifecycle is probably one of the most 
important factors contributing to software quality in outsourced environment, fi rstly 
I briefl y focus on the organizational theory and practice in this fi eld. 

 Ahonen et al. [ 13 ] describe interdepartmental model for testing organization, 
which is used in many non-software intensive businesses. Jain et al. [ 1 ] argue that 
“literature provides limited guidance on CMs’ [client managers] project manage-
ment responsibilities when projects are outsourced, whether vendor is located 
onshore or offshore.” Sanz et al. [ 14 ] provide a conceptual proposal of a process 
model to create a test factory—an independent organization entity providing testing 
services, but lacking a clear distribution of responsibilities between the client and 
the vendor. Lu and Käkölä [ 15 ] similarly provide a life-cycle model for software 
testing based on similar initial assumptions as Sanz et al., but with a clear responsi-
bility boundary. They present mainly vendor perspective, but also propose an active 
client engagement in the process. However, this approach is also focused on inde-
pendent testing by different organization entity, and I argue that it does not always 
have to fi t client needs when fi xed-price IS projects are demanded, and a vendor is 
responsible for all the delivery aspects. 

 As testing processes are typically a part of IS development project realization, 
key fi ndings from this area must be included. Software project management real- 
word approach (Australia) is described by McBride [ 16 ], focusing on the project 
monitoring, control and coordination. His work in conceptually linked with the clas-
sifi cation of different coordination mechanisms adopted from other sources [ 17 ]. 
Unlike real-world praxis reported by McBride, the concept proposed by my research 
relays heavily on formal technical reviews as a part of project monitoring activities, 
since I see its role crucial in the outsourced environment. Additionally, to cope with 
specifi c nature of quality management activities, a separate role of a quality man-
ager should be established in the IS projects to fulfi l specifi c needs due to nature of 
this area. These tasks can hardly be performed by a project manager himself or 
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herself, although the overall responsibility for project outputs (including quality) is 
still held by such a project manager. Additionally, a whole-organization approach is 
recommended for these activities—ideally with reporting to the chief quality manager/
offi cer outside the project [ 18 ]. 

 Based on similar philosophy, in organizations running multiple IS development 
activities (typically in the form of projects) handled by different teams, implementa-
tion of common and coherent principles to oversee testing activities in broader 
context must be done. I suggest a new term “test governance mechanism” in this 
context. As the proper defi nition of this term is not yet established in research litera-
ture, understanding of test governance as a high-level process for over sighting of 
test management activities ranging from the organizational level to the project level 
[ 19 ] is proposed. Implementation of a test governance mechanism in this sense 
includes establishing of a coherent test policy and test strategy, appropriate organi-
zational structure, escalation mechanism, common reporting standards, testing 
process descriptions (e.g. test planning, preparation, execution, evaluation, control) 
and various guidelines as well as other rules of action. I also argue that a shared 
vision of “testing excellence” must be an essential part of every test governance 
mechanism. An existence of this mechanism will prove effective especially when a 
part of or all IS development projects are outsourced and the client organization 
needs to manage vendors effectively in the fi eld of testing.  

11.3     Cognitive and Psychosocial Factors 

 In the context of a proper client test governance process over outsourced IS develop-
ment projects one can recognize the importance of several people-related aspects. 
These aspects must be taken into account, especially with an emphasis on the 
existence of information asymmetry client managers often experience. The impor-
tance of people factors for making software projects successful was explored by 
Chua [ 2 ]. I believe that, apart from factors presented in his work, which include 
stakeholders’ involvement and team members’ experience, one of the key factors for 
proper vendor management, linked to project success and information system quality, 
is a proper process of handling and communicating “bad news” from vendor site, 
either explicitly or implicitly. Effects of positive psychology based on Beck’s 
cognitive theory were explored by Natovich et al. [ 20 ] in project management 
context—one of the conclusions of their study is confi rmation that bad news are 
withheld by project managers in order to cope with stressful situation (“copying by 
avoidance”). Thus organizations are encouraged to create an open environment and 
to eliminate possible “shoot the messenger” syndrome. 

 Considering a slightly different perspective originated in social psychology, 
I perceive a huge potential for project failure explanations in cognitive dissonance 
theory suggested by Leon Festinger. His theory is based on a fi nding that a person 
holding two confl icting cognitions causing discomfort and/or frustration tries 
to eliminate it by changing existing cognitions or adding new ones [ 21 ]. Aside from 
few other forms of cognitive biases, which seem to be important for IS-related 
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research [ 22 ], a major factor infl uencing communication of bad news through the 
higher levels of organization structure is widely recognized as the mum effect. This 
phenomena can be characterized as the situation when a person involved in the proj-
ect, either from the vendor or client side, refuse to transmit unwelcome and negative 
information concerning project progress [ 23 ]. Such information includes, but is not 
limited to, facts about a project tendency either to completely fail, or to experience 
major delay, budget overdraw etc. In the opposite case, e.g. when a person decides 
to provide such information, this action is often referred to as whistle- blowing [ 24 ]. 
Recently, a signifi cant infl uence of the culture on the mum effect in software out-
sourcing was described in the work [ 25 ], which is especially important for the client 
management of IS development when interacting with offshore vendors. 

 As the importance of whistler-blower dilemma for the presented topic should not 
be undervalued, an attention to Natovich et al. [ 20 ] must be paid—they say that 
study of this dilemma should focus on two different views: people taking a direct 
part of the project and being directly involved in its success or failure (a project 
manager, project team members etc.), and “accidental bystanders”, referencing to 
the dilemma of IS auditors described in [ 24 ]. Not surprisingly, the relevance of the 
organizational culture and climate [ 26 ] should be also stressed out, especially in 
terms of the need for developing and communicating “quality culture” of software 
development [ 27 ] and its common principles as well as shared vision of testing 
excellence. Such principles should be understood as one of the IS development 
projects success factors, no matter whether development is insourced or outsourced. 
Moreover, mum effect itself can be viewed as a consequence of specifi c organiza-
tion conditions and unhealthy climate heavily predetermining it [ 24 ].  

11.4     Initial Findings 

 Action research has been used as a research fundamental. Action research has been 
advocated as a legitimate research method in IS research for several years and it is 
primary targeted “to solve current practical problems while expanding scientifi c 
knowledge” [ 28 ]. Control structure [ 29 ] of this research project has been informal 
and has involved collaborative initiation and authority of identity domination—
presented interim results are based on author’s personal involvement and direct 
intervention in multiple outsourced IS development projects. The project has been 
run in a large fi nancial institution in the Czech Republic and involved fi ve different 
IS development projects/programs. This paper summarizes outputs of Diagnosing 
and Action Planning phases [ 30 ] of this research project, which were carried out 
over a 6 month period from June 2012 to December 2012. 

 Following challenges and initial presumptions in a traditional user acceptance 
testing model performed by client organizations have been identifi ed during 
 diagnosing phase as caveats, which were consequently supported by several 
informal interviews with client IS development managers being responsible for 
vendor management in other three client organizations in the same industry 
segment: 

11 Towards Elimination of Testing Debt in Outsourced IS Development Projects…



140

  Challenge No. 1:  Many non-software intensive organizations simply cannot afford 
building of powerful dedicated testing teams because of their tight IT budgets. 
They partially or fully rely on their outsourced vendors in terms of software quality 
concerns, or alternatively, they must involve core-business experts (hereafter 
“domain testers”) into the software testing process during user acceptance testing. 

  Challenge No. 2:  Involving of domain testers is usually accompanied with multiple 
problems, e.g. impossibility to allocate them fulltime because of their regular tasks. 
This often results in jeopardising the project schedule when commitments and 
staffi ng are improperly managed, or cause incomplete user acceptance testing. 

  Challenge No. 3:  Domain testers are not well-trained testing experts, their knowledge 
of testing is strictly based on (and is restricted to) domain expertise—for such 
reasons they can easily omit some important parts of functional testing. Moreover, 
this involvement does not assume solution of the need for special types of testing 
(e.g. performance testing, maintainability testing etc.). 

  Challenge No. 4:  Rigorous and extensive software testing at the end of IS develop-
ment lifecycle is resource ineffi cient for both involved parties (client and vendor) 
because it lacks effi cient control towards project fi nalization on time; therefore 
testing must be handled properly already during system testing phase by the 
vendor—hand in hand with a suffi cient client involvement and a necessary level of 
supervision from the client side. 

  Challenge No. 5:  Omitting of vendor governance principles from the client side can 
lead to unpredictable results and “quality catastrophic” scenarios in the user accep-
tance phase of outsourced IS development projects when these projects go awry: 
some vendors seem to prefer short-term gains and tend to, partially or fully, follow 
client rules and standards, which may lead to many shortcomings when “nobody is 
watching”. Frankly speaking, this can be understood as an adequate reaction to the 
pressure associated with the tendency to minimalize price in fi xed- price deliveries, 
but should not be used as a general excuse. 

  Challenge No. 6:  Client project managers in non-software intensive organizations 
often possess more general skills and competencies than their colleagues in core 
software business who seem to grow up from technical grounds—their (i.e. 
“non-software” project managers’) knowledge of software development and quality 
management is defi nitely far less expectable. The tendency to fully rely only on 
information gained from the vendor seems to be fatal especially in case when a 
vendor project manager chooses to “keep the silence” about wrong project progress. 

11.4.1     Sources of Testing Debt 

 Testing debt can be generally characterized as a metaphorical expression of incon-
sistency between planned [ 31 ] or rationally expected test activities, and test activi-
ties actually performed. According to my research and with respect to generic test 
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process phases (see below), this may especially include: (1) omission of proper 
test planning phase and stakeholders involvement, causing many serious fl aws in 
concurring test process, (2) improper or inadequate test basis (requirements) anal-
ysis and test coverage during test design process, (3) improper or inadequate test 
execution strategy in the context of concrete IS development project—(a) inade-
quate number of test runs not respecting development dynamics, (b) ignorance of 
release management principles during testing, causing test results invalidity, (c) 
lack of regression testing, (d) defect closure without retesting, (e) undervaluation 
of severity of identifi ed defects, (f) overall marginalizing of potential impact of 
lower- severity defects; (4) intentional affi rmation of inadequately tested software 
as suitable for user acceptance testing, with the goal to transfer responsibility and 
costs of testing to the customer and/or avoid contractual penalties connected with 
late delivery. 

 I believe that all of the issues presented above are forming testing debt, with 
consequences to repay it later, typically during user acceptance testing performed 
by a client organization. Based on these fi nding I conclude that the control over 
sources of testing debt must be actively performed by client organizations in order 
to eliminate the necessity of later paying for the debt from client own funds. 
Additionally, negative consequences of testing debt will be furthermore multiplied 
when the mum effect and forms of cognitive biases take their toll. Such issues can 
be extremely painful for the clients, especially when dealing with new vendors, e.g. 
when expectations of both sides are not yet utterly clear.  

11.4.2     Conceptual Framework 

 In order to study and solve presented issues, following conceptual framework 
(Fig.  11.1 ) is proposed. Within context of a single project it demonstrates relation-
ships between (1) infl uencing factors, (2) test process details, (3) test management 
and governance principles when vendor and client organizations are interacting. 
Generic test process (2) is based on understanding a test process as being a sequence 
of several activities (processes). It is conceptually inspired by test process described 
by Galin [ 6 ], Tian [ 32 ] and others. The border of responsibility between the client 
and the vendor is defi ned (3), hand in hand with typical actions and work items.

11.4.3        Guiding Principles 

 Based on these fi ndings, presented concept is based on fi ve cornerstones:

    1.    Reduction of information asymmetry, early client involvement   
   2.    Regular quality management reviews   
   3.    Formal technical reviews serving as quality gates of the project   

11 Towards Elimination of Testing Debt in Outsourced IS Development Projects…



142

   4.    Assignment of a competent client test/quality manager with test management 
experience and strong “customer advocacy attitude”   

   5.    Alignment with “soft” factors of the client organization     

 The demand for reduction of information asymmetry and early client involvement 
(1) in this concept evocates conformity to consequential principles (2, 3, 4): man-
agement reviews (2) consist of organization of vendor-client test/quality status 
meetings on weekly basis, where key actors are invited: project managers of both 
client and vendor, vendor test manager, client test/quality manager, and in later 
phases also client business representatives. A regular set of measurement evaluation 
based on client submission is presented. 

 Importance of formal technical reviews (3) aimed at software testing artefacts 
provided by vendor should be considered as crucial in the whole process of quality 
governance during outsourced IS development project lifecycle. Formal technical 
reviews include, but are not limited to, reviewing of test planning documentation, 
test design documentation (test conditions, test scripts etc.) as well as output arte-
facts (test logs, test reports) used as a basis for client evaluation of completion of 
vendor test process and start of client user acceptance testing. The vendor is also 
expected to implement peer review process internally, as outputs of internal peer 
reviews should be checked upon request by the client. 

 With respect to the cornerstone No. 4, this paper promotes the role of an indepen-
dent test/quality manager from the client organization (hereafter “ client T/Q man-
ager ”) (4) acting (apart from other aspects) as a client project manager mentor in the 
fi eld of software testing and quality assurance. From the project management point 
of view, client T/Q managers can either (1) participate in project management as a 
client project co-manager, or (2) act in a more formal position like an SQA auditor. 
However the role of a client T/Q manager during IS development project greatly 
differs from standard test management goals and activities during software develop-
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ment projects—client T/Q managers are much more fi xed to quality objectives, 
high-level quality monitoring and overall evaluation, as well as participation in IS 
development project coordination—in contrast with test planning, evaluation and 
test team management which are the tasks performed by the vendor test managers. 
At the same time, the presented approach does not preclude the possibility to make 
the client T/Q manager responsible for user acceptance test management and coor-
dination—in this case, he or she occupies the “standard” role in the test management 
process—the only difference is the level/phase of testing. Based on my discoveries 
I strongly believe that the client T/Q manager who observes multiple IS develop-
ment projects and who governs multiple vendors work (together with an individual 
client project manager) can greatly contribute to the solution of the whistler- blower 
dilemma of these managers, and, at the same time, helps to reduce information 
asymmetry between client and respective vendors. Typically, there must be also for-
mal support for proposed principles—usually in the form of contract obligations to 
adhere client rules in the area of software development and testing. 

 Addressing people-related factors, client T/Q managers should spend some time 
with the vendor in order to communicate their vision of quality culture, since a 
shared vision in this area should be perceived as an important trust-supporting fac-
tor. Moreover, a new vendor is typically missing the long-term insider view of the 
client environment. Consequently, the lack of vendor quality culture observed later 
by client managers during testing or development process can defi nitely clash the 
trust between both parties. Both the client T/Q manager and the project manager 
should focus on possible infl uence of cognitive and psychosocial factors. This infl u-
ence must be defi nitely not underestimated, as reduction of information asymmetry 
and proper detection of the mum effect symptoms play a crucial role in vendor 
management.   

11.5     Discussion and Further Work 

 Although in recent years coverage of software testing in research literature seems to 
get better, a certain gap between researchers and industry practice still exists [ 11 ]. 
Historically, testing suffers from general underestimation as a qualifi ed and distinct 
discipline [ 13 ]. Additionally, one may still lack research sources concerning effec-
tive testing and quality governance over IS development projects in outsourced 
environment. This article helps to bridge this gap. My research differs from the prior 
research in the area of software testing mainly in the way how I understand the need 
for stronger continual test governance over outsourced IS development projects as a 
proper solution for the reduction of testing debt. It also provides initial mapping of 
the importance of cognitive and psychosocial factors greatly infl uencing the soft-
ware quality and IS projects success from the viewpoint of possible elimination/
reduction by client T/Q managers. 

 This initial study has clearly some limitations and should be generally viewed 
as a proof of concept. Basically, only initial phases of action research are captured 
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because the use of presented principles and the conceptual framework for purpose 
of this validation (after completion with further details) is currently being done in 
a real test governance process. Therefore, results based on complete action research 
cycle will be presented in a consequent paper when the validation is complete. 
Additionally, action research is vulnerable to the researcher bias and generaliza-
tion of conclusions can be potentially problematic. In order to cope with this issue, 
discoveries from the action research will be supported by the case-study approach 
during further research of the phenomena across client organizations in a wider 
context. Finally, there should be especially noted that other quality assurance 
activities, such as requirements inspections and code walkthroughs, are not 
captured in this paper. 

 This paper addresses issues of both the theory and the praxis. From the viewpoint 
of the praxis, it allows project and T/Q managers in client organizations to apply 
similar principles in their work in order to improve vendor management practices 
and get more confi dence in their outsourced IS development projects, taking into 
account that testing process is run properly and according to best practice in the 
fi eld. From the viewpoint of the theory, this research contributes to the understanding 
of how important the governance processes are for a client organization during IS 
development project realization, because current research is typically addressing 
problems from the vendor perspective only. The principle of client T/Q manager 
participation in outsourced IS projects has been strongly advocated as an effective 
way to deal with some of the factors described in the professional literature as a 
challenge for IS development project management. I believe that together with the 
information asymmetry problem and the possible role of cognitive dissonance as 
well as other cognitive factors, this can be one of the dominant sources of project 
failures and should be further explored in the presented context. There should also 
be focus on providing explanations of the fact why client project managers often 
remain silent when they already have clear data demonstrating a problem, often 
based on continual poor test results provided by the vendor, but tend to be easily 
convinced by the vendor project managers that “everything is going fi ne”. 
Consequently I also encourage to further study the whistle-blower dilemma from 
the point of view of T/Q managers in client organizations, since this area was only 
briefl y introduced by this study as a conceptual problem, as well as the approach to 
client T/Q managers positioning and their perception by the project team members 
(participative versus “quality police” function), which is the dilemma presented 
likewise by Robey and Keil [ 24 ] for IS auditors.  

11.6     Conclusion 

 This paper has argued for a better IS development projects coordination and moni-
toring by the client managers when the projects are outsourced outside the client 
organization. It has introduced metaphorical concept of testing debt and identifi ed 
potential sources of this debt as a consequence of wrong vendor practices and insuf-
fi cient coordination by client managers. 
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 Consequently it clearly divides and describes responsibilities between both 
clients and vendors from the perspective of governance and project coordination 
activities performed by clients in the fi eld of quality management. Client T/Q man-
agers in client organizations are promoted as important players in client quality 
management of outsourced IS development projects. Conceptual framework for test 
governance is proposed as an interim result of an action research project, since 
existing research literature does not provide guidelines for activities in this fi eld. 
This framework also stresses out the role of cognitive and psychosocial factors. 
I believe that knowledge of the role of these factors can greatly reduce number of 
failed outsourced IS development projects in client organizations. And fi nally, 
I hope that preliminary results presented in this paper may encourage further 
researchers to study these issues in similar context.     
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    Abstract     Active knowledge creation and sharing about food safety hazards can be 
better fostered within a learning community. This paper proposes an innovative 
analysis and design framework for supporting knowledge work in a learning com-
munity. The framework was informed and derived from an investigation of knowl-
edge creation and sharing practices about food hazard risks specifi c to the dairy 
industry. This paper presents a case study illustrating how traditional knowledge 
sharing practices were transformed through the application of a knowledge manage-
ment framework. The knowledge management framework enabled the formation of 
a learning community that in turn facilitated improved integration of disparate 
instances of knowledge sources and fostered new connections between stakeholders 
for effi cient food safety knowledge fl ow.  

  Keywords     Knowledge management   •   Learning communities   •   Knowledge sharing   
•   Food safety management  

12.1         Introduction: Issues and Insights 

 Food safety management concerns diverse actors across the industry supply chain 
including growers/producers, manufacturers, and retailers, as well as health, regula-
tory, marketing and export authorities. Hazard identifi cation is a critical knowledge 
capability that facilitates a proactive approach towards safety issues especially in 
the food industry. In this industry hazards refers to the food-borne health and safety 
risks. Given the recent food scandals within the industry, predominantly in the EU 
[ 1 ]   , the early identifi cation of food safety hazards provides stakeholders with an 
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opportunity to develop procedures that will effectively manage a situation in the 
event that it should occur. Managing knowledge in a way that maximises the 
 capability to identify potential issues leading to new hazards being discovered will 
enhance an industry’s preparedness for managing future food-borne risks. 

 This paper describes a Knowledge Management (KM) framework that was used 
as the lens to study and propose appropriate support of the process of identifying 
and documenting potential food safety hazards by industry actors. The application 
of this framework in our case study involved the design of a KM System (KMS) as 
the basis of a transition from traditional knowledge sharing practices into a learning 
community (LC). The KMS strengthened existing relationships between industry 
actors and enhanced the level of trust between all actors. On the basis of these trust 
relations, the actors were able to transition into a learning community and build the 
industry’s capability for hazard identifi cation. 

 Our case study was facilitated by the involvement of signifi cant industry actors, 
including regulators, researchers, producers as well as those involved in information 
management. The food industry is engaged in building IT-supported systems for 
managing hazards information. However, our study case extended this effort by 
facilitated better engagement in knowledge sharing and the formation of a learning 
community within the industry.  

12.2     Background: Why a Learning Community? 

 Originating from organisational learning theories, LCs were proposed to enhance 
learning as a formal organisation-sponsored approach that engendered a high level 
of trust amongst the participants [ 2 ]. Although the LC concept has been widely 
adapted [ 3 ], a major challenges is to design appropriate mechanism within the LC 
that enable knowledge creation. Khoo and Cowie [ 4 ] propose that the social and 
emotional ties of members within a LC need to be fostered in order for the aims of 
the LC to be successful. Exactly how these more tacit aspects of human relation-
ships within a LC are to be fostered still remains a challenge. 

 In our paper we examines the role knowledge management can play to foster 
greater understanding and trust between diverse knowledge workers within a LC 
that may lead to stronger social ties between its members. How members of a LC 
participate and interact with each other will infl uence how the degree to which 
knowledge is created and shared within the LC. Increased knowledge sharing also 
means that members’ expertise is deepened and potentially their knowledge domain 
changes [ 5 ]. In this paper we apply a KM framework to support these knowledge 
practices. 

 In the food industry, there is a growing realisation that responsibility for food 
safety management needs to move from an adversarial system, between the regula-
tor and the producers and manufacturers, into a complex network of co-operative 
actors, even when stakeholders have competing organisational objectives. Collective 
responsibility requires knowledge to be shared effectively in order for the actors to 
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perform their roles and to discharge their organisational responsibilities. When 
actors create and share knowledge to assist their work tasks there is a need for them 
to engage in more meaningful and reciprocal ways to forge closer knowledge rela-
tionships with each other. This paper argues that there is a need to establish a LC to 
facilitate active knowledge sharing to identifying food safety risks. 

12.2.1     Analytical Lens: Task-Based Knowledge 
Management (TbKM) 

 The case study adopted the  Task-based Knowledge Management (TbKM)  frame-
work [ 6 ] to investigate existing knowledge sharing practices within the Dairy 
Industry.  TbKM  focuses on articulating knowledge that underlies the ability to per-
form a specifi c work task [ 6 ]. TbKM adopts a “bottom-up” perspective, defi ning the 
work that must be performed at conceptual and pragmatic levels [ 7 ]. In this context, 
a KMS is the implementation of a TbKM. 

 A KMS requires conceptualisation of the structural elements that defi ne the task 
and the functions that together relate to the knowledge practices that constitute 
knowledge work [ 8 ]. This conceptualisation of a work task allows stakeholders to 
articulate some (but not all) of the knowledge and understanding that underlies their 
ability to perform their work. This conceptualisation of knowledge work is depicted 
in Fig.  12.1  as a framework for KMS.

   The structure of a knowledge management task is conceptualised as the intersec-
tion of organisational design and information and technology infrastructures. 
Organisational design focuses on how work is organised rather than the procedural 
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  Fig. 12.1    A framework for KMS: structural-functional co-dependent perspectives of KM       
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aspect of how work is performed. The three structural elements provide the 
 organising principles for KM requirements analysis. While each element is impor-
tant in itself, it is the interaction of these elements that is equally signifi cant to fully 
determine the design features of KMS to ensure it fi ts the organisational context and 
has an architecture that refl ects available information and technology. 

 Concurrent with the structure of the KM task, the functions of KM are conceptu-
alised as the intersection of three cognitive activities; remembering, sense making 
and learning. Remembering, facilitates complex organisational memory function 
[ 9 ] rather than considering its role as an information repository. Sense making is the 
process of understanding current situations including reconciling confl icting issues 
[ 10 ]. Learning is a creative process to deriving new meaning from these processes 
and re-embedding this understanding into practice [ 11 ,  12 ]. 

 Signifi cantly, the interrelationship between the elements highlights the dynamic 
and emergent nature of knowledge management. It also suggests that the elements 
need to be designed to be fl exible and extensible in order to accommodate 
changes and evolution while maintaining historical integrity of the tasks sup-
ported by the KMS.  

12.2.2     The Importance of KMS to Learning Communities 

 Within a LC, the KMS is a shared resource that supports the actors in their ability to 
perform their task. The role of a KMS is to support collaboration between the actors 
in their effort to develop a shared understanding of the task, make sense of new 
information and learn from past instances of the task. The KMS also aims to meet 
the needs of the community as a network by addressing the diverse needs of differ-
ent roles within the community as well as the needs of individual actors. The KMS 
 emergent , in that it is not imposed by an outside authority [ 13 ], rather it is the LC 
that defi nes the resource and is responsible for its evolution in terms of content, 
organisation and functionality. In our case study, the KMS facilitates the identifi ca-
tion, evaluation and communication of food safety issues and the management of 
hazards raised by these issues. The KMS is an organisational resource that allows 
actors to structure and document knowledge of what they have learnt from manag-
ing a hazard as a record of past instances of the hazard.   

12.3     The Dairy Industry: An Illustrative Case Study 

 The case study data was collected through a series of interviews, focus groups and 
workshops with stakeholders representing various functions in the diary industry. 
The major source of data appeared to come from Dairy-A (DA), an industry owned 
service organisation representing dairy producers and manufacturers interests 
across the country. DA’s Technical Issues Group (TIG) was responsible for coordi-
nating the management of food safety issues, acting as the “gatekeeper for the dairy 
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industry issues management capability”. This capability contributed signifi cantly to 
the industry’s viability and profi tability. As part of its activities, TIG:

•    produced an Issues Reference Manual (IRM) which presents a comprehensive 
documentation of existing issues and the way they need to be managed  

•   is responsible for collecting and collating relevant information, issuing alerts and 
generally informing relevant actors  

•   is implementing an extranet as a tool for monitoring existing issues and improv-
ing communication among its constituent members.    

12.3.1     Structural Elements of the KMS 

12.3.1.1     Organisational Design 

 A proactive approach to hazard identifi cation requires systematic and collaborative 
activities that are organised as discreet and defi ned processes. Information gathering 
and environmental monitoring can be undertaken by the whole community, but a des-
ignated group of actors within the community are assigned responsibility to perform 
this activity on a regular basis as part of their role [ 14 ]. In the proposed framework, 
characterisation and assessment of new information is undertaken regularly by a 
defi ned group of actors. Each situation will follow a general approach for that type of 
issue, but there needs to be fl exibility to allow the actors involved to adapt the process 
to the needs of the situation [ 15 ]. Within a LC, such refl ection is an explicit process 
that is done collectively by the community [ 16 ] and actors choose to be included rather 
than being nominated by higher authority [ 14 ,  16 ]. This contrasts with traditional prac-
tices where such activity is largely individual and implicit in other activities. 

 To maintain its issues management capability, TIG established a Reference 
Group (TIRG) to provide the necessary strategic input for its work program, part of 
which relates to the food safety issues capability. The main role for the Reference 
Group was as a consultative forum that allows DA to engage with other industry 
stakeholders and provide them with an opportunity to strategically input into the 
issues management process. For DA the forum is an important aspect of the industry 
network as it allows TIG to tap into the expertise of both the dairy and food industry 
stakeholders, including government, regulators and technical bodies. The TIG also 
commissions research and instigates investigations to support its work in maintain-
ing the dairy industry’s issues management framework. This is an important form of 
information gathering and serves to bring researchers into the industry network.  

12.3.1.2     Information Infrastructure 

 An information infrastructure situates new information within a relevant context 
[ 13 ,  17 ]. Hazard identifi cation is essentially the ability to recognise that a particular 
situation now represents a hazard in terms of food safety. Thus information about a 
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situation is transformed into knowledge that identifi es a hazard. This transformation 
relies on pertinent food safety issues to be articulated and documented. 

 The IRM contains information regarding existing well-understood food safety 
issues. It is wide-ranging, standardised documentation of issues that provides the 
industry with a very concise, informative and useful resource. Internally within DA, 
the environmental monitoring and authoring of Issues Notes is the responsibility of 
the Issues Management Group (IMG) under the direction of TIG. The IMG also 
prioritises issues for inclusion in the IRM based on what they have learned from 
monitoring the environment and the feedback from IRM holders that evaluate exist-
ing issues. Since TIG has sole responsibility for the IRM, it controls the distribution 
of the IRM to a broad but restricted membership.  

12.3.1.3     Technology Infrastructure 

 The development of a KMS as a shared resource within a LC is dependent on the 
creative deployment of information and communications technology (ICT) [ 8 ,  13 , 
 18 ]. Much of the discussion of processes and information infrastructure is predi-
cated on a sophisticated ICT infrastructure. Thus, for example, information sharing 
relies on a central structure that is visible and accessible to all actors. However, 
technology and functionality needs to be incrementally deployed so as to meet the 
actual work practices within the community [ 18 ]. 

 An extranet commissioned by TIG is designed to complement the IRM processes 
by providing the industry with better direct access to trusted DA information. It 
would allow a larger audience to access this information and, by encouraging more 
interaction, to build a consistent industry view of food safety issues. It is also recog-
nised that the extranet can provides additional functionality, such as access to archi-
val information, and facilitate better interaction between the industry actors and DA 
with functionality like a discussion forum and access to key experts within DA, the 
industry and academia. The development of a technology infrastructure, based on 
the extranet, provides opportunities not available with the existing manual paper- 
based IRM. The interaction between DA and industry actors is strengthened by the 
introduction of this new communications channel. But even more signifi cant in the 
longer term is the intention to record the results of actions, in the fi rst instance pro-
viding information about action taken since a previous alert.   

12.3.2     Functional Elements of the KMS 

12.3.2.1     Remembering 

 From a KM perspective an organisational memory is a facility that enables actors to 
make sense and learn from the experience of past episodes of the task [ 19 ]. This 
implies that the memory represent a comprehensive record of that experience [ 9 ,  12 ]. 
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However this only represents aspects of knowledge that can be documented and 
do not reveal anything of the knowledge required to resolve the situation. 

 Issues and alerts are treated as episodes of the hazard and, with the extranet, 
these episodes are being stored in an accessible way. Such a repository can be con-
sidered a kernel of an organisational memory. The utility of this repository is some-
what dependent on the technology that supports it. The main issue is the organisation, 
structure and storage mechanism that facilitate interaction with the content in order 
to understand and make sense of past episodes by actors who were not directly 
involved in those episodes. This is the mechanism by which actors use past experi-
ence to inform current situations.  

12.3.2.2    Learning 

 Actors must be knowledgeable about their task and learning is an explicit process in 
the overall performance of the task [ 6 ]. To this end, the KMS includes an organisa-
tional memory to support refl ective practice and single and double loop learning 
[ 11 ]. Refl ection-on-practice involves reviewing past episodes of the task with the 
objective to discover patterns that will change the shared understanding of the task 
by all actors. Refl ective-inpractice applies while performing a task in order to 
understand the specifi c circumstances of the episode and adapt knowledge to resolve 
the situation. Both modes of refl ection are facilitated by organisational memory [ 2 ]. 

 The organisational processes and the information infrastructure described above 
provide TIG with a necessary basis to engage in organisational learning. The feed-
back from IRM, regular revisions of Issues Notes (at least every 2 years), and envi-
ronmental monitoring triggers learning cycles of issues management that in turn 
overcomes problems that arise in current practice. The proposed extranet archive 
provides valuable information to inform and support this learning process. However, 
the IRM amendment process does not currently seem to explicitly record the con-
text and reasoning that inform revisions, thus omitting an important resource for 
reviewing existing practices and double loop learning.  

12.3.2.3    Sense Making 

 In order to work effectively, actors need to make sense of the task. This involves gain-
ing an understanding of the task and its context in order to develop a mental model 
to represent it cognitively [ 20 ]. However, with hazard identifi cation there is variety 
and diversity in the task itself and/or its context. In order to deal with this diversity, 
each episode of the task needs to be understood and compared against a mental 
model in order for the actor to act appropriately. Understanding the task, the problem 
domain and the context is an essential element of knowledge work. From the point of 
view of the KMS, sense making contributes to the conceptual components of the 
organisational memory. Aspects of the mental model can be represented as con-
ceptual models that situate an episode of the task within a broad problem domain. 
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This ability to situate the episode helps the actor decide how to resolve the situation. 
This also enables actors to recognise situations that are outside their expertise [ 20 ,  21 ]. 

 The process of sense making is generally individualistic as it allows actors to 
understand the issue from their perspective. This is combined with collaborative 
processes that construct a shared collective understanding of the issues. In the col-
laborative environment of the LC, actors are involved in deriving a shared under-
standing. This process requires actors to articulate aspects of their own mental 
models and adjust these models to accommodate other viewpoints. This results in a 
negotiated understanding in which all actors have a vested interest. This shared 
understanding can also be represented as a conceptual model and stored in the 
organisational memory. This highlights the need for the KMS to support multiple 
viewpoints so that actors have access to both the shared community understanding 
and their own variations [ 22 ]. 

 The TIG and other working groups provide forums where individual perspec-
tives can be reconciled, with the resultant view presented in the IRM as the industry 
view. The TIRG and other working groups allow selected actors to collaborate to 
make sense of a new situation. These groups address a specifi c area, have a strong 
strategic emphasis and use the individual members’ expertise and understanding of 
food safety.    

12.4     Discussion: Creating a Learning Community 
for Food Hazard Identifi cation 

 Food safety management concerns diverse actors across the supply chain but the 
community can be grouped as three cohorts of stakeholders: (1)  Research:  those 
involved in research and development; (2)  Practice:  the industry (growers/ 
producers, manufacturers, retailers, etc.); and (3)  Regulatory Authorities:  the reg-
ulators, legislators and standards bodies. These cohorts and their interactions are 
represented schematically in Fig.  12.2a  below. In our case study the model is used 
to represent hazard identifi cation, as the front end of food safety management, as a 
specialised view of the industry. This emphasises that food safety is the context in 
which hazard identifi cation is considered. As each cohort represents a variety of 
actors, there is also a need for these actors to engage with each other. Thus com-
munications need to be supported within and between these cohorts.

   The model of the industry, depicted in Fig.  12.2a , represents the structured inter-
action and feedback between the cohorts. Food safety is one aspect of the industry 
that relies on the cooperation between actors and stakeholder groups as they share a 
common interest in maintaining public confi dence in the food industry for the indus-
try’s long-term future. This cooperation is sustained through various forums, such as 
committees and workgroups, and the formal and structured communication that is 
exchanged by the stakeholder groups and actors within each group. However, the 
ability of the industry to function effectively also relies on informal industry net-
works. Although very important and signifi cant, these networks are mostly invisible 
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in terms of how food safety is documented by the industry. Activities, both struc-
tured and unstructured, relate to the broad and diverse areas of interest to the food 
industry, and include local, national and international forums. By their very nature, 
such networks are dependent on personalities and the trust that exists between the 
actors. A striking feature of these trust relationships is the importance of, and pride 
taken in, these relationships by each actor [ 23 ] that extends beyond food safety into 
other areas of the food industry. 

 Analysis of current network between actors and stakeholder groups confi rmed 
that a signifi cant proportion of relationships coordinated by DA are informal and are 
not explicitly documented. The major emphasis of our study was not to overtly 
change food safety practices, but to make explicit those activities that are central to 
the effectiveness of this enterprise. The innovation of this study lies in describing 
how those activities can be organised and documented and how this explicit knowl-
edge can contribute to food safety management when treated as LC. 

 The proposed innovation was in the form of re-designing the interactions between 
stakeholder groups through a KMS to support LC needs. The fundamental feature 
of the LC model is that actors participate in the construction of a shared resource 
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that forms the basis of their informational interaction as a LC. In this approach, the 
LC is engaged in a collaborative enterprise that is defi ned by a specifi c task. The 
defi nition of the task identifi es the participants, their role within the task, task out-
comes and, where appropriate, methods used to perform the task. Figure  12.2  repre-
sent the transition of existing knowledge sharing practices (Fig.  12.2a ) into a LC 
with the introduction of an integrated KMS (Fig.  12.2b ). The signifi cant difference 
in Fig.  12.2b  is that personal interaction between cohorts is maintained but the for-
mal informational interaction is through the KMS. 

 The model can be applied across a range of issues and at different levels of detail 
focused on a specifi c task. In a broad area like food safety, it is possible for multiple 
communities to interact through a common KMS. The KMS can be partitioned to 
support the perspective of each community but the common structures allow knowl-
edge to be shared between communities [ 24 ]. 

 The central KMS component shown in Fig.  12.2b  is comprised of the structural 
and functional elements that need to be implemented to support a LC. Interpreting 
and adopting the six co-dependent elements of Fig.  12.1  ensures that they are appro-
priate for the task of the LC and hence determine the success of the KMS.  

12.5     Conclusions: From Traditional Practices 
to a Learning Community 

 The initiatives undertaken by TIG within DA illustrate how organisations can 
 initiate changes that could transform their organisations by taking steps towards 
creating a LC. DA had focused on organisational design and information infrastruc-
ture, and has begun to implement a technology infrastructure to support their opera-
tions. It is obvious that they have made substantial progress in moving towards a LC 
although other initiatives would further assist in building on existing changes to 
progress their transition. An overview of DA’s current and evolving practices were 
discussed above. This discussion provides a practical example of the contrasts 
between the traditional organisation of knowledge sharing in the food industry and 
the LC model. 

 What is apparent from the discussion is that the traditional and LC models are 
not alternative approaches, but represent transition points on a path toward organisa-
tional change. As is shown by the discussion, most sectors of the food industry have 
developed strategies to deal with their changing environments and the specifi c 
requirements of their industry sector. The models can be used to analyse the sector 
to defi ne the organisational changes required to transform an industry sector into a 
LC as a means to achieve defi ned objectives and to see how its operations map onto 
this transition. 

 The models are not prescriptive but provide a framework within which current 
practices can be mapped or changes identifi ed and planned. This allows for a lot of 
fl exibility in terms of how the concepts are applied in practice. In terms of food 
safety, the major driver for change is the need to take a proactive risk approach in 
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order to predict potential and emerging food safety issues. The LC model as based 
on a task-based knowledge management approach that focuses on a specifi c task 
(hazard identifi cation) and is concerned with revealing the implicit activities that 
underpin effective performance of the task, making learning an explicit activity 
within the task and supporting knowledge sharing and collaboration by participants. 
The knowledge management approach assumes that support for reasoning and 
refl ection will enable participants to be proactive in terms of their ability to recog-
nise and effectively respond to food safety hazards.     
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    Abstract     Enterprise modelling can be generally used as an approach for developing 
solutions for specifi c problems that are faced by an enterprise. However, managing 
such solutions is an extensive problem as it has to be ensured that a solution will be 
maintained and eventually excluded from the set of available and applied solutions. 
Additionally, it has to be ensured that enterprise modelling will be accordingly 
guided, as it is required to develop solutions that perfectly suit the company. Hence, 
there is a tremendous need for supporting the lifecycle of an enterprise model. In this 
paper an enterprise model will be regarded as any kind of model that supports the 
respective enterprise in achieving its business goals, regardless if it depicts a busi-
ness process or the organisational structure. During this paper it will be shown, how 
goal modelling as a special type of an enterprise model can take a central role in 
supporting the modelling effort and its coordination. Furthermore the concept of an 
Entrepreneurial Goal Hierarchy will be introduced that will be used for coordinating 
the whole process of enterprise modelling executed in an enterprise.  

  Keywords     Enterprise modelling   •   Enterprise planning   •   Goal modelling   • 
  Entrepreneurial goal hierarchy   •   Enterprise model design  

13.1         Introduction 

 More specifi c than conceptual modelling, enterprise modelling is considered with 
conceptualisations domains that are generally and predominantly of peculiar 
interest of enterprises. These different domains usually require specifi c solutions 
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driven by the capabilities and directions of the different departments, teams and 
individuals of an enterprise. More specifi cally, the development of these solu-
tions depends on the different resources an enterprise has and the ultimate differ-
ence between enterprises are the people that are a part of this socio-technical 
system. Hence, any enterprise model should be enterprise-specifi c. Although 
between the different enterprises, there will be defi nitely commonalities or refer-
ences within the enterprise model, ultimately the differences represent the com-
petitive advantage of an enterprise. 

 Developing enterprise models for different domains of the enterprise implies 
the according and proper management of these enterprise models. Although 
these enterprise model might be directed to different domains of the enterprise, 
the huge enterprise modelling effort for planning and depicting an enterprise 
[ 1 ], should be coordinated by means of a more holistic perspective. Among 
probably other aspects, this holistic perspective should be motivated by a com-
mon direction of and the appropriate provision of resources for the enterprise 
models, respectively their enactment. Regarding the management of enterprise 
models, as shown in other works, e.g. [ 2 ], the necessity occurs for identifying 
commonalities between enterprise models to properly coordinate them. The 
proper coordination then guides the possibility for integrating the enterprise 
model. Within this paper, an enterprise model will be regarded as any kind of 
conceptual model that plans or enables the achievement or contributes to the 
achievement of the business goals of the respective enterprise. As the depiction 
of a whole enterprise isn’t probably the work of a single modeller and within the 
specifi c enterprise might exist domains, in which enterprise modelling is more 
costly than benefi cial, an enterprise model of the classical sense as discussed by 
[ 3 ] or [ 4 ] is a composition constituted by a multitude of different enterprise 
model from different domains of the enterprise. Hence, an enterprise model as a 
complete depiction of the enterprise may be created after the creation of enter-
prise model for the specifi c and different problems the company faces and their 
integration among different layers [ 5 ]. 

 Therefore in this paper a general approach of coordinating the accruing effort of 
enterprise modelling, which orientates at the goals that the enterprise targets to 
achieve. In the upcoming Sect.  13.2 , the initial basis for such an approach will be 
introduced, which is goal modelling. In this paper goal modelling, however, will 
be extended to the concept of an Entrepreneurial Goal Hierarchy, which depicts all 
the relevant goals that were targeted by the company. Further in this section 
Enterprise Model Design is introduced that properly guides the development of an 
enterprise model with respect to the targeted goals, to-be satisfi ed directions and 
individual knowledge of the respective modeller. Following, in Sect.  13.3  the con-
cept of an enterprise model lifecycle will be discussed. The enterprise model life-
cycle enables the proper management of enterprise models. Further, as this 
lifecycle is coordinated with the different phases of a specifi c goal, targeted by the 
enterprise, the enterprise modelling effort can be coordinated from a more mana-
gerial perspective. Finally, the paper ends with a conclusion in Sect.  13.4 .  
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13.2      The Concept of an Entrepreneurial Goal Hierarchy 

13.2.1     Goal Modelling 

 Goal modelling was originally derived from goal-oriented requirements engineering 
[ 6 ,  7 ]. It tries to identify the relevant achievements of a project, in particular a soft-
ware development project, that are needed to be satisfi ed in order to regard the proj-
ect as a success. In an abstract manner, it tries to elucidate the conditions that are 
needed to be satisfi ed in order to accomplish a specifi c goal, which is done by iden-
tifying the different goals required to satisfy. Due to its abstract conceptualisation, 
goal modelling evolved to a manner for strategy setting of an enterprise [ 8 ]. 

 A goal may be constituted by multiple further goals that promise the achieve-
ment after their own satisfaction. Additionally, goals may depend on further goals 
that are not directly derived from it. In conclusion, a goal may both be made more 
concrete by its refi nement to more concrete goals and it may be dependent on fur-
ther goals, whose achievement support the achievement of the initial goal. Within 
goal modelling two means of an end can be identifi ed. The initial and top design 
requires the consideration of the enterprise and its business goals [ 8 ]. With using a 
refi nement relation, goals are partly justifi ed by this relation with reference to the 
superior goals. So, based from strategic stated business goals, it is required to refi ne 
those goals continuously until the operative goals were derived that represent the 
desired achievement of actually executed actions. Actions, which are executed by 
the respective actors, are the other end that can be identifi ed within goal modelling 
[ 9 ]. However, to ultimately derive actions from business goals it is required to refi ne 
the business goals and reduce in this manner the respective complexity in a manner 
that actions are immediately derivable [ 6 ]. 

 However, although the complexity of goals may be reducible until an immediate 
derivation of actions becomes possible. This reduction needs to be coordinated 
according to the enterprise’s needs and therefore should be enterprise-specifi c. On 
the one handy, it may be the case that the initial strategic business goals are very 
generic as they are only represented on an abstract level. On the other hand, the 
refi nement of such strategic business goals depends rigorous on the resources the 
enterprise owns. An action is not executable, which requires resources that aren’t 
owned by the enterprise. Resources then may refer to tangible or to non-tangible 
assets such as knowledge or expertise. Therefore the development of a solution that 
is in charge of satisfying a respective set of goals that were identifi ed by means of a 
goal model, needs to consider these enterprise-specifi c circumstances.  

13.2.2      Enterprise Model Design 

 Enterprise Model Design (EMD) may be defi ned as the constructive and highly 
creative infl uenced process of enterprise modelling that aims at the development of 
solutions achieving set or developed goals under the consideration of the respective 
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set or identifi ed directives. EMD aims at capturing signifi cant information taken 
from the actual process of designing an enterprise model, as the signifi cance of the 
designing process has been identifi ed, next to the actual product or outcome [ 10 , 
 11 ]. As not just the model is suffi cient for explaining and revealing others indenta-
tions and beliefs, it is necessity to capture the different grounds and assumptions 
with the respective outcome [ 12 ] (Fig   .  13.1 ).

   With the consideration of goals as an input of this process, the EMD partly 
guides the required level of abstraction expected from the ultimate outcome of the 
EMD. The more concrete, a certain goal is, the more concrete the respective enter-
prise model has to be. However, through the consideration of directives that must be 
embodied by the enterprise model, the development of a solution that is aligned 
with the abstraction level of the respective goal, is additionally guided. Directives 
are either proposed by a superordinate entity that force a certain direction to be fol-
lowed or specifi c restriction to be satisfi ed or by the environment. The last magni-
tude of infl uence considered by the EMD is the individual knowledge of the 
respective modeller that is in charge of creating an enterprise model. Design deci-
sions will be undertaken during the design process of the enterprise model that are 
neither required with respective to the goals or directives, but as the modeller comes 
with a certain experience and expertise, these experience and expertise should be 
used by means of the enterprise model. 

 The use of EMD is not restricted to any fi eld or domain within the enterprise, 
moreover it should be suitable for all relevant domains within an enterprise that 
are considering enterprise modelling prior to direct actions. With the focus on 
goals, EMD enables to layer different modelling processes within the enterprise, 
e.g. between the need for modelling for the strategic level and operational level 
[ 8 ]. While the EMD needs to focus on an alignment with the enterprise environ-
ment, when developing solutions for the strategical level, e.g. by the specifi cation 
of a strategy map [ 13 ], the EMD applied on a more tactical or even operational 
level has to consider directives that are directly provided by the strategic level. 

  Fig. 13.1    Conception of 
enterprise model design       
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The initial set strategic direction has to be decreased by means of the determina-
tion of further aspects during the tactical or operational level [ 14 ]. However, these 
determinations shouldn’t confl ict with those decisions taken on the strategic level. 
Ultimately, on the operational level, from the operational goals and taken direc-
tives, the EMD focuses on the development of solutions that can be directly 
included by or considered for the actions of the operatives [ 15 ]. Within Table  13.1  
different scenarios of the application of the EMD are described. The scenarios 
mainly vary in their explication of the set goals, the directives and the individual 
knowledge that can be considered for the development of a solution.

   As previous explained, the different, exemplary scenarios for applying the 
EMD vary with the capabilities and the responsibilities of the respective modeller. 
While in the initial scenario, the solution mainly depends on the individual knowl-
edge the respective modeller has, it rather orientates on a more strategic, direc-
tion-taking level. The latter scenarios come with more restrictions that are needed 
to be respected by the respective developed solution. The level of freeness in 
creating a solution, or selecting one out of a specifi c set of solution is more 
restricted, e.g. due to a strategic direction that has been decided on. Thereby, the 
latter scenarios, although not absolute, are more orientated at the tactical or opera-
tional level. However, although the relation between the strategic, tactical and 
operational layer can be identifi ed by means of the goals and directives, emergent 
solutions might occur that were not initially been planned [ 16 ]. The EMD explic-
itly considers such a development, with the explicit consideration of individual 
knowledge and the possibility for specifying enterprise model, especially strate-
gic enterprise models, on a higher level of abstraction. For example, the more 
abstract a strategy has been formulated, the higher is the level of freedom of the 
operative using the EMD.  

   Table 13.1    Infl uences of goals, direction and individual knowledge   

 Goals  Directives 
 Individual 
knowledge  Scenario 

 −  −  +  Requires detailed analyses of the environment and enhanced 
capabilities for decision making, e.g. strategic decisions. 
Goals evolve with the EMD in accordance to the analyses 

 +  −  +  Solution is mainly driven by the individual knowledge, 
captured by the respective modeller. So the modeller can 
freely design the actual solution, if it is capable of 
achieving the predefi ned goals 

 +  +  −  In such a scenario the outcome of the EMD process is 
basically predefi ned by the impetus given by the direction 
and goals. The desired achievement is defi ned by the 
respective goals and the approach for achieving is outlined 
by the direction. Such an EMD is considered with operative 
choices that are characterised by a low freedom of choice 
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13.2.3     Entrepreneurial Goal Hierarchy 

 Given the fact that every institution of a company directs its actions to the achieve-
ment of the set business goals of the strategy, it can be inferred that every institution 
may derive its own goals that are derived from the business goals. These goals may 
either contribute implicitly or explicitly to the achievement of the business goals, 
but in any case are refi ned by actions that either contribute to the achievement of the 
business goals or enable the contribution to the business goals by other actions. 
Thereby, as a commonality, goals can be identifi ed as a central modelling concept 
that is dispersed throughout the enterprise. 

 Moreover, with the identifi cation of a common concept, it is required to align the 
goals within an enterprise properly. The alignment of the goals within an enterprise 
needs to consider various aspects. Hence, in order to ensure these types of align-
ment it makes sense to not just use goal modelling for a specifi c project, but to use 
it holistically within the enterprise. In general, it needs to be ensured that the strate-
gic goals are accordingly aligned with the environment of the enterprise by the 
strategic management and that any further goal within the enterprise is aligned with 
the strategic goals. So operative goals, from which the actual actions are derived 
need to be aligned with the strategic goals, preferably by means of a multi layered 
perspective that is capable of identifying the implications by the operative from the 
strategic goals [ 8 ]. Such considerations are included by the concept of the 
Entrepreneurial Goal Hierarchy (EGH). An EGH includes all the various goals of 
an enterprise and aligns them accordingly or identifi es contradictions between them. 
Especially the dependency and the refi nement relation of goal modelling support 
the alignment within the EGH. An EGH helps to identify the contribution of specifi c 
operative actions with respect to the superior business goals. Furthermore it ensures 
the proper derivation of these enterprise actions. Additionally the EGH supports the 
coordination of various projects that may be located on a rather tactical level and try 
to enable strategic plans in the operational business. Therefore, the EGH requires a 
goal proposal to be justifi ed by means of the goals set by the superior. For example, 
a member of a department shouldn’t pursue a goal that will not contribute to the 
achievement of the general goals of the department. 

 However, as identifi ed in Sect.  13.2.2  to develop an enterprise model more aspects 
apart from goals are needed to be considered. If required, directives need to be pro-
vided by the respective superiors. Nevertheless, the EGH enables the stepwise 
refi nement of an respective enterprise model according to the refi nement of the rep-
resented goals. In particular, the execution of a business process might require the 
preceding development of an information system, which is planned with respect to a 
superior goal. So a completion of an enterprise model, as a depiction of the actual 
enterprise, will be possible with the achievement of the respective goals of the 
EGH. Without the full achievement of the goals, the available enterprise model will 
only constitute the frame of action provided to the operative business and therefore 
is on abstract level, as the operative business, although slightly, still is able to con-
tribute its individual knowledge in order to developing a solution for achieving the 
respective set goals.   
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13.3      Communication of Responsibilities and Conditions 
Regarding the Enterprise Modelling Effort 

13.3.1     The Need for an Enterprise Model Lifecycle 

 Initially a rather simple, but suffi cient lifecycle will be considered, regarding the 
management of enterprise models. With respect to the BPM Lifecycle [ 17 ], the life- 
cycle of an enterprise model includes the following phases. Initially there is the 
need for developing a solution. Due to a  diagnosis  phase, the purpose (goals) as well 
as the different requirements (directives) will be collected. Successively, within the 
 design  phase an enterprise model will be created with respect to the previous identi-
fi ed relevant aspects. When the design has been approved by all the relevant stake-
holders, the enterprise model will be  implemented  within the company. 
Implementation of an enterprise model then refers either to the introduction of a 
new business process, the reorganisation by means of an organisational diagram or 
the implementation of an information system. Succeeding is the  enactment  of the 
solution provided by the enterprise model. Ultimately there is the need for  diagnosis 
and/or maintenance  of the enterprise model. Either there is the possibility to adapt 
the enterprise model to react to new requirements or directions of the enterprise or 
there is the need to omit the enterprise model (Fig.  13.2 ).

13.3.2        Tightening the Relation Between Enterprise Models 
and Their Associated Goals 

 Regarding the previous introduced enterprise model lifecycle there is a need for 
indicating the current phase of an enterprise model and to further decide the future 
direction of the enterprise model. Especially the identifi cation for the necessary 
adaptation of enterprise models is tremendous, as indicators for required adapta-
tions would increase the agility of the enterprise models and further would decrease 
the amount of unmonitored, but used enterprise models. Goals are a useful indicator 

diagnosis/
maintenance

design

implementation

enactment

  Fig. 13.2    Lifecycle of 
enterprise modelling       
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for both the maintenance of existing as well as the requirement for new enterprise 
models. The validity and change of a goal, whose achievement is or will be planned 
by means of an enterprise models, indicates the requirement for creating a new 
enterprise model or adapt an existing one. 

 A goal, which was derived from the strategic business goal, will be gain a level 
of refi nement, at which it requires further clarifi cation of how to achieve it, prior its 
further refi nement. It is necessary to decide for a direction for achieving that particu-
lar goal, as from the possible set of choices, the particular one that suits the enter-
prise at most, needs to be selected. As a strategic goal is initially rather abstract, it is 
not possible to derive immediate actions, but requires further planning, respectively 
a concretisation, for actions that should be executed in the near future. Thereby, the 
use of an enterprise model enables the clarifi cation of the specifi c frame of actions 
that should be provided for a purposefully execution of the actions of the operative 
business. As such a clarifi cation has happened, the goal may be refi ned by means of 
more concrete goals that orientate towards the clarifi cation established through the 
EMD. So with new occurring goals the necessity for applying the EMD occurs and 
the initial phase of the enterprise model lifecycle has been reached. 

 Regarding the implementation and the enactment of an enterprise model, the 
related goals especially support the understanding of the different design decision 
included by the enterprise model [ 7 ]. As the enterprise model not just satisfi es holis-
tic goals, but further more detailed and refi ned subordinated goals, these goals can 
be related to the different design decisions and concepts of the enterprise model, as 
shown in [ 15 ] for business process models. So, the related goals of an enterprise 
model give an explanation about how the different design decisions and concepts 
contribute to the superior goal that is associated with the enterprise model. 
Additionally, the refi nement of a goal to an enterprise model or to excerpts of it, lead 
to objectives regarding the implementation of the enterprise model. These objec-
tives become measurable after the implementation, as the form of the enterprise can 
be checked with respect to the initial model and which give implications to the 
achievement of the goal. 

 Further, these association between a set of goals and the actual enterprise model, 
enables the identifi cation of a required omission and/or adaptation of the enterprise 
model. For example, a specifi c business process model is associated with a goal that 
is completely achieved by the enactment of the business process. If that is the case, 
then the exclusion of the respective goal from the EGH implies the suspension of the 
 business process model  and respectively the business process. Thereby, the need of 
an enterprise model might be motivated by multiple goals, which are then refi ned 
and specifi cally satisfi ed by means of the provided concepts of the enterprise model. 
In a similar manner, the adaptation of the goal requires a modifi cation of the business 
process model. On a further second level, different goals that are derived from the 
initial superior goal, will be associated with parts of the enterprise model. For exam-
ple, a specifi c activity of the prior discussed  business process model  might be respon-
sible for the achievement of a more specifi c goal that was derived from the superior 
goal of the business process model. The evolution of such a particular and more 
concrete goal then indicates the required adaptation of the enterprise model as well. 
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However, as the goal is more concrete and associated only partly with the enterprise 
model, it also indicates which part of the enterprise model needs to evolve. 

 Additionally, the derivation of the goals that are associated with the enterprise 
model from the strategic business goals gives an explanation, how the enterprise 
model contributes to the business goals of the enterprise. So the change of the stra-
tegic direction of the enterprise by means of the strategy goals might indicate the 
required modifi cation of the superior, derived goals. Hence, it is possible to identify 
necessary changes of the enterprise models by means of the associated goals. The 
interrelation of the goals from different domains of the enterprise with its strategic 
goals, was discussed with reference to enterprise architecture in [ 5 ]. Moreover, with 
consideration of the EGH, as concept considered with the enterprise as a whole and 
holistically, every domain that benefi ts from enterprise modelling can be included 
for this strategic alignment.  

13.3.3     Managing the Enterprise Model Lifecycle 

 So with the management of the respective goals of a company, the enterprise models 
become manageable as well. An occurring goal represent the necessity for the 
development of a new enterprise model. So with associating the different enterprise 
models with the respective goals, the adaptation of a goal indicates the necessary 
adaptation of the enterprise model and the omission of a goal from the EGH and 
hence, from the targeted goals, indicates the invalidation of an enterprise model. 
The general conception of the EGH with respect to the use of enterprise models is 
depicted by Fig.  13.3 .

   The strategy of the enterprise initially has developed strategic goals that are well 
aligned with the environment, especially the competitors and collaborators, of the 
enterprise. So with such a specifi cation the enterprise tries to initially place itself 
within the market, by means of very abstract strategic business goals. The strategic 
goals are then further refi ned, guided by the specifi cation of a strategy map. The 
process of developing this strategy map was guided by the EMD. The result of the 
EMD is then used as a basis for the derivation of further more specifi c goals. For 
example, initially the strategy map describes a general direction, which should be 
taken by the company in order to achieve the respective strategic goals. Based on 
these directions, the derivation of goals for various departments, teams and other 
subordinates becomes possible, as not just the desired achievements are clarifi ed, 
but also the direction for achieving them. Hence, the specifi ed strategy map may be 
used as a  directive  during further and subordinated applications of the EMD. As 
shown in Fig.  13.3 , further enterprise models, e.g. organisational diagrams, business 
process models and data models, were created with respect to the goals includes by 
the EGH of Fig.  13.3 . So, the application of the EMD by one modeller is purpose-
fully guided by means of the superior goals and directives taken from his superiors. 
Furthermore, these goals and directives are made explicit by means of the EGH and 
corresponding enterprise models, which allow a management of the enterprise models. 
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  Fig. 13.3    Conception of the general    framework for managing enterprise modelling effort       
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For example a specifi c data model has been invalidated within the given example. 
This data model will be excluded from the EGH, as the associated goals have been 
revoked. This exclusion can be undertaken from a managerial perspective, as the 
enterprise models that will need an adaptation or are needed to be omitted can be 
clearly identifi ed because of the placement and integration of the enterprise model 
within the EGH.   

13.4      Conclusion 

 Within this paper, a general framework for managing different enterprise modelling 
activities within an enterprise was introduced. Especially the framework tries to 
abstract from any domain or language specifi cities and enables a more holistic 
overview about enterprise modelling in an enterprise. With a more holistic 
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overview, a managerial perspective can be established that is capable of supporting 
the enterprise model during different lifecycle stages. Furthermore, with identify-
ing a dependency with respect to the different goals, which have to be satisfi ed by 
the enterprise models, an integration between those enterprise models is promoted 
and supported. 

 In comparison to contemporary enterprise modelling approaches, e.g. MEMO 
[ 18 ], ARIS [ 19 ] or SOM [ 20 ], the proposed approach relies on a homogenous set of 
modelling concept for the guidance, coordinating and management of enterprise 
models. Thereby, it becomes possible to identify whether it is appropriate to inte-
grate certain enterprise models based on their dependency, which can be expressed 
by means of the goal dependency, or not. Additionally the need for an enterprise 
model can be justifi ed with respect to the overall strategy of the enterprise. Additional 
approaches that primarily focus on the management of enterprise models, introduce 
additional concepts for that particular purpose, e.g. [ 2 ]. However, with the increas-
ing expressive power and the claim of depicting the enterprise itself by enterprise 
model, additional concepts impede the possible benefi t of managing enterprise 
models with familiar and enterprise-related concepts, such as goals. Goal oriented 
approaches, such as [ 6 ] or [ 21 ], claim the possibility for deriving actions solely 
from stated and refi ned goals. However, these approaches miss to identify 
 enterprise- relevant and additional needed concepts, e.g. legal regulations or avail-
able resources, that are offered by enterprise models. 

 The presented framework enables a coordination of enterprise modelling effort 
by two different directions. First, the framework clarifi es the effort by promoting 
the identifi cation of the desired target that is needed to be achieved. Second, deci-
sions that have been taken by a higher layer within the EGH are transposed to 
lower layer by means of directives, explicated due to the application of the 
EMD. Hence, restriction and prescriptions are not just communicated orally within 
the enterprise, but are transcribed through the use of a holistic EGH in combination 
with the EMD. Additionally, the managerial possibilities of the EGH help to main-
tain the different enterprise model produced by the respective enterprise models. 
Through the identifi cation of the relevance of goals within the EGH, it can be 
identifi ed whether to retain, maintain or omit an associated enterprise model. 
Thereby, development costs of enterprise model are reducible, when they don’t 
contribute to the business goals of an enterprise.     
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    Abstract     The increasing rate of Mergers and Acquisitions (M&As) draws atten-
tion of researchers and academics alike; however, the signifi cant failure rate of such 
complex enterprise-wide transformations typically posing ‘wicked’ problems 
suggests a signifi cant potential for improvements. Much research has been con-
ducted to investigate the issues and problems in M&As in order to fi nd and propose 
various ways to increase the percentage of positive outcomes. This abundance of 
M&A research creates a need to synthesise the existing results in order to propose a 
collective way to address M&A issues. In addition, due to the complexity, dynamic-
ity and time constraints of M&As it seems that there is little time to implement the 
recommendation of the research community. This paper proposes a way to address 
this dilemma through building  preparedness  for M&As. Thus, before the actual 
M&A implementation, organisations undertake preventative measures to acquire 
necessary systemic properties (such as fl exibility, agility, etc.), in order to be in a 
better position to address  anticipatable  or emergent issues.  

  Keywords     Mergers and Acquisitions (M&As)   •   Enterprise Architecture   • 
  Preparedness building   •   Management strategy  

14.1         Introduction 

 Mergers and Acquisitions (M&As) are practiced in order to achieve a variety of 
business goals and objectives. This complex and dynamic practice serves a range 
of stated purposes, such as economies of scale, resource acquisition or market sharing, 
and governance-related uses such as the restructuring of the banking industry. 
M&As typically pose complex and ‘wicked’ [ 29 ] problems, where solving one 
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aspect in isolation may upset other areas and ‘good’, rather than ‘perfect’ solutions 
exist. This suggests the use of a holistic approach considering all relevant aspects of 
the M&A project at hand in an integrated rather than isolated manner. 

 This paper aims to tackle this problem by presenting the principles and use of a 
‘Mergers and Acquisitions Preparedness Building’ (MAPB) approach built on 
Enterprise Architecture (EA) concepts in order to create and support strategically 
important transformational activities, in a whole-system life cycle-based manner. 
The proposed MAPB approach comprises an ‘M&A    Issues Identifi cation and 
Categorisation (MAIIC)’ Model, as well as an ‘M&A Preparedness Building 
Methodology’ (MAPBM). We start by describing the proposed MAPBM which 
aims to support enterprises in acquiring the necessary systemic properties before 
merger/acquisition and thus build preparedness for one or more desirable types of 
M&A, which management considers as future strategic options. Subsequently, we 
describe a merger case study and using the MAPBM we demonstrate how, with 
strategic intent, a multifaceted transformation of the participating organisations 
could have been performed so as to achieve a state of organisational readiness to 
perform a strategically attractive merger.  

14.2     Mergers and Acquisitions: Problems and Solutions 

 Mergers and Acquisitions can be of different types, such as Horizontal, Vertical, 
Conglomerate [ 13 ] or Forced and Voluntary [ 12 , pp. 26–27]. Irrespective of the 
type, M&As can deliver positive outcomes; Walter [ 25 , pp. 62–77] lists some advan-
tages such as market extension, economies of scale, cost (or revenue) economies of 
scope and other operating effi ciencies. 

 Current research [ 3 ,  16 ,  19 ] suggest that while the rate of M&As has increased, 
the probability of achieving the above mentioned potential benefi ts has dropped to 
less than 50 %. In the following discussion we categorise major M&A issues that 
cause such high failure rate. 

 The major M&A issues can be grouped into three key categories: (1) Business 
Management (2) Human Resource (HR) and (3) Information Technology (IT) and 
Information Systems (IS). These three categories of issues may have interrelation-
ships or interdependencies; for example, as demonstrated by Robbins and Stylianou 
[ 21 ] as well as Baro, Chakrabarti and Deek [ 5 ] the success of Post-merger system 
integration relies on IS and Organisational factors. To consider such interrelation-
ships a so-called ‘systems approach’ [ 6 ,  14 ,  17 , p. 4] would provide a unifi ed frame-
work able to represent the range of problems that arise from the transformation of 
two systems into a single system. The next questions would be (a) can all issues be 
addressed in detail before M&A in all circumstances? (b) if not, then what kind of 
issues can be addressed? (c) at what level of detail? and (d) how to identify those 
issues? This research is set to identify which type of issues can be addressed, by 
whom, when and how. 
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 The key requirements for a harmonised solution are discussed in the literature. 
Examples of such requirements are: maintain business-IS alignment during 
Post- merger Integration (PMI) [ 26 ], consider the level of integration required [ 24 ], 
 confi gure a clear Information and Communication Technology (ICT) vision [ 14 ], 
careful integration planning of IS components such as enterprise applications and 
platforms (operating systems, communication, security, and database systems) [ 4 ]. 
For PMI, various approaches have been suggested for all three categories of issues. 
For IS PMI, Giacomazzi, Panella, Pernici and Sansoi [ 9 ] suggest a model to list 
available options (Total Integration, Partial Integration, No Integration and 
Transition) for given computer and software architectures. For PMI of application 
systems, recent attention was drawn to the role and utilisation of ERP systems in 
M&As [e.g.,  10 ,  11 ], resulting in a methodology to develop an Application 
Integration Strategy [ 7 ,  18 ]. To address HR PMI issues, Schuler and Jackson [ 22 ] 
suggest a three-stage HR integration model (pre-combination, combination and 
solidifi cation). Their model covers major HR activities, strategies and planning for 
successful HR PMI. To explain the PMI process, Mo and Nemes [ 17 ] suggest devel-
oping the metaphor of an architectural ‘DNA’ (biological DNA) inheritance. Thus, 
using a ‘DNA EA’ concept, they explain post-merger integration as the inheritance 
of processes, knowledge, control, data, people and assets of the involved organisa-
tions into the DNAs of the merged organisation. 

 During PMI it will be necessary to design an agile and quick responsive operat-
ing model which can be tailored to the organisation’s needs. Ross, Weill and 
Robertson [ 20 ] suggest that the level of business process integration (sharing data 
across parts of the organisation and thus requiring business data integration) and the 
level of business process standardisation (use of uniform business processes across 
the organisation) can decide an operating model for the organisation. 

 In summary, although the outlined solutions are able to address individual cate-
gories of issues, it is necessary to consider the impact of such solutions in the con-
text of other types of issues. In our view, a systems approach is needed to synthesise 
the proposed solutions into a workable and comprehensive methodology.  

14.3     An M&A Preparedness Building Approach 

 As demonstrated in [ 1 ], a potential solution to address the above-mentioned con-
cerns is M&A preparedness building. Figure  14.1  shows the conceptual layout of 
the proposed MAPB Solution.

   Using the conceptual blocks of MAPB approach highlighted in Fig.  14.1 , we 
have previously investigated the  why ,  who ,  how  and  when  of M&A preparedness 
building [ 1 ,  2 ]. However, one question remains:  how to identify the M&A prepared-
ness building activities?  To answer it, in this paper we propose a way to identify and 
categorise M&A issues that can occur in PMI and demonstrate how to use these 
issues to identify the preparedness building activities. 
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14.3.1     Identifi cation and Categorisation of M&A 
Issues (MAIIC) 

 One of the goals of preparedness building is to gain the ability to make informed 
decisions in time during the merger process. A possible way to achieve such ability 
is by gaining a comprehensive understanding of the situation at hand (i.e., the 
merger process and potential issues that the organisation might encounter during the 
process). To understand the issues and to identify their possible alternatives solu-
tions, we need to consider two aspects of the issues: the ability to control and the 
ability to anticipate the issues. 

 Stylianou, Jeffries and Robbins [ 23 ] categorise post-merger IS integration success 
factors as Controllable and Uncontrollable. After identifying the issues pertaining to 
the merger case, it is necessary to understand the nature of issues (i.e. controllable vs. 
uncontrollable) in order to tailor the preparedness building exercise case by case. 

 The other ability can be explained using commonly used terms of medical and 
pharmaceutical sciences, i.e. preventable and curable. There is a clear difference 
between these two categories that is the ability to anticipate the disease decides the 
possible treatments and their timings. 

 Based on these two abilities of an enterprise any transformational issue can fall 
into one of the categories shown in Fig.  14.2 . This categorisation can:

•      support the planning of potential tasks for a preparedness building exercise,   
•    help determine the objective during the Post-Merger Integration (PMI),   
•    support management to make informed decisions about possible courses of 

action in case of occurrences of any anticipated or emergent issues.     

 As demonstrated in Fig.  14.3 , any issue can be categorised as: (a) Controllable 
and Anticipatable, (b) Uncontrollable and Anticipatable, (c) Controllable and 
Emergent or (d) Uncontrollable and Emergent. As a consequence, for effective and 
effi cient PMI, organisations should be prepared for all type (a) issues, should avoid 
type (b) issues, should effectively respond to the type (c) issues, and should survive 
the effects of type (d) issues. Potential tasks of a preparedness building exercise:

•      prepare for all type (a) issues   
•    convert all the other types of issues into type (a) issues (Arrows 1 to 5, Fig.    14.3   ) 

and do the above, or   

Issues &
Sys. Properties

[what]

Issue
Identification &
Categorisation

MAPBM

Step 1
[who]

Step 2
[how]

Step 3
[when]

Preparedness
Building Stage

[why]

  Fig. 14.1    Proposed M&A Preparedness Building approach       
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•    if the above cannot be achieved then acquire relevant systemic properties and/or 
architectural design so that the enterprise can meet the respective goals based on 
the type of issues.     

 However, as reported in literature [ 15 ], not everything can be planned for at 
micro level in such dynamic and complex change events as M&A. Therefore, dur-
ing a preparedness building exercise,

•     Type (d) issues can be responded if their controllable factors can be identifi ed 
(Path 5), or   

•    Type (d) issues can be avoided if they could be anticipated (Path 4), or   
•    Type (d) issues can be prepared for if both of the above can be done (Path 3)   
•    Type (c) issues can be prepared for if they could be anticipated (Path 2)   
•    Type (b) issues can be prepared for if their controllable factors can be identifi ed 

(Path 1).      
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14.3.2     The M&A Preparedness Building 
Methodology (MAPBM) 

 The proposed methodology (MAPBM) consists of three main steps (as demon-
strated in detail in [ 2 ] based on the meta-methodology described in [ 27 ]): 

  Step 1 : Identify the participating enterprise entities. They can be existing entities 
(for example existing Management team, business units, affected business pro-
cesses, IT infrastructure, etc.) contributing to building preparedness, or can be addi-
tional entities required to build preparedness (for example Preparedness Building 
Strategic Program, Gap Analysis Project, Business-, HR- and IS-Preparedness 
Building Projects, etc., or even strategic partners). 

  Step 2 : Show the role of each entity in the preparedness building transformation. 
Step 2 shows the role of each entity in the preparedness building transformation. 
Various graphical models can be used for this particular step; we have chosen the 
so-called ‘dynamic business models’ proposed by the IFIP-IFAC Task Force [ 28 ] 
showing the role of each entity in other entities’ life cycle phases. 

  Step 3 : Demonstrate the relative sequence of transformational activities, using life 
history diagrams (timeline). Step 3 attempts to demonstrate the relative sequence of 
transformation activities. This step follows the previously identifi ed roles of each of 
the entities; based on those roles, we fi rst identify activities to match entities’ 
responsibilities and then we establish their relative sequence using so-called ‘life 
history diagrams’.   

14.4     Application to a Merger Case Study 

14.4.1     Background 

 Faculty F within university U contained several schools, with schools A and B hav-
ing the same profi le. School A is based at two campuses situated at locations L1 and 
L2, while school B is based at a single campus, situated at location L3. Historically, 
the schools have evolved in an independent manner, refl ecting the local educational 
needs and demographics. This has led to different organisational cultures, HR and 
fi nancial management approaches. For example, school B enjoyed a large interna-
tional student intake providing funds that supported heavy reliance on sessional 
(contract) staff for teaching and wide availability of discretionary funds. In contrast, 
staff in school A had a larger teaching load and fewer funds available due to a 
smaller student intake. 

 Staff profi le level between schools was signifi cantly different, with school B 
featuring fewer senior positions. Course curriculums also evolved separately in the 
two schools, with similarly named courses containing notably different material. 
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 Thus, although of the same profi le, and belonging to the same F, schools A and 
B were confronted with a lack of consistency in their profi les, policies, services and 
resources. This situation caused additional costs in student administration and 
course/program design/maintenance, unnecessary fi nancial losses as well as staff 
perceptions of unequal academic and professional standing between campuses, all 
of which were detrimental to the entire faculty. 

 Therefore, the management of U and F have mandated that the problems previ-
ously described must be resolved and have defi ned the goals of schools A and B 
becoming consistent in their products and resources strategy, eliminating internal 
competition for students and being subject to a unique resource management 
approach. As a solution, it has been proposed that the schools should merge into a 
single, multi-campus Merged School (MS). The unifi ed MS management and poli-
cies would promote consistency in the strategy regarding the products delivered and 
the resources allocated to its campuses. 

 After further consultation, the Heads of the participating Schools have set an 
organisational goal allowing the individual campuses to retain a signifi cant part of 
their internal decisional and organisational structure after the merger, with an added 
layer of overall governance structure. This structure was supported by the HR 
department as the simplest to implement and transition to. 

 From the point of view of Information Services, the proposed merger presented 
the opportunity to set the goal to unify and streamline software and hardware 
deployments across campuses. The business aspect of the merger goals concerned 
the elimination of internal competition and a unique merged school image.  

14.4.2     The Results 

 The Merged School Project has succeeded, albeit with some diffi culties. The deci-
sional, functional, information, resources and organisational models created during 
the merger have helped signifi cantly to understand the present situation and to select 
an optimal future state. The use of languages easy to understand and able to manage 
complexity has resulted in stakeholder buy-in for the project and middle- management 
consensus on the essential aspect of the future MS. 

 Unfortunately however, most modelling and mappings (including the modelling 
of the pre-merger situation) occurred during the merger project itself rather than 
before; thus, there was insuffi cient time to achieve appropriate modelling detail. 
This has led to a ‘devil in the detail’ situation as the human resources allocated to 
accomplish the merger and post-merger integration tasks were unable to fully com-
plete the new design before roll-out. 

 In addition to their inappropriate granularity, the available models were only 
partially applied. For example, an organisational model showing changes in roles 
and decisional framework in the transition from the present to the future states was 
implemented only at the top layer due to the lack of time and proper preparation. As 
a result, the Head of the newly formed MS had to spend signifi cant amount of time 
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‘putting out fi res’ (fi nding short term solutions to re-occurring product/resources 
imbalances). Thus, unfortunately the interventionist and turbulence issues outlined 
in the pre-merger (AS-IS) organisational and decisional models were not effectively 
addressed. 

 Staff consultation has taken place; however, a signifi cant amount of feedback 
never translated into changes to the proposed organisational model. This has harmed 
trust and thereby has reduced the acceptance level of the merger project. 

 Importantly, the detailed process modelling was never completed and as such the 
implementation went ahead without detailed models and guidance, in a ‘cold tur-
key’ manner (i.e. overnight changeover) resulting in a state of confusion as to ‘who 
does what’ lasting several months and affecting staff and students. 

 On the positive side, the Merged School did achieve a unique image, and in time 
reached an increased level of integration and consistency across campuses and a 
more effi cient resource administration.   

14.5     Application of the Preparedness Building Approach 

 Preparedness can be built for announced and potential M&As. In this case, the 
merger partners were known, therefore this is a case of preparedness building for an 
announced merger. Firstly we apply the described model to identify potential issues 
that can be addressed during preparedness building and then demonstrate how to 
plan activities based on the objectives identifi ed by MAIIC. 

14.5.1     Identifying and Categorising M&A Issues 

 From the case study, major issues in PMI can be identifi ed and categorised as shown 
in Fig.  14.4 . These issues could have been addressed for effective PMI and smooth 
operation of MS, however in this case the merger project failed to achieve that. 
As a result, there were problems after the merger and pre-merger issues reoccurred 
even after the merger. Also the PMI resulted in delay in realising the expected syn-
ergies and ultimately delaying the delivery of underlying values. According to 
Epstein [ 8 ] often such delays affect the success of M&As.

   From the above discussion, the aim of preparedness building can be set as follows:

•     Identify obstacles to the transformation and implement appropriate preventive 
actions;   

•    Plan for post-merger integration based on the expected outcomes;   
•    Prepare a PMI Plan and an Integration Strategy;   
•    Involve key stakeholders (both schools’ management, administration and aca-

demic staff) in the preparedness building activities     
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 The identifi cation of issues allows planning for detailed activities which could be 
implemented during preparedness building. In Table  14.1 , based on the MAIIC, we 
summarise major transformational activities to build preparedness for the merger of 
the two schools.

14.5.2        M&A Preparedness Building Methodology Application 

 The previously explained steps of MAPBM can be confi gured and tailored to plan 
the detailed activities of needed transformation programs and projects. 

 In the fi rst step, we identify the entities affected by preparedness building as the 
management, academic and administration staff, students, services, technical infra-
structure and Information Services. In addition, preparedness building requires a 
strategic program and projects which together could be named Preparedness 
Building Strategic Program (PBSP), a Business Preparedness Building Project 
(BPBP) and a HR Preparedness Building Project (HRPBP). The MAIIC model is 
used to plan the activities for each of these projects and program. Table  14.1  sum-
marises major activities of the preparedness building transformation mandates for 
the projects and programs involved. 
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  Fig. 14.4    Identifying and categorising the merger issues in the case study       
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  Fig. 14.5    An example of Dynamic Business Model and life history diagram       

 The second step is to describe the plan of preparedness building transformation 
by demonstrating the planned interactions of identifi ed entities. Various graphical 
representations for such descriptions exist; in this case, we have used the so-called 
‘dynamic business models’ based on the Generalised Enterprise Reference 
Architecture (GERA) Modelling Framework (MF) [ 28 ] which is able to integrate 
multiple aspects in one representation, in the context of life cycle and history. Each 
‘relationship’ in such models is considered a contribution of an entity to another 
entity’s lifecycle activities. For example, Fig.  14.5  left depicts a relationship 
(extracted from the models developed for this case study) showing that as a part of 
its operation, BPBP suggests necessary changes to the structure of Schools A and B 
(relationship 1) while the Schools’ management identifi es resulting changes in the 
architectural and detailed design of products and services offered (relationship 2).

   The third step is to determine the activities and their timing. We use so-called ‘life 
history diagrams’ to demonstrate  who  (an enterprise entity) will do  what  (detail activ-
ity),  how  (by making changes to one or more lifecycle phases of other entity) and 
 when  (relative sequence). Figure  14.5  shows an extract from the life history models 
developed for the proposed solution refl ecting activities on the time horizon.   

14.6     Conclusions and Further Work 

 This paper has proposed a Merger and Acquisition Preparedness Building approach 
featuring identifi cation and categorisation of M&A issues and a three-step method-
ology for identifying activities facilitating enterprise-wide transformational pre-
paredness. The approach features EA-specifi c MF and meta-methodology artefacts 
in order to achieve an integrated, life cycle-based approach in line with the com-
plexity and ‘wickedness’ of the problems posed by such endeavours. The paper has 
also demonstrated the MAPB approach through a case study and has shown what 
areas could have been addressed by the MAPB components so as to improve the 
speed, effi ciency and facilitate the PMI of the merger project. 
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 The MAPB has the potential to be further evolved into a comprehensive and 
practical preparedness-building management approach aiming to improve the M&A 
success rate by addressing the root causes of issues, so that an enterprise is ready for 
M&As and similar enterprise-wide change endeavours. Therefore, a new research 
project was started in order to develop a checklist of key M&A issues and their solu-
tions, to defi ne the state of M&A Preparedness in terms of systemic properties and 
devise a list of optimal M&A Preparedness Building Activities.     
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    Abstract     An organization uses information technology (IT), because the IT is 
 consistent with the functional and operational objectives designed by that 
 organization. The investment that is required to place technological innovation in an 
organization carries signifi cant weight. This weight can be translated into decision 
making or monetary costs. It is therefore important that after implementation, 
ensured close monitoring of their use and such monitoring can take many forms, 
one of which can be explicit through a usage policy. It is the responsibility of the 
technology manager, to outline the best policy to use the technology that was 
adopted fi rst by, taking into account the need of the organization and secondly to 
ensure the construction of monitoring mechanisms and set up conditions to facilitate 
its successful use. Therefore, the study of the adoption and diffusion of a techno-
logical innovation provides these professionals more tools that can assist in the 
preparation of these strategies, without forgetting that it is necessary to plan at 
the user level and not only to assist the management in its objectives.  

  Keywords     Implementation of technologies   •   Diffusion of innovations   •   Resistance 
to change   •   Literature review  

15.1         Introduction 

    Organizations tend to select the technological innovations that best suit their 
needs but sometimes they take into account only the objectives of the manage-
ment. In the literature some cases arise where the selection is made by using 
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information systems professionals that outline the strategies necessary for the 
 dissemination and adoption of these innovations. Although they are professionals, 
sometimes they do not take into account the tools that exist, either in form of 
models or theories that can assist in this work. Through this study we hope to 
verify that the delineation and the existence of policy IT strategies have some 
impact on the user, and the option will be the study of complex technologies for 
voluntary/optional use. 

 Explaining the reasons for the use of technologies and processes pertaining, as 
the adoption process, is crucial for academics, professionals and political, to the 
extent that technology is one of the key powers of globalization and new opportuni-
ties for business. 

 To exploit the full potential of complex technologies it is necessary for 
 organizations to undertake the encouragement of individuals so that they accept 
these technologies. The effort made in this direction, by organizations, should 
consider the complexity of factors infl uencing the perceptions of individuals 
about the technologies, as well as their intentions and how the technologies will 
be used [ 1 ]. Only by understanding these factors will the adoption be allowed to 
proceed in a positive way. 

 If technology adoption is not done properly, it may be that users never get to 
explore their full potential, using technology in a superfi cial way, merely as a means 
of entry and storage of information rather than as a way to use and analyze data and 
gain competitive advantages. The adoption of technology varies depending on the 
technology, users and context. 

 Thus, it is clear that research into the processes of adoption information 
 technologies has long been important, since it is a prerequisite for the use of tech-
nology and the realization of its real value, regardless of technological advances. 

 When analyzing the issue of existing technologies in organizations, it appears 
that they relate to one or both of the following guidelines:

    i.    Those that are essential for use, where the individual is required to use them, not 
having the ability to deny their use, as is the case of ERP in organizations.   

   ii.    Those that are optional, that is, the individual may or may not use them, but must 
always bear in mind that it serves to increase his productivity and will facilitate 
access to information.     

 These boundaries are not considered airtight, because there are examples where 
the same technology can be viewed in the two orientations. However the use of 
technologies (i) and (ii) within organizations are perceived differently by individu-
als and there is a need to consider whether the existence of an organizational policy 
in relation to their adoption has an impact on them. 

 We have no intention at this stage to present results, as they still need to be vali-
dated according to the methodology we chose. In this document we will invariably 
present a literature review on issues related to the use of IT and on the management 
and IT professional role, during the implementation and post-implementation of a 
new technology in an organization. 
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15.1.1     Information Technology 

 In most organizations there is pressure to make their operational processes tactical and 
strategic more effi cient and effective [ 2 ]. The term IT may refer to an artifact that is 
based on technology, computer or communication between hardware and software. 

 The use of IT is considered a facilitator in business environments where organiza-
tions gain competitive advantage, and can, therefore, compete. It is necessary that 
these organizations realize the power of technology and align these technologies 
with the objectives of the business [ 3 ]. One element of this strategy is having the 
business aligned with the technology implemented, uniform and directly control 
installed technology and realize that it is necessary to do upgrades, updates or changes. 

 Most organizations invariably turn to the departments of information systems to 
help them gain an advantage in the market, through a saving of resources and capacity 
to be able to respond to the challenges that arise in the environment where they 
operate [ 4 ]. However, organizations can not realize the full benefi t of the technology 
unless they make the necessary changes in the organizational structure, strategies 
and processes. Some departments begin to implement various technologies (hard-
ware and software) that result in many organizations characterized by systems that 
do not communicate with each other [ 5 ]. Despite the individuals realizing that they 
could obtain better performance and effi ciency by using all information systems, 
they are incompatible. The information in this case is usually shared at the local 
level and not at a global level, creating islands that have little impact on the produc-
tivity of an organization. It is important to explain how new technology can assist 
the individual in their performance of tasks [ 6 ].   

15.2     IT Implementation 

 Organizations can maximize the benefi ts of investment in IT but need to understand 
and manage the implementation process [ 2 ]. IT represents a substantial investment 
for most organizations and is a signifi cant asset, but this value is only realized when 
the information systems are used by their respective users in a way that contributes 
to the strategic and operational objectives of the organization [ 7 ]. 

 Sometimes members of an organization avoid changing technologies because 
they are used to using a particular system for a long period of time, and that barrier 
is usually observable in the implementation of a new technology [ 4 ]. 

 Implementors are usually the organizations managers, functional managers or IT 
professionals. Implementors of information technologies are, thereby, those who 
are responsible for the introduction of technologies to potential users [ 8 ]. They are 
also those responsible for the success of using the system which has been imple-
mented. This includes implementing it on time and within the budget and still 
matching the desired benefi ts [ 9 ]. 

15 Starting Building a IT Policy: A Quest to IT Success
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 The change in management and user involvement are the most important factors 
determining the success/failure of information systems projects [ 10 ]. 

15.2.1     IT Implementation Failure 

 Among the main factors associated with failures in the implementation of informa-
tion systems projects is the resistance of users [ 11 ]. Resistance is a behavioral 
 reaction to this or any situation that occurs and is perceived as negative, unfair, 
threatening or stressful feeling [ 12 ]. 

 Understanding the users and how they interact with IT is critical to the successful 
implementation of new systems within organizations [ 13 ]. It is important to know 
the characteristics of individual decision makers, since people do not process 
 information or reach decisions in the same way [ 6 ].   

15.3     The Changing Process 

 It is necessary for organizations to realize that part of the change process is to 
understand the “why” factor of change. Organizations are advised to increase the 
emphasis in management practices during the process of new implementation. 
This is necessary because the way change is introduced will affect the response of 
the employees [ 14 ]. 

 Organizations are systems defi ned by shared standards, will that provide a 
space for individuals and sections to pursue their interests. These systems are 
social in that they are based on interdependence between the individuals within 
the organization. Organizations must understand the information systems and that 
individuals use signals to communicate and to perform intentional actions [ 15 ]. 
The organization must, therefore, be aware of these signs, which most of the time 
conceal resistance.  

15.4     Resistance to Organizational Change 

 Organizational change is an empirical observation about an organizational entity 
that has had variations in form, quality or state over time, after having been deliber-
ately introduced to new ways to thinking, acting and operating [ 16 ]. 

 The problem of resistance has been presented and discussed as one of the most 
common reasons for not using innovations. If a new IT project is implemented in an 
organization for reasons related to economic sustainability, the staff fi rst have to be 
prepared for these changes, since there is a risk of protest and refusal to use  innovation, 
that can lead to unintended results [ 17 ]. On the other side, change begins with the 
perception of its necessity, and a wrong perception is the fi rst barrier to change [ 16 ]. 
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The organizational change to occur has to take into account the possible resistance 
from those who are part of this organization [ 18 ]. The change in the organization that 
leads to symptoms of resistance does not arise from the working group by a minority. 
There are responsible individuals in organizations, particularly executives, manag-
ers, project leaders, leaders of teams and the teams that want to improve organiza-
tions who have to take into account the resistance of those who will be affected by 
these changes [ 19 ]. If changes do not succeed, it is usually not due to technical rea-
sons but human reasons, since the promoters of these changes do not value the reac-
tions of those to whose daily routines will be infl uence by changes [ 20 ]. 

 Most organizational change is managed from a technical standpoint without recog-
nizing or realizing how human factors infl uence the success or failure of this change 
[ 21 ]. It is easier for management to focus its attention and to be concerned with tech-
nical factors that are quantifi able and predictive than to develop strategies and action 
plans, calculate profi ts and streamline resources which take into account the individ-
ual aspects of individuals. Management has a tendency to neglect and ignore the size 
of the human factor when implementing changes. For these authors there is too little 
investment in communication, and the training and follow-up necessary for the suc-
cessful implementation of change. There are sometimes attempts by managers, by 
way of manipulation and coercion to cause success. However, these practices tend to 
result in distrust and resentment, making it even harder to implementation. 

 Researchers have attempted to explain the terminology of resistance to change, 
it usually results in explanations of why certain efforts to introduce large-scale 
changes in technology, production methods, management practices or to compen-
sate for the failures by information systems fail [ 22 ]. 

 There are differences between organizations in their capabilities to manage com-
plex processes of implementation technologies, as is the case of complex technolo-
gies. It is necessary to understand and manage individual resistance and maintain 
the support and acceptance by the members of the organization affected by these 
implementations [ 23 ]. The change sometimes does not work because organizations 
underestimate the importance of the responses by individuals at every level: cogni-
tive, affective and behavioral. 

 The literature on change typically indicates that employees follow their head 
(aspects of cognition) and heart (affections) when they have to deal with responses 
to changing events. Employees use a combination processes of cognition and affec-
tion for the change to take effect and have an answer. Cognitive processes are related 
to believe about the need for change, realizing the signifi cance of the change and the 
favorable results regarding this change, i.e., extend the change will be benefi cial 
both personally and organizationally [ 24 ].  

15.5     Management Actions 

 The decisions about a technology are fraught with complexity and uncertainty. 
The impact of technology can take years to be realized, and the benefi ts of adop-
tion are often uncertain [ 25 ]. Sometimes there are situations in organizations that 
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require procedures for the management of these organizations. These actions can 
be triggered by different situations related with the implementation of ideas devel-
oped by staff in the organization or with the use of terminology suitable for 
non-specialists. 

 Resistance should not be treated as a black box, this is like having a single 
 solution. Managers must have the ability to manage via different actions [ 12 ]. 

 Conversely, regarding actions supported by the management and the involvement 
of innovation being implemented, communication and training are important activities 
that management has to realize [ 26 ]. The management of organizations must, there-
fore, learn effective strategies for managing the different stages of change and not 
have a only one approach to resolving the situations. On the other hand studies have 
found evidence that resistance to change on the part of employers is a major reason 
for non-use of innovations [ 11 ]. Without the existence of an appropriate procedure 
to change, the initial attitudes of employees regarding the change will probably 
continue [ 14 ,  23 ]. 

15.5.1     Strategies to Manage Resistance 

 Some of the problems that arise related to resistance to change are attitudes that 
individuals created by themselves about their work and about their own ideas. If an 
innovation arises and is supported by the management of the organization, because 
it is seen as an event favoring the development of the organization, it is expected that 
this innovation is subsequently shared with the other elements organization [ 18 ]. 
The management in organizations can infl uence these attitudes of resistance and 
deal with problems directly from their origin. 

 The critical factors management must take into account regard the costs related 
to changing the resistance of individuals. Management can try to reduce these costs 
by improving favorable opinions about the changing technology and enhancing 
self- effi cacy in individuals for change. This change can be accomplished through 
advertising about the need for new technology and persuading individuals who are 
identifi ed in the organization as opinion leaders so that they are the fi rst to accept 
the change. In addition to changing the views, management can provide training 
for individuals to improve their skills and confi dence in the new system. They 
should also show the advantages of the new system in terms of these individuals. 
There must be organizational support for change through training, mentoring and 
learning resources, always using a clear communication strategy, before imple-
mentation [ 9 ,  27 ,  28 ]. 

 It is necessary to understand the user and how they interact with IT for there to 
be success in the implementation of the new system. Systems are becoming larger 
and more complex. They have an impact on both the organization and individuals at 
all levels. One factor of success is use, but resistance is something that is normal 
when a new system is introduced and thus resistance may contribute to the failure 
of the new implementation [ 29 ].  
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15.5.2     User Resistance to IT 

 The organizational actors involved in technological change are not a homogeneous 
group but rather a group of users that belong to different groups, each of which has 
its own organizational agendas, personal agendas and social point of view. Resistance 
is diverse in its nature [ 30 ]. For most individuals they use a system only if they 
believe that the use will support the current position of power, otherwise they resist [ 31 ]. 
The individual does not resist change per se, he resists the uncertainty and the 
possible outcomes that change can cause [ 32 ]. 

 Researchers acknowledge that people have a natural tendency to keep things that 
are familiar to them as opposed to accepting an innovation that unknown [ 22 ]. The 
success of any change depends on the people and their ability to perform the activities 
that are necessary [ 27 ]. Users of information technologies may react differently to a 
new technology. They may reject the technology, partially, actively resist, gradually 
accept or embrace it in full [ 7 ]. 

 Resistance can take various forms, including [ 18 ]: persistent reduction in 
 individual production, increasing the number of dropouts, increasing the number of 
transfer requests, emergence of chronic quarrels, obstinate hostilities, individuals 
consistently angry, individuals likely to participate in strikes and daily use of expla-
nations to justify why the change does not result. These reasons may lead to the 
need for a review by the management of the organization's budget for the implemen-
tation of new technology [ 33 ]. 

 Although literature acknowledges resistance to change as, it is a complex 
 phenomenon which can not be easily described [ 34 ].  

15.5.3     Strategies for Dealing with User Resistance 

 Develop a unique recipe to overcome resistance is problematic for agents of change. 
The existence of the user with heterogeneous resistance must be taken into account 
by the agents of change [ 30 ]. The generic recipe to overcome the resistance does not 
take into account the diversity in resistance strategies used by various organizational 
actors. Attention should be paid to the heterogeneity of the user or group and their 
answers, regarding the development of the information system as it will contribute 
to enrich the knowledge about the phenomenon of resistance. 

15.5.3.1     User Participation 

 The participation of the user may be defi ned as a set of behaviors or activities 
 performed by the user during system development [ 35 ]. This participation 
enhances self- effi cacy and has a positive impact on the usefulness and ease of 
use [ 36 ]. The participation by the users create a sense of appreciation, 
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empowerment and ownership, by creating opportunities to infl uence decisions 
about the new system. Empowerment is one factor that helps create the feeling of 
control, and promotes the enthusiasm of the user and reduces resistance when the 
technology changes [ 29 ].  

15.5.3.2     User Training 

 Training is a process of transferring knowledge and skills to the operational user of 
technology. It is used to provide users with skills so they can use the system. The 
training of the user of the technology increases their understanding of the new 
system and can be used as a tool to increase feelings of self-effi cacy. On the other 
hand, training was identifi ed as a tool for anxiety [ 37 ,  38 ]. Training helps you gain 
confi dence in the handling of the new technology without fear of losing important 
information [ 39 ].  

15.5.3.3     User Support 

 User support can be defi ned as a variety of modes that are available to help the end 
user to resolve their problems with the technologies or applications [ 40 ]. The offi ce 
help desk is one way to provide support to users. The help desk provides help upon 
request including: training, consulting on systems, technical assistance, documenta-
tion about the software, consulting and support on hardware and development 
 support [ 41 ]. If it is an organization where the users are laggards the experience of 
a department of an IT department is important [ 39 ].  

15.5.3.4     Communication 

 Communication is one of the most important strategies to prevent resistance by the 
user. It is a tool that helps organizations during a process of change in technology 
make users feel important, and increases their levels of confi dence in the changes 
that will arise [ 11 ]. Communication can be oral, written or non-verbal.  

15.5.3.5     Consultants 

 The use of consultants may be benefi cial during deployment since they have 
 experience and knowledge. These are external agents to the organization that are not 
involved in the organization's policies and decisions are related to what they think is 
best for the organization's business [ 42 ]. They are generally identifi ed as change 
agents who are responsible for managing, both social and technological change 
within organizations [ 43 ]. They also reduce anxiety about the risks involved, technical 
problems, job change and lack of adequacy [ 39 ].  
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15.5.3.6    Make Use of Champions 

 Champions are more than leaders. They are transformational leaders who will 
inspire other individuals in the organization to transcend [ 44 ]. These leaders  promote 
a vision of IT and surpass the obstacles on the authorization and implementation. 
They manage to overcome the bureaucratic barriers and drive change in the organi-
zation [ 45 ]. 

 Some authors [ 46 ] suggest the use of subject matter experts (SME), who are 
individuals with knowledge of the business in the organization and about the  
 processes that are critical in analyzing the gaps and also confi gurations of the 
 systems. These individuals are able to confi gure the new system that is being imple-
mented. Project managers plan carefully and safely. They ask those individuals 
within the organization that are considered the best and brightest at each functional 
or operational department level to help. After implementation, these individuals 
assume the role of functional units with great ability to infl uence future decisions 
about improvements and process improvements.  

15.5.3.7    Mix of Personalities 

 Individuals with a resisting personality, generally have a negative attitude towards 
the use of information technologies. Information systems in organizations are only 
benefi cial if used by relevant staff. If there are many people with this personality 
type it is not benefi cial to the process of implementation and use of new technology. 
Thus, the departments of human resources and recruitment should try to encourage 
a healthy mix between individuals with IT profi les and other technical departments [ 38 ]. 
There is evidence that individuals have different attitudes when adopting new tech-
nology [ 47 ].  

15.5.3.8    User Friendly System 

 If the system is user friendly, users will feel they have more control over the system, 
which increases conformity and skills, i.e. self-effi cacy. Complex systems and 
 technical problems increase the resistance of the user, so the design and the charac-
teristics are signifi cant [ 48 ,  49 ,  50 ]. Computer systems should be designed in a way 
that is easy to use, simple to learn and fl exible in interaction [ 51 ].  

15.5.3.9    Policy 

 An IT policy is built to handle issues related to the dissemination of information, 
use of information and dissemination and use of a technology [ 52 ]. The policy may 
further clarify the duties of stakeholder’s responsibilities and rights and specify 
what is effi cient and acceptable. Such policies should be aligned and take into 
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account the needs of the community. Politics is, therefore, a set of guidelines which 
is addressed to the stakeholders of the organization [ 3 ]. For the current policy to be 
appropriate it should involve all stakeholders during its development. The policy of 
one organization may not be compatible with other organizations [ 52 ].    

15.6     Outlook and Conclusions 

 This review of literature emerged by the need to understand the concepts that served 
to build an initial framework and to help contextualize what was found in the case 
studies. As we progressed in research, in which was used qualitative methodology 
with interpretative analysis of the data, we verifi ed that it was essential to deepen 
this review, as the case studies were revealing information that had not been  foreseen 
in that initial framework. It has been required, then, to clarify the initial concepts 
and the "new" concepts that came with cases. 

 In the work that we have been developing, four case studies have been analyzed. 
The four cases are universities without any institutional grating. In each of the 
schools they identifi ed and analyzed the different realities with regard to the imple-
mentation process and diffusion and acceptance of Management Learning Systems. 
In each organization they found there are different defi nitions of successful use of 
technology. They have been implemented in all usage policies but only one has 
accomplished the verifi cation of politics. Thus, the empirical work we have done at 
this stage is to validate a framework that results from the cross-reference between 
the literature and four case studies. Our goal is to build a tool to support the work of 
IS professionals for the purpose of implementation and post-implementation of a 
new technology, which can be achieved by developing a proper policy on the use of 
technology.     
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    Abstract     The design and the industrialization of an aircraft, a major component, or 
an aerostructure is a complex process. An aircraft like the Airbus A400M is com-
posed of about 700,000 parts (excluding standard parts). The parts are assembled 
into aerostructures and major components, which are designed and manufactured in 
several countries all over the world. The introduction of new Product Lifecycle 
Management (PLM) methodologies, procedures and tools, and the need to reduce 
time-to-market, led Airbus Military to pursue new working methods to deal with 
complexity. Collaborative Engineering promotes teamwork to develop product, pro-
cesses and resources from the conceptual phase to the start of the serial production. 
This paper introduces the main concepts of Collaborative Engineering as a new 
methodology, procedures and tools to design and develop an aircraft, as Airbus 
Military is implementing. To make a Proof of Concept (PoC), a pilot project, 
CALIPSOneo, was launched to support the functional and industrial design process 
of a medium size aerostructure. The aim is to implement the industrial Digital 
Mock-Up (iDMU) concept and its exploitation to create shop fl oor documentation.  
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16.1         Introduction 

 The design and the industrialization of aircrafts is a complex process. An aircraft 
like the Airbus A400M is composed of about 700,000 parts (excluding standard 
parts). Parts are assembled into aerostructures and major components, which are 
designed and manufactured in several countries all over the world [ 1 ]. Airbus design 
started in 1969 [ 2 ] with the launch of the Airbus A300B. 

 At that time drawings were created on paper. By the mid-eighties, the Airbus 
A320 and the CASA CN235 were designed using a Computer Aided Design (CAD) 
tool, for the 3D surfaces and drawings, and a Computer Aided Manufacturing 
(CAM) application, for numerical control programming. 

 In the mid-nineties, Product Data Management (PDM) systems and 3D solid 
modeling let Airbus to start building a product Digital Mock-Up (DMU), mainly to 
check functional design interferences. Then Concurrent Engineering was intro-
duced and a huge project, named ACE (Airbus Concurrent Engineering) [ 3 ], started 
to develop and deploy methods, process and tools along all the functional design 
disciplines. A brief summary of the product Digital Mock Up (DMU) at Airbus is 
presented in [ 4 ]. 

 The complexity of an aircraft as a product is not only at functional design level. 
The complexity is also related to the industrial design of the aircraft and the generation 
of the manufacturing documentation. The lifecycle of a typical aircraft could
be more than 50 years. The number of versions, variants, customer customizations, 
modifi cations due to fl ight security, improvements, etc. and the need to develop and 
implement them is another important source of complexity. 

 During the last years different methodologies and techniques have been applied 
to deal with this complexity. The core idea of the Collaborative Engineering is to 
start with functional and industrial design from the beginning of the lifecycle building 
an iDMU. The iDMU lets infl uence Product, Processes and Resources each other 
and perform virtual manufacturing. PLM methodologies and tools are used 
 intensively to help in the implementation and deployment. 

 The remainder of this paper is organized as follows: the next section explains the 
role of PLM in managing the process complexity in the aerospace industry. Follows 
two sections with an analysis of the ‘As Is—To Be’ situations and the functional 
model developed. Finally the paper ends with an introduction to CALIPSOneo 
Project as a proof of concept and some conclusions about the work.  

16.2     The Role of PLM to Cope with This Complexity 

 PLM methods and tools are targeted to manage processes and engineering process 
in the fi rst place. Therefore PLM is being introduced in the aeronautical industry to 
manage process complexity within functional and industrial aircraft design. The 
introduction of PLM methods and tools are part of the evolution of the engineering 
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process already taking place in the aircraft industry. This evolution is due mainly to 
the technological evolution of software tools, the need to short time-to-market, to 
reduce cost and to increase quality and maturity of the development. PLM is also a 
main enabler of this evolution. 

 This evolution can be resumed in three engineering paradigms: traditional, 
 concurrent and collaborative.  

16.3     Traditional Engineering 

 The Traditional Engineering approach to design a product is the implementation of 
design tasks in sequence (Fig.  16.1 ). Main disadvantages of this approach are: only 
focused on product functionality, supported in drawings, different teams with 
lack of communication between them for which is often referred to as the 
“over-the- wall” approach [ 5 ], problems pushed down to the end of the lifecycle, 
and long time-to-market.

16.4        Engineering 

 About 20 years ago, and with the introduction of the emergent PLM tools, a wide- 
company project, ACE (Airbus Concurrent Engineering) [ 3 ] was launched. Framed 
within the Airbus A340-500/600 development program, it aimed to develop and 
deploy concurrent engineering practices and the associated PLM tools. 

 Concurrent Engineering diminished the disadvantages of the traditional paradigm 
(Fig.  16.2 ). The wall described in Traditional Engineering still exits but it is not so 
high. The industrialization tasks are not as advanced as functional tasks in terms of 
PLM tools usage. The current deliverable is again the product DMU, interoperability 
and working practice issues cause that compact disks or memory sticks fl ies over 

  Fig. 16.1    Traditional view vs. concurrent view       
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the wall instead of paper based drawings. Industrial design is not fully integrated 
with functional design, and it has little infl uence over the latter. They comprise two 
separate teams with dissimilar skills.

   In fact, one of the most important reasons to have the wall is the certifi cation 
process by the aeronautical authorities. Traditionally certifi cation was made using 
the product defi nition, drawings, and marks the end of the aircraft design process. 
Concurrent Engineering still holds this idea and considers the aircraft design only 
as the functional design, enriched with manufacturing constrains and needs.  

16.5     Collaborative Engineering 

 Nowadays the aim is a design process with a single team that creates a single deliv-
erable including both the functional design and industrial design (Fig.  16.2 ). The 
main advantage is a further time-to-market reduction applying virtual validation by 
means of virtual manufacturing techniques. It is a new methodology that needs new 
working procedures and new PLM tools.  

16.6     Analysis As-Is To-Be 

 Current or “As Is” situation (Fig.  16.3 ) shows an optimized functional design area 
with a clear deliverable: the product DMU. The concurrent process closes the gap 
between functional design and industrial design, and is intended to promote “Design 
for Manufacturing” and “Design for Assembly.” The functional design deliverable, 
the “DMU as master,” being a profi table item in the fi rst stages of the life- cycle, 
becomes of decreasing use with time and meanwhile most of the industrial design 
tasks are still paper based.

   Future or “To Be” situation shows an optimized functional and industrial design 
area with a clear deliverable: the iDMU [ 6 ]. The previous gap is eliminated by the 

  Fig. 16.2    Concurrent view vs. collaborative view       
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collaborative way of building the iDMU and the virtual validation of it. The design 
(functional and industrial) deliverable, the “iDMU for all,” is a valuable item along 
the whole lifecycle. The information contained in the iDMU can now be exploited 
by Sustaining, to produce shopfl oor documentation in a wide variety of formats. 

 This new collaborative design methodology requires also new procedures. In this 
work we can only discuss the core of the procedures change, and this can be done 
within this analysis As-Is To-Be. 

 Current As-Is Concurrent Design procedures are based in a well defi ned DMU 
lifecycle made of exhaustively defi ned maturity states. DMU maturity states are 
controls for the industrial design tasks. The different Industrial design tasks cannot 
be started until the DMU reaches the corresponding maturity state. There are also 
procedures controlling the evolution from a maturity state to the following based on 
approval of all the stakeholders. This way, the industrial design only can progress on 
the tracks of the functional design, and processes and resources life- cycles are less 
exhaustively defi ned. 

 In the To-Be Collaborative Procedures, the maturity of product, processes and 
resources must evolve at the same time. The product DMU is not delivered at 
defi ned states to the industrial design. Instead, product, processes and resources are 
available at any time to all the development stakeholders working in a common 
environment. Maturity states are superseded by control points or maturity gates 
which are common to product, processes and resources and are passed by agree-
ment between the stakeholders. 

 This new collaborative design methodology requires also a rearrangement of 
functions as proposed below.  

  Fig. 16.3    Analysis “As Is - To Be”       
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16.7     Functional Model 

 A functional model (Fig.  16.4 ) shows the main functions and information fl ow 
involved in the development and production of an aircraft.

   Management activities are represented by the box “ Manage ,” comprise “ pro-
gram management ,  cost & planning ” and infl uence all the downstream functions. 

 Development activities are represented by the box “Engineer,” controlled by the 
output from “ Manage ,” “ Customer requirements ” and “ Industrial strategy ”. 
Development activities include “ Functional Design ” and “ Industrial Design ,” 
working together as a single team to develop product, processes and resources from 
the conceptual phase to the start of the serial production. The deliverable is an 
“ iDMU ,” a complete defi nition and verifi cation of the virtual manufacturing of the 
product [ 6 ]. All the deviations coming from the shopfl oor, in terms of “ Deviations  
( non conformances ,  concessions ), are inputs to “ Engineer ,” included in the “ iDMU ” 
and sent to “ Operation .” The fi nal output is an “ As built ” iDMU that fi ts with the 
real product launch by “ Operation ”. 

 Production activities are represented by the box “Operation,” controlled by the 
output from “ Manage ” and by the output from “ Engineer ” “ iDMU .” Operation 
activities include “Sustaining,” which is in charge of exploit the iDMU, with the 
help of MES (Manufacturing Execution Systems), to launch “ Shopfl oor Documents ” 
to “ Serial production .” The “ Manufacturing Problems ” that can be managed  without 
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modifying the iDMU, are managed by “ Sustaining. ” Any other item affecting the 
iDMU is derived to “ Engineer ” as deviation. The output from “ Operation ” is the 
fi nal physical product that fi ts 100% with the “ As built .”  

16.8     Digital Mock Up (DMU) and Industrial 
Digital Mock Up (iDMU) 

 Collaborative Engineering involves a lot of changes: organizational, teams, relation-
ships, skills, methods, procedures, standards, processes, tools and interfaces. It is 
really a business transformation process [ 7 ]. One of the key changes is the engineering 
deliverable: from the “DMU as master” to the “iDMU for all” (Fig.  16.3 ). 

 “DMU as master” is a standard inside Airbus [ 4 ]. All the information related to 
the functional aspects of the product is included in the product DMU, e.g. aspects 
like “design in context” and clashes-free product are fully deployed. The DMU is 
the reference for the product functional defi nition, and it is built in concurrent engi-
neering taken into account manufacturing constraints. 

 The “iDMU for all” is a new concept. It is the main enabler of the Collaborative 
Engineering approach and provides a common virtual environment for all the air-
craft development stakeholders. Functional design and industrial design are part of 
a single design process where they progress together and infl uence each other. 

 The iDMU collects the information related to functional design plus all the infor-
mation related to industrial design: manufacturing and assembly process, associated 
resources, industrial means and human resources [ 6 ]. All is defi ned in an integrated 
environment, where complete and partial simulations are done continuously, and at 
the end of the design phase, they guarantee a validated solution. Figure  16.5  shows 
an example of a 3D view of an iDMU.

16.9        Proof of Concept Project: CALIPSOneo 

 To make a proof of concept (POC) of implementing the Collaborative Engineering 
paradigm using PLM tools, an R + D + i project called CALIPSOneo was launched. 
CALIPSOneo is a joined effort that involves Engineering Companies, IT companies, 
PLM Vendors, Research Centers and Universities. 

 CALIPSOneo uses the newest PLM tools. It takes as input developments from 
previous projects, related to digital manufacturing techniques implementation [ 6 ,  8 ] 
and aircraft conceptual design modeling [ 9 ] and other initiatives reported in litera-
ture [ 10 – 12 ]. The project aims to demonstrate the capabilities of newest PLM 
methodologies and tools to:

•    To implement the Collaborative Engineering concepts described above. To imple-
ment a common 3D work environment for all the stakeholders. To  implement an 
iDMU and virtual validation by using it.  
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•   To implement confi guration based on individual specimen (single aircrafts).  
•   To assess the benefi ts of the iDMU concept when compared to the usual practices 

for the industrial design.  
•   To assess the availability of PLM tools to develop and deploy new capabilities. 

To assess the capability to exploit the iDMU to produce advanced shopfl oor 
documentation.    

 To use of the latest PLM tools for a proof of concept of the new design collabora-
tive paradigm needs a sound technical support, for this reason the PLM tools manu-
facturer Dassault Systèmes were incorporated as a partner. 

 Also a sound project development methodology was necessary; the NDT 
(Navigational Development Techniques) methodology was selected. NDT was 
developed by the IWT2 research group (University of Sevilla) [ 13 ].  

16.10     Conclusions 

 Collaborative Engineering is a broader approach derived from the previous 
Concurrent Engineering experiences. The availability of new PLM systems and the 
maturity of the teams are the key elements in the success of its implementation. 
During the development of the CALIPSOneo project, which is still running, several 

  Fig. 16.5    Fan cowl industrial digital mockup (iDMU) (not a real iDMU due to confi dentiality)       
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issues were identifi ed. One of them is them is the complexity of managing a real pilot 
case in parallel with the development and deployment of the associated PLM tools. 

 The PLM tools are the key enabler in creating and managing the industrial DMU 
(iDMU) and the iDMU is the key enabler of the collaborative approach. For this 
issue, the adopted solution was to set up a multidisciplinary working team model, 
where engineers, experts on the industrial design tasks, and PLM experts work alto-
gether conducting industrial and CALIPSOneo R + D + i tasks. 

 Engineers were trained in understanding how PLM tools could help in the indus-
trialization design process and PLM experts were focused on customizing and using 
the PLM tools to create the iDMU.     

  Acknowledgements   Authors wish to express their sincere gratitude to colleagues from Airbus 
Military, Universidad Politécnica de Madrid, Universidad de Sevilla and partners of CALIPSOneo 
project for their collaboration and contribution to the project.  
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    Abstract     Enterprise Systems (ES) implementation is challenging, and handling 
 confl icting interests may be vital for success. Previous research has established how 
ES implementation involves dialectics, often related to multiple stakeholders. 
Involved stakeholders have in previous studies been analyzed in a power perspec-
tive, through the lens of organizational infl uence processes. Stakeholder theory (ST) 
takes a wider perspective, by including legitimacy and urgency in addition to power. 
An interesting perspective is therefore a suggested combination of ST and dialec-
tics. This paper presents an ES implementation case where the explicit combination 
of ST and dialectics was tried out in the data analysis. In this case, two types of 
contradictions surfaced in implementation process. The case demonstrates that 
stakeholder theory contributes to a richer understanding of these contradictions than 
a focus on power only. Based on previous research, power would be expected to be 
decisive for the outcome of con tradictions. However, in this case urgency and legiti-
macy compensated for lack of power. This suggests that the combination of ST and 
dialectics is a useful theoretical perspective on ES implementation processes, to 
better understand contradictions.  
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17.1         Introduction 

 Implementing an Enterprise System (ES) in an organization is both challenging and 
expensive [ 1 ]. In ES implementations value confl icts occur between stakeholders 
[ 2 ], and a dialectic perspective thus explains important aspects of the ES implemen-
tation process [ 3 ]. 

 In a dialectic perspective the stakeholders are important, since multiple 
 stakeholders with divergent interests can play a vital role in contradictions occur-
ring in ES implementation, thus affecting ES success [ 4 ,  5 ]. Without going deep into 
the body of general stakeholder theory (ST) (e.g. [ 6 – 8 ]), ES implementation has 
been be perceived as a negotiation process where various parties try to use the proj-
ect to defend or to advance their individual or group interests [ 4 ]. Therefore value 
confl icts occur between stakeholders in ES implementation processes [ 2 ]. An ES 
entails many stakeholders who typically have multiple and often confl icting objec-
tives and priorities, and rarely agree on a set of common aims [ 9 ]. 

 Previous research has established how ES implementation involves dialectics, 
related to multiple groups of stakeholders [ 10 ]. These contradictions have previously 
been analyzed in a power perspective, through the lens of organizational  infl uence 
processes [ 11 ]. Here we try out another perspective, to see if it contributes to under-
stand contradictions. A combination of ST and dialectics, which is being suggested and 
applied in another context [ 12 ], is a promising perspective for analyzing ES implemen-
tation. We are not aware that this combined theoretical perspective has been applied to 
ES research, and this paper therefore raises the following research question: 

  Faced with the challenges of an ES implementation ,  how may we understand 
contradictions through the perspective of stakeholder theory?  

 After a brief presentation of dialectics and ST in the following, the research 
method and case study is presented. The case fi ndings are presented and discussed, 
showing how the contradictions were understood in view of ST.  

17.2     Theoretical Background 

 ES implementation in general is a large research area [ 13 ], and beyond the scope of 
this paper. We limit the ES background literature to dialectics in ES implementa-
tion, after a brief description of dialectics. Stakeholder theory (ST) is presented 
briefl y, before summarizing the suggested combination of ST with dialectics. 

17.2.1     Dialectics 

 The dialectic perspective on organizational change and development emphasizes a 
pluralistic world of colliding events, forces, or contradictory values that compete 
with each other for domination and control [ 14 ]. In dialectic process theory, stability 
and change are explained by reference to the balance of power between the 
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opposing entities. Change occurs when these opposing values, forces, or events gain 
 suffi cient power to confront and engage the status quo. The resolution of the contra-
diction becomes a synthesis, and such a synthesis can be a novel construction. 
This synthesis, in turn, becomes a new thesis as the dialectic process continues. 
However, a contradiction does not necessarily result in a synthesis. An observed 
contradiction may continue in the organization(s), maintaining the pluralist or con-
fl icting status quo, or it may result in survival of the thesis or antithesis alone [ 14 ].  

17.2.2     Dialectics and Enterprise Systems 

 Dialectics has been applied for some time to analyze ES implementation, and a 
dialectic perspective has proven useful to characterize important aspects of ES 
implementation processes [ 3 ,  10 ,  15 ,  16 ]. Table  17.1  gives an overview of the types 
of contradictions that this previous ES research has established.

   Understanding contradictions in the ES implementation process is necessary to 
be able to deal with them in a constructive way. Previous research on understanding 
contradictions in ES implementation suggests a number of different perspectives, 
from vendor challenges to stakeholder interests in the project phase [ 18 ]. Contra-
dictory stakeholder interests in the project phase have previously been analyzed in 
view of organizational infl uence processes [ 11 ]. Their study concluded that power, 
operationalized as organizational infl uence processes, provides important insights 
on key stakeholders involved in ES dialectics. An adequate formal position was 
decisive for the outcome of the project phase dialectics. Based on this insight, we 
here take one step further and suggest a wider perspective on dialectics, i.e. ST.  

17.2.3     Stakeholder Theory 

 Stakeholder theory (ST) development owes a lot to Freeman [ 6 ]. His purpose was to 
outline an alternative way of strategic management, by acknowledging that an orga-
nizations’ stakeholders need to be actively managed. ST consists of three mutually 
supportive elements: normative assumptions, descriptive aspects, and instrumental 
aspects [ 7 ]. Key aspects of descriptive ST involve defi nition of stakeholders as well 
as tools to identify them (e.g. stakeholder analysis) and concepts that represent 

     Table 17.1    Different types of contradictions in the ES implementation literature   

 Contradiction  Literature 

 A dialectic of learning: old vs. new knowledge  [ 16 ] 
 Job and governance confl icts in the shakedown phase  [ 15 ] 
 Misfi t: ERP package and organizational requirements  [ 3 , 17 ] 
 A dialectic of adaptation: features of the ES packages vs. organizational 

requirements 
 [ 10 ] 
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stakeholder salience towards managers. Salience refers to why some stakeholder 
claims are attended to while others are not. According to Mitchell et al. [ 8 ], salience 
is composed of the attributes of power, legitimacy, and urgency. 

 Power refers to a relationship in which one social actor, A, can get another social 
actor, B, to do something that B would not have otherwise done. Legitimacy is 
defi ned as a generalized perception or assumption that the actions of an entity 
are desirable, proper, or appropriate within some socially constructed system of 
norms, values, beliefs or defi nitions. Urgency is understood as the degree to which 
 stakeholder claims call for immediate attention, and is based on time sensitivity and 
criticality ([ 8 ], p. 869). 

 Stakeholders possessing all three attributes are more salient towards managers than 
other stakeholders and are thus termed defi nitive stakeholders in a stakeholder typol-
ogy. ST has spread to different disciplines, including information  systems [ 19 ,  20 ].  

17.2.4     Stakeholder Theory and Dialectics Combined 

 ST has been referred to a few times in relation to ES, such as using ST as a lens to 
look at stakeholder knowledge sharing during ES implementations [ 21 ]. Although 
ST implicitly is dialectic in nature [ 22 ], an interesting and explicit combination of 
the two was suggested by Flak et al. [ 12 ]. They present an analytical approach for 
investigating contradictory stakeholder interests by combining descriptive ST and 
dialectic process theory. ST is concerned with why some stakeholder claims are 
attended to, and dialectic process theory views organizational change and develop-
ment as the result of contradictory values competing for domination. The suggested 
combined theory was applied to study a G2G project [ 12 ]. 

 None of the reviewed ES literature on dialectics (Table  17.1 ) has included 
ST. Nor are we aware that this combined theoretical perspective [ 12 ] has been 
applied to ES research. We therefore explore how such a theoretical perspective 
possibly applies to an ES implementation case, by attempting to understand contra-
dictions through ST.   

17.3     Research Method 

 As the knowledge interest here is understanding, an interpretive case study is 
 considered an appropriate research method [ 23 ]. We used a qualitative research 
approach [ 24 ], to be able to gain an in- depth understanding of the confl icting stake-
holder perspectives and their infl uence on the ES implementation project. A qualita-
tive approach is useful when the phenomenon to be studied is little known in advance 
[ 25 ]. The research has been based on a single case, and was carried out as interpre-
tive research [ 26 ]. The principal data collection method was in-depth interviews 
with key stakeholders, conducted during the spring 2012. 
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17.3.1     Interviews 

 We used stakeholder analysis to select stakeholders [ 8 ], and to map the different 
stakeholders according to power, legitimacy and urgency. We chose three types of 
data collection, in-depth interview, document analysis and analysis of audio-visual 
material. The semi-structured interviews were dialogues based on open questions, 
and lasted between 60 and 110 min. Interesting occurring themes were followed up in 
subsequent interviews. A total of 9 informants were interviewed, as presented in the 
case description (Table  17.2 ). The informants themselves were asked to classify key 
stakeholders according to the salience attributes of power, legitimacy and urgency.

17.3.2        Data Analysis 

 All the interviews were recorded and later transcribed, then annotated and cate gorized 
and compared. This is in line with Miles and Huberman [ 24 ]. After connecting and 
comparing the data, we compared them with previous research. We started with 
observations and gradually reached conclusions based on patterns and interrelation-
ships in the data. We also used content analysis of interviews and documents, as a 
technique to split text in thematic categories to study frequency of themes. 

 We used the combination of ST and dialectics as suggested by Flak et al. [ 12 ] as 
the theoretical basis for our data analysis, using dialectics to uncover contradictions 
and ST to analyze the stakeholders involved in the contradictions. The informants’ 
classifi cation of the stakeholders’ salience was analyzed in order to understand why 
the contradictions did result in the particular syntheses.  

17.3.3     Validation 

 The data analysis has been validated by following the fundamental principle of 
the hermeneutic circle [ 27 ]. This principle was applied at different levels, consider-
ing the research questions, the interviews and project documents as wholes. 

    Table 17.2    Overview of informants   

 Informant  Company  Company role 

 Main project manager  ‘P’  Implementation partner 
 Project owner  ‘I’  Case company 
 Super user  ‘I’  Case company 
 Two project managers  ‘I’  Case company 
 Implementation manager/responsible  ‘I’  Case company 
 Two department managers  ‘I’  Case company 
 Project manager  ‘O’  Vendor 
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Statements were the typical parts of interviews and documents. We iterated between 
the independent meanings between the interviews and the project documents. 
Through the interaction between us as researchers and the informants, our assump-
tions were constantly questioned and modifi ed. We also contacted key informants 
after the interviews to clarify and verify our understanding.   

17.4     Case Background and Description 

 This research is based on a single case study, involving three companies: the case 
company, enterprise ‘I’, which used implementation partner ‘P’ to implement an ES 
from vendor ‘O’. The case enterprise ‘I’, is a major Nordic actor within IT Service, 
with more than 75 service offi ces and almost 2,500 employees in Norway, Sweden, 
Denmark and Finland. We got access to ‘I’ through ‘P’, which was chosen by ‘I’ to 
be the implementation partner, to manage their implementation of a SaaS (Software-
as- a-Service) ES. 

 The implemented system was a planning system from a third party we label ‘O’, 
with main offi ce in Sweden. ‘O’ develops, sells and supports software for planning 
and optimizing customers’ fi eld services. The main focus of the interviews was the 
ES implementation project in Norway. 

 The implementation partner ‘P’ is an IT consultancy company located in  southern 
Norway. They have about 50 employees. ‘P’ offers consultancy in project manage-
ment, procurement, systems development, integration and management. 

 We considered this case well suited for the research question, because the enter-
prise ‘I’ has implemented an ES in numerous locations in several countries. With an 
initial access to the project manager from P, and their interest in this study, we had 
good access to data for this research. 

 We interviewed key stakeholders who were selected based on their degree of involve-
ment in the project. An overview of the nine informants is presented in Table  17.2 . 

 Seven informants were from ‘I’, the case company implementing the ES, one 
informant was from the implementation partner ‘P’, and one informant was from the 
vendor ‘O’. They had mainly a management perspective. In addition to the infor-
mants, about 400 pages of internal and external project documents were analyzed. 

 The system implemented is called Laps, and schedules service assignments and 
tracks for all technicians, based on parameters such as competence, home address 
and Service Level Agreement (SLA). Laps may eventually replace the manual plan-
ning done by a centralized dispatch group in each country. Dispatch is a manage-
ment function that decides which people to send on the different jobs. Norway did 
not have a centralized dispatch group, and the centralization was done as Laps was 
implemented. Almost every Norwegian location used to have a local dispatch func-
tion. The centralization was to be located in Oslo. A pilot project was run at the Oslo 
offi ce in May 2011, and system rollout started late October 2011. In January 2012 
the project was formally terminated, leaving just a few locations to get the system 
rolled out.  
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17.5     Case Study 

 The stakeholder analysis led to an overview of 18 key stakeholders, categorized by 
the informants according to the stakeholder typology of Mitchell et al. [ 8 ]. The 
space does not allow a detailed overview here, but a summary of stakeholder groups 
is presented in Table  17.3 , where the 3 salience attributes of 14 stakeholders within 
project management and 4 within specialist staff are summarized.

   After an analysis of the salience attributes of the stakeholders, we performed a 
dialectic analysis to identify potential contradictions between the different stake-
holders. Already early in the interview phase two contradictions emerged as impor-
tant for the project outcome. These are presented next. 

17.5.1     Contradiction 1: Solution Roll-Out 

 Whether to follow the roll-out plan for ‘I’ was an important issue in this contradic-
tion, which is summarized in Table  17.4 .

   The thesis implied following the plan for solution roll-out (Table  17.4 ), to profi t 
from savings already in the current year. The antithesis stressed that a high quality 
implementation required an adjusted solution roll-out. The synthesis emerged as 
several modifi cations of the plan, and the deadline was extended twice. As expressed 
by the Nordic project manager:

  We could not have such an aggressive roll-out as initially planned. 

   And as expressed by the Norwegian project manager:

  … with this type of customers… I know it is very critical at Christmas time. 

   Instability related to the existing solutions amplifi ed this:

    Table 17.3    Attributes of the stakeholder groups   

 Stakeholders  Power  Legitimacy  Urgency 

 Project management (stakeholders 1–14)  High  High  Average 
 Specialist staff (stakeholders 15–18)  Low  High  High 

     Table 17.4    Contradiction 1: planned versus realistic roll-out   

 Entity  Description 

 Thesis  Follow budget and timeframe for solution roll-out 
 Antithesis  High quality through adjusted solution roll-out 
 Synthesis  Adjusted solution roll-out with extended deadline 
 Involved stakeholders  Project management (thesis) Super user (Norway) and Project 

manager (Norway) (antithesis) 
 Decisive stakeholder typology  Urgency 
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  Instability regarding IT infrastructure. I think that was the greatest challenge, and the fact 
that we started with Laps and centralized dispatch simultaneously. (Super user Norway). 

   Delays also led to the antithesis:

  …the systems went down and this created of course a lot of noise and insecurity whether 
this was a good solution for ‘I’ (Project manager Nordic, ‘P’). 

   Despite a pressure from the project management, the plan was partially 
postponed:

  …in a way we had some all-round pressure on us. The Nordic project manager and project 
owner I who constantly wanted us to speed up. But we chose to take the different divisions 
into consideration, to avoid any chaos before moving on to the next division (Project man-
ager Norway). 

   The decisive stakeholder typology involved in contradiction 1 was urgency. The 
urgency that decided the synthesis was especially present in the different divisions 
of the enterprise. Two bases for this urgency were decisive: time-sensitivity and 
criticality. This urgency led to the synthesis of an adjusted solution roll-out with 
extended deadline (Table  17.4 ).  

17.5.2     Contradiction 2: Centralization of Dispatch 

 Centralization of the dispatch function in ‘I’ was an important issue in this contra-
diction, which is summarized in Table  17.5 .

   The thesis was to centralize the dispatch function, to save costs and resources 
(Table  17.5 ). This would also harmonize the Norwegian branch with the other 
 countries. As expressed by the Norwegian project manager:

  I am saying that these dispatchers in Oslo are top motivated for the job and ready for the 
task, and there are some people sitting out there that have to let go of this job. It is a confl ict 
of interests. 

   The antithesis was to keep a decentralized dispatch function, for effi ciency and 
applying local knowledge for better customer service. To acquire and keep satisfi ed 
customers, effi ciency was considered important.

  To become effi cient, is a question of local knowledge (Department manager 2). 

     Table 17.5    Contradiction 2: centralization vs. decentralization of dispatch   

 Entity  Description 

 Thesis  Centralization, for effi ciency and saved costs 
 Antithesis  Decentralization, for effi ciency based on local knowledge 
 Synthesis  Centralized solution with some local adaptations 
 Involved stakeholders  Project management (thesis) Department manager (antithesis) 
 Decisive stakeholder typology  Legitimacy (although combined with urgency and power) 
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   The synthesis became a compromise, mainly a centralized solution, but with 
some local adaptations (Table  17.5 ). One local dispatcher in question would work 
as before, but organized under the central dispatch function.

  But now we managed to get our local dispatcher to be part of the organisation of the central-
ized dispatch function. So we have in a way been able to convince the project, and after a 
lot of pressure the local dispatcher we had here, will sit here most of the time, so we will 
not notice much change on our location (Department manager 2). 

   The project management had the offi cial power, but the antithesis prevailed 
because department manager No. 2 could show that his location would have no cost 
savings through centralization. We found that the synthesis emerged as a result of 
urgency, combined with power and legitimacy. Legitimacy was acquired by talking 
to the right people in the organization.   

17.6     Discussion 

 We heeded the advice to apply ST in analyzing an ES implementation [ 21 ], combin-
ing ST with dialectics as suggested by Flak et al. [ 12 ]. The two contradictions 
 presented in this paper are not to be found in the existing ES literature (Table  17.1 ), 
although centralization versus decentralization (contradiction 2) is known from other 
domains such as car manufacturing [ 28 ]. Contradiction 1 may in a general sense be 
viewed as management of dialectic tensions, such as discussed by Vlaar et al. [ 29 ]. 
To deal with contradictions constitute a challenge for project management. 

 We raised the initial question:  Faced with the challenges of an ES implementa-
tion ,  how may we understand contradictions through the perspective of stakeholder 
theory?  

 According to previous research by Nordheim and Nielsen [ 11 ], certain ES imple-
mentation contradictions may be understood by analyzing how power has been 
applied. Organizational infl uence processes accounted for important differences 
that explained outcomes of certain contradictions [ 11 ]. We applied a wider perspec-
tive than power, the other ST concepts of urgency and legitimacy were included in 
the analysis. The salience attributes of the stakeholder groups were explicitly identi-
fi ed by the informants. The lack of power would indicate that specialist staff 
(Table  17.3 ) would be unable to persist in these contradictions. But specialist 
staff persisted in this case, due to legitimacy and urgency. Power alone was there-
fore not decisive; power was compensated for by urgency and legitimacy. The out-
come of contradiction No. 1 can be explained by urgency, i.e. time-sensitivity and 
criticality. The outcome of contradiction No. 2 can be explained by all three salience 
attributes combined, and in particular by legitimacy. The contribution to ES research 
is that ST with its salience concept in this case provided a richer basis for under-
standing the syntheses. Salience is composed of three attributes, where power is one 
of them. The other two, legitimacy and urgency, were important for the syntheses in 
this case. Especially the concept of urgency is an important ST contribution to 
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understand the contradictions in this case, as the synthesis of contradiction 1 can be 
understood as a direct result of time- sensitivity and criticality. This means the 
degree to which stakeholder claims call for immediate attention [ 8 ]. Based on 
the fi ndings of this case, we would therefore argue that time-sensitivity in particular 
is important to explain outcomes of contradictions, in addition to organizational 
infl uence processes as found by Nordheim and Nielsen [ 11 ]. We thus fi nd the com-
bined perspective of ST and dialectics presented by Flak et al. [ 12 ] to be useful in 
analyzing this ES implementation. Understanding dialectics based on power issues, 
would have been insuffi cient in this case. 

 To what extent urgency and legitimacy may compensate for power in other 
 contradictions, remains to be explored by future research. This is a limited case with 
nine informants and raises a question whether previous attempts to understand dia-
lectics could have benefi ted from a wider theoretical basis such as suggested by 
Flak et al. [ 12 ]. Our fi ndings indicate that future research on understanding contra-
dictions in ES should include all facets of the theoretical ST concept of salience.  

17.7     Conclusion and Implications 

 ST with its salience concept gives a promising perspective for a richer understanding 
of ES contradictions involving stakeholders. Of the stakeholder salience attributes, 
power is challenging to apply in a case analysis. Previous research has shown that this 
may be done through organizational infl uence processes. However, fi ndings presented 
in this paper imply that urgency with its notion of time- sensitivity and criticality also 
needs to be analyzed, to understand ES implementation contra dictions involving stake-
holders. So urgency and legitimacy are important for this understanding, together with 
a focus on how power is applied, e.g. through organizational infl uence processes. 

 This study also has practical implications for projects. An initial mapping of 
stakeholder typology, combined with an awareness of emerging contradictions, may 
be useful for project management. The salience concept has implications for 
research on organizational implementation of ES. To what extent urgency and legit-
imacy may compensate for power in other contradictions, remains to be explored by 
future research.     
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    Abstract     The aim of this paper is to introduce the results of a survey which focuses 
on the state of company process support by software systems in small software 
companies in the Czech Republic. The survey includes various processes from soft-
ware development to other areas of company activities, e.g. human resources, 
fi nance, quality management, or utilities. The survey results show that two thirds of 
respondents are not satisfi ed with the current state of company process support.  

  Keywords     Company processes   •   Small software company   •   Process support by 
software systems  

18.1         Introduction 

 Although much attention has recently been devoted to the topic of software engi-
neering, the results of published surveys show that a signifi cant number of soft-
ware projects are not successful. According to [ 2 ] the ratio of successful software 
projects ranges to 60 % while the rest is categorized as challenged or failed. 
Overall, researchers’ effort worldwide concentrates rather on software develop-
ment methodologies and practices than on other areas of company processes. 
There is a lack of comprehensive endeavor to look at an operation of a company 
as a whole. The Annual State of Agile Development Survey [ 9 ] together with other 
published surveys [ 1 ,  3 ] focus also on the causes of software projects failures 
among which are often mentioned broader organizational or communication 
problems. In addition, this survey brought up a desire of more frequent use of 
management tools in small software companies as an important method for future 
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development (especially project, release, requirements and ideas management). 
Considering all of the facts stated above, we identifi ed a potential for improve-
ment, as the topic of software systems completely supporting the operation of 
software companies is not widely examined in literature. Firstly, we determined a 
current situation in this fi eld and also a demand level set by software companies. 
These fi ndings are the main objective of this paper and serve as an identifi er of a 
possible opportunity to e.g. design a new information system specifi cally for 
software companies.  

18.2     Related Works 

 To gain a general overview of this topic, we researched literature in this fi eld, 
 particularly EBSCO, ProQuest, ACM-DL databases and Google. However, most of 
the resources focus only on the particular topic of software development, not on the 
operation of a software company as a whole. There is no single model that would 
cover all key processes in a software company. Nevertheless, the concept of 
Application Lifecycle Management described e.g. in [ 7 ], and process improvement 
frameworks as e.g. CMMI-DEV or People-CMM [ 8 ] try to approach a software 
company as an inseparable piece. Nalbant goes further and focuses on designing an 
information system to streamline software development process in software compa-
nies [ 6 ]. However, the depth of his paper is not suffi cient and thus can rather be used 
as a basis for further work. 

 We believe that it is important to concentrate not only on software development 
itself, but also on the overall company functioning. Many software development 
methodologies and practices exist, but in our opinion they do not solve the problems 
as a matter of fact for several reasons. In particular:

•    SW development methodologies focus in most cases only on the area of software 
development itself; they do not provide any complex view of the overall opera-
tion within a company. However, this approach does not fulfi ll the needs of a 
software company which also requires linking its development with invoicing, 
remuneration of employees, training, customer relationship management, etc.  

•   There is a lack of suitable software systems that properly facilitate an introduc-
tion and usage of SW development methodology while allowing a complete con-
trol of major areas of a company’s life.    

 Software development processes infl uence a complex company operation, as 
they are naturally its primary concern. Therefore, they are closely related to the 
areas such as project management, human resources, fi nance and quality management. 
Thus, to make an overall improvement in software development processes, we also 
need to focus on enhancing processes in the areas mentioned above. Information 
system should include such an approach and automate and/or improve these 
 processes. The relationship of an information system and software processes is 
shown in Fig.  18.1 .
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   CASE (Computer Aided Software Engineering) tools allow an effective imple-
mentation of partial development processes, such as programming, testing, version 
control and confi guration management, etc., while the information system  integrates 
these processes into a single environment with shared information. 

 However, we did not encounter any surveys focused on the support for software 
company processes by software systems. Nevertheless, several surveys contain 
questions regarding the usage of software development tools. The 7th Annual State 
of Agile Development Survey [ 9 ] states that agile project management tools are 
used in 60 % of companies but does not include their level of satisfaction. Thirty- seven 
percent of companies wish to implement management tools (project, requirements, 
release or ideas management) in future. According to [ 4 ] companies in the Czech 
Republic perceive a lack of suitable software tools for agile development. 

 To fi nd out the state of company process support by software systems in small 
software companies in the Czech Republic we conducted a questionnaire survey at 
the conference WebExpo 2011.  

18.3     Research Characteristics 

 Our research objective was to determine to which extent company processes are 
supported by software systems in software companies, which problems soft-
ware companies have to address and whether they perceive that a suitable soft-
ware  system would help to improve their software processes. We carried out the 
research for the whole segment and further analyzed the results according to 
company size. This article focuses solely on small software companies and their 
survey results. 

Version control and configuration management

Design Programming Testing

CASE tool CASE tool CASE tool CASE tool

Information system for a software company

  Fig. 18.1    Relationship of IS and software development processes, based on [ 6 ]       

 

18 Company Process Support by Software Systems…



222

18.3.1     Target Group 

 As mentioned above, this paper concentrates on small software companies. When 
defi ning the target group of small companies, we considered several approaches 
applied in practice:

•    Pursuant to Czech Act No. 47/2002 Coll. on the promotion of small and medium 
enterprises, which is based on the EU legislation, a small company is understood 
as the one that has fewer than 50 employees, and micro company the one that has 
fewer than 10 employees.  

•   The working group WG24 within the ISO/IEC JTC 1 SC7 defi nes small compa-
nies as those having fewer than 25 employees [ 5 ].  

•   According to the Czech Social Security Administration, small organizations are 
those with up to 25 employees.    

 We believe that the defi nition of small companies according to the EU is not 
applicable for software development, as it is a technology and knowledge intensive 
sector, where 50 employees mean quite a high number at least in the case of the 
Czech Republic. On the contrary, micro-companies up to 10 employees would be 
far too limiting. Thus, we decided to use the WG24 working group’s defi nition and 
for the purposes of this paper we consider small companies as those with fewer than 
25 employees.  

18.3.2     Research Model 

 As stated above, every software company needs more than a pure software devel-
opment for its overall operation. It is bound to deal with planning and managing 
projects, organizing work, recruiting, managing and rewarding employees, man-
aging its fi nances and invoicing, ensuring knowledge transfer between employees, 
managing work quality, etc. To design our survey properly, we identifi ed key 
process areas crucial for a software company. The model of the process areas is 
shown in Fig.  18.2 .

   As we haven’t found any single model covering all key process areas of a 
software company, we took into account multiple sources when designing this 
model—proposal in [ 6 ], process areas in CMMI-DEV, the concept of ALM 
and also our experience from real businesses. We identified five areas of pro-
cesses that are crucial for even the smallest software companies—Project 
Management, Human Resources, Finance, Quality Management, and Utilities. 
Although there could be named more areas of processes, these are the most 
important ones that should be present in every software company. Software 
development processes are inherently affected by all these other areas of com-
pany processes.  
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18.3.3     Research Method 

 To perform our research, we applied the method of a questionnaire survey. 
The questionnaire consisted of three main parts:

•    Segmentation questions,  
•   A section focused on software development methodologies and practices,  
•   Questions concerning the support of company processes by software systems.    

 Since this paper concentrates solely on the support of company processes by 
software systems, methodologies and practices are not further analyzed. The ques-
tionnaire was carried out in a printed as well as electronic form. Thus, the respon-
dents could choose their preferred method of response. The online form in original 
Czech version is available at   http://spi.vse.cz    . Questions that are relevant for this 
paper are listed below. 

  Question: Are you or your company involved in software development?  

 The respondents picked “yes” or “no” answer. This question was designed to fi lter 
out those respondents who are completely irrelevant for our questionnaire survey. 

  Question: How large is your company?  

 The respondents selected the size of their company from the predefi ned intervals 
listed in Table  18.1 . The aim of this question was to create relevant segments of 
respondents depending on the size of their companies.
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  Fig. 18.2    Key company process areas, based on [ 6 ]       
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    Question: Does your company support the following areas of processes by 
suitable software systems?  

 Regarding this question, we defi ned areas of company processes based on the 
article [ 6 ], which are shown in Fig.  18.2 . The respondents selected in each area to 
what extent they are satisfi ed with the support by software systems within their 
company. Four possible answers were provided for every process area: “Yes, to the 
full satisfaction,” “Yes, but we would like to achieve an improvement,” “No, but we 
feel the need,” “No, we do not feel any need.” 

  Question: What are the problems and shortcomings in functioning of your 
company in terms of software development processes and their support by 
suitable software systems?  

 We designed this question as an open one to gain insight into our respondents’ 
view of possible problems their company might be facing and relevant to our work. 

  Question: Do you think that it is possible to improve the processes of 
software development in your company by using suitable software develop-
ment methodologies, practices and software systems?  

 The respondents selected from “yes” or “no” answer. This question was included 
to verify our presumption that the improvement can be achieved using suitable 
methodologies, practices and software system.  

18.3.4     Sample Structure 

 We conducted the questionnaire survey at the conference WebExpo 2011. This con-
ference took place from the 22nd till the 24th of September, 2011 in Prague and was 
held by the University of Economics. According to [ 10 ], such a conference is the 
biggest event for web enthusiasts aimed at business aspects, design and develop-
ment of web applications in the region of Central Europe. Overall, 1,100 partici-
pants signed up mainly from small and medium-sized companies that are engaged 
in software development primarily within the internet environment. This conference 
is traditionally the most important professional event of the year for many web 
developers not only from the Czech Republic. 

    Table 18.1    Company size   

 Company size  Absolute frequency  Relative frequency (%) 

 Freelancer  14  13 
 2–5 Employees  18  17 
 6–10 Employees  16  15 
 11–25 Employees  16  15 
 26–50 Employees   7   7 
 51–250 Employees  25  24 
 More than 250 employees   9   9 
  Total    105    100  

J. Mittner and A. Buchalcevova



225

 Conference participants received the questionnaire in a paper form at registration 
as well as electronically in e-mail newsletters. One hundred and eight participants 
responded to our questionnaire survey. Thus, the response rate was 9.8 %. The paper 
form was preferred by 37 respondents, 71 respondents submitted the online form. 
105 of 108 respondents are involved in software development, i.e. 97 %. Therefore, 
our selected group (conference participants) represents a suitable target group for 
this survey. The answers of irrelevant respondents are not included in the results. 

 Regarding the company size of our respondents, all 105 respondents replied to 
this question. Table  18.1  summarizes the frequencies for each category. Based on 
the results, we identifi ed the segment of small companies, which includes 64 respon-
dents according to the defi nition    in Sect.   18.3.1    .   

18.4     Research Results 

 This section analyzes those survey questions related to the support of company 
processes by software systems. Further, the problems in this area as well as possible 
opportunities for a future improvement listed by the respondents are discussed. 

18.4.1     Company Process Support by Software Systems 

 Concerning the support of company processes among software companies, 98 
respondents participated in this question, 61 of them from the segment of small 
companies. Figure  18.3  presents the overall scope of support of company processes 
by software systems. To interpret the graph in Fig.  18.3 , it is meaningful to sum up 
the values “No, but we feel the need” and “Yes, but we would like to achieve an 
improvement,” since these values represent the ratio of respondents who wish to 
make an improvement in supporting their company processes. Therefore, the 
response options are listed in the following order.

21.7% 21.7%
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44.7%

No, but we feel the
need

Yes, but we would
like to achieve an
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Yes, to the full
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No, we do not feel
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  Fig. 18.3    Support of 
company processes by 
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   It is evident from Fig.  18.3  that two thirds of the respondents are not satisfi ed 
with the current situation within their company and would like to achieve an 
improvement. More than a fi fth of the respondents do not have their processes sup-
ported by software systems but do feel the need to do so. 

 Figure  18.4  depicts the detailed view in individual areas of company processes. 
This fi gure shows that there are not any fundamental differences between the areas, 
but the most desirable ones include Quality and Project Management.

   Frequency of responses that express an interest in improving the current situation 
(i.e. “No, but we feel the need” and “Yes, but we would like to achieve an improve-
ment”) is shown in Table  18.2 .

   The segment of small companies compared to the medium and large organiza-
tions differs primarily in the lower number of respondents that are fully satisfi ed 
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  Fig. 18.4    Support of company processes by software systems in individual process areas       

   Table 18.2    Support of company processes by software systems   

 Process area 

 Small companies (61) 

 No, but we 
feel the need 

 Yes, but we would 
like to achieve an 
improvement 

 Yes, to the full 
satisfaction 

 No, we do not 
feel any need 

 Abs.  Rel. (%)  Abs.  Rel. (%)  Abs.  Rel. (%)  Abs.  Rel. (%) 

 Project management  15  25  25  42  6  10  14  23 
 Human resources  10  17  29  48  13  22  8  13 
 Finance  10  17  23  39  10  17  16  27 
 Quality management  20  33  25  41  4  7  12  20 
 Utilities  10  17  32  53  3  5  15  25 
 ⌀   22    45    12    22  
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with the current situation of software system support in their company, as seen in 
Fig.  18.5 . Moreover, much fewer respondents feel the need to have their processes 
supported.

18.4.2        Other Issues Within the Frame of Software 
Development Process Support by Software Systems 

 Regarding the shortcomings in company operation among our target group, only ten 
respondents replied, nine being from small companies. 

 Three respondents perceive the problems in functioning of their company in 
poorly designed processes, or even in their complete absence. Three respondents 
experience diffi culties in communication among team members (both in terms of 
process and communication tools). In addition, missing automated deployment, 
helpdesk, and poor documentation were described as further shortcomings. 

 Unfortunately, these results do not provide us with a new and signifi cant problem 
area that would not be included in defi ned process areas already.  

18.4.3     Improvement Possibilities of Software 
Development Processes 

 The vast majority of respondents think that software processes in their company can 
be improved by using suitable software development methodologies, practices and 
software systems, as seen in Fig.  18.6 . The results were quite identical with the 
 segment of small companies.
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  Fig. 18.5    Support of company processes by software systems in small, medium and large 
companies       
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   We believe that it is crucial for an upcoming change of company’s approach to 
their processes being supported by software systems that companies are convinced 
that using a good methodology, practices and information system can lead to an 
overall improvement of their functioning.   

18.5     Conclusion and Future Work 

 The questionnaire survey conducted at the conference WebExpo 2011 fulfi lled the 
given objective to discover how software company processes are supported by software 
systems. Sixty-six percent of the respondents either do not support their processes 
at all but feel the need to do so, or support their company processes, but wish to 
achieve an improvement. Moreover, 92 % of respondents believe that software 
 processes in their company could be improved by using suitable methodologies, 
practices and software systems. 

 These results clearly indicate that the issue of software development process 
 support by software systems has a great potential for further work. We identify an 
opportunity for a detailed requirements analysis of information system aimed at 
small software companies and optimally supporting their processes. Based on this 
requirements analysis results, two possible solutions could be performed; either to 
implement an integrated currently available software system or to implement a pro-
totype of a new system.     
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    Abstract     Currently, the majority of Information Systems (IS) theories focus on 
either the technological side of impact analysis or attempts to rigidly defi ne impact 
into discrete categories that wind up ignoring a part of the bigger picture. In this 
paper we will examine the UTAUT and ISS model as representations of these theo-
ries. In our opinion, the main shortcomings of these theories are that while they 
overlap slightly, the UTAUT model downplays the role of technological aspects 
involved in impact and that the ISS model oversimplifi es the impact factor of system 
use by its users, thus not covering the necessary breadth needed to properly examine 
impact on a system’s users. To address these issues, we propose a new theoretical 
model, the Integrated Information System Success (IISS) model that integrates the 
two models. We have conducted a case study utilizing the model with a major 
Australian Hospital (Hospital Y), analyzing the impact of a recently implemented 
Patient Referral System (PRS), on users at the individual level. Our fi ndings through 
the use of IISS indicate that there was an increase in workfl ow processes for the 
administrative staff as well as a sense of guilt and frustration that some of the front-
line users experienced. These fi ndings would not have been possible with the use of 
either the ISS or UTAUT models alone.  

  Keywords     Systems success   •   User acceptance   •   Dashboard   •   Case study   •   Impact  
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19.1         Introduction 

 In the last fi ve decades, IS has grown into a multidisciplinary, multifaceted fi eld of 
research in the use of technology and systems in organizations [ 1 ,  2 ]. Given that the 
fi eld is still growing, the current theoretical models cannot encompass all the practical 
aspects. One particular aspect that we will investigate in this paper is the lack of depth 
needed to investigate the impact of a new system on organizations at an individual 
level. Specifi cally, we will examine the drawbacks and strengths of two of the most 
prominent models that evaluate systems based on user acceptance and system success. 
These models are the Unifi ed Theory of Acceptance and Use of Technology (UTAUT) 
and the Information Systems Success (ISS) model, which we consider to be represen-
tative of two different approaches—focused on user acceptance and system success, 
respectively—to the theoretical evaluation of impact in organizations at an individual 
level. This is critical to our case study as, in healthcare, both facets—system success 
and its acceptance—are of great importance, given that there have been many cases of 
implemented systems that have either been unused or rejected by users for not having 
one or both of these facets [ 3 – 5 ]. The purpose of our research is to further this process 
of theory evolution by integrating and revising each of these models into our proposed 
model to further the evaluation of system impact at an individual level. This paper will 
be comprised of the following four sections: literature review and an outline of our 
proposed model, research methodology, case study discussion and fi nally, our conclu-
sions and avenues for future research.  

19.2     Literature Review 

 An important fi rst step to understanding how the issue of system impact will 
be handled in this paper, is to properly defi ne what impact means in the fi eld of 
IS. DeLone & McLean defi ne impact as having “improved… decision making pro-
ductivity, a change in user activity, or has changed the decision maker’s perception of 
the importance or usefulness of the information system” [ 1 , p. 69]. In this paper, we 
are focusing on evaluating the effect of a system on the users’ workfl ows,  practices 
and on themselves. This effect, or ‘impact’, is often viewed through the lens of ‘suc-
cess’ or ‘acceptance’ in IS research. Two of the main theories, UTAUT and the IS 
Success Model, will be outlined and discussed in the following sections. From these 
theories, we derived a combined model that enables us to investigate the impact at the 
individual level whilst allowing for breadth in the analysis of the impact measures. 

19.2.1     Unifi ed Theory of Acceptance and Use 
of Technology Model  

 Over the years, research in the Information Technology fi eld has been rapidly 
 evolving. Researchers have developed many models to explain the measures that 
affect Information Technology adoption, e.g. Technology Acceptance Model [ 6 ], 
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the Theory of Reasoned Action [ 7 ], and the Theory of Planned Behavior [ 8 ]. 
Venkatesh et al. [ 9 ] stated that the eight predominantly used theories had many 
similarities and so it was appropriate to create a unifi ed theoretical model, which 
they named the Unifi ed Theory of Acceptance and Use of Technology model 
(UTAUT). They theorized that there were various motivating or infl uencing factors 
that would lead to an ‘Intention to Use   ’ (Behavioral Intention/Acceptance of 
Technology) by an individual and which ultimately affect the actual usage of tech-
nology (Use Behavior). 

 UTAUT has subsequently been validated using actual workplace data and has 
been proven to outperform the eight individual models it encompasses [ 10 ]. UTAUT 
uses four core determinants for examining the acceptance of technology: perfor-
mance expectancy, effort expectancy, social infl uence, and facilitating conditions. 
The UTAUT model views the acceptance of a new system as such: as an individual 
accepts the challenge of adopting a new technology, the ideal outcome is the actual 
usage of the technology, but infrastructure must be in place for this to occur, thus 
facilitating conditions are important for use behavior independent of whatever effect 
they might have on behavioral intention. We believe that UTAUT is a good fi t for 
this evaluation. It enables comprehensive measurement of the various infl uences on 
the Intention to Use a system and for the purposes of this study, we need to have a 
clear understanding of what the individual users expect to gain from using the sys-
tem, a priori that motivates them to engage with it or to reject it. UTAUT has also 
previously been used in case study research [ 11 – 14 ]. However, UTAUT does not 
examine the impact of system usage on the individuals and their organizations. 
Moreover it does not study the infl uence of technology characteristics on the use of 
the system. Therefore we looked for an additional theoretical model that evaluated 
impacts, which led us to DeLone & McLean’s IS Success Model [ 2 ]  

19.2.2     Information Systems Success Model 

 The IS Success model was originally proposed in 1992 by DeLone and McLean, 
and was based on previous theoretical and empirical IS research [ 1 ]. This model 
was further improved upon by DeLone and McLean, culminating in their 2003 
paper, “The DeLone and McLean Model of Information Systems Success: A Ten 
Year Update.” [ 2 ]. The original model described six constructs that can be used to 
evaluate information systems: system quality, information quality, system use, user 
satisfaction, impact on the individual user and impact on the organization. We uti-
lized the IS Success model for its comprehensiveness and the distinct evaluation 
measures, furthermore it has been extensively validated and has been previously 
used in evaluating systems within health care services [ 15 – 17 ]. However its mea-
surements are slanted differently to the UTAUT system—which emphasizes an 
individual’s motivation and intentions in response to new technology, whereas the 
IS Success model examines the technology itself, and quantifi es its usage by and 
impact upon individuals and organizations. In a previous study, Petter, DeLone & 
McLean [ 18 ] concluded that the measure of System Use was oversimplifi ed 
and needed to be expanded in order to suffi ciently provide the necessary breadth 
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to the analysis of impact itself. In this paper, we are focusing on impact affecting the 
 success of a system; hence it is necessary to consider the other measures affecting 
System Use.  

19.2.3     UTAUT Extended Research Model 

 There had been prior attempts to combine the two models together such as in Cody- 
Allen & Kishore’s UTAUT Extended Research Model [ 10 ] where they expand the 
UTAUT model with Quality, Satisfaction & Trust constructs. Their focus was on an 
individual user’s perception of an e-business system, however as they were not 
focused on examining the impact of a system at the individual level within an orga-
nization, their model was not suitable for analyzing the system success and user 
acceptance together.   

19.3     A Model for Impact at the Individual Level in Relation 
to IS Systems Success and User Acceptance 

 The apparent shortcomings of these two infl uential models have led us to consider 
integrating the two together so that we could utilize the strengths of both whilst 
negating the downsides as much as possible. Thus, we propose the Integrated IS 
Success (IISS) Model as an improvement on the current theoretical models avail-
able; to better address the needs of examining the impact of a new system on the 
individual. One of the major boons of the IISS Model is that it will resolve UTAUT’s 
inability to examine the system impact and measures of technological factors of the 
system, and DeLone & McLean’s IS Success Model’s inability to reconcile the 
human factors involved in use and intention to use of a system. The IISS Model 
which we propose is represented diagrammatically in Fig.  19.1 . In the proposed 
model, we have taken out the Service Quality measure originating from the IS 
Success model, while  adding in the UTAUT core determinants in order to increase 
the depth of analysis available with regards to the dimension of Use and Intention to 
Use. This allows us to better focus on the system impact on the individual user and 
not on the organization. The arrows in the model represent the core determinants’ 
infl uence on the Use, Intention to Use and User Satisfaction factors. The vertical 
arrows represent how the factors motivate and affect each other e.g. if a user is satis-
fi ed with the system, they are motivated to use it (Intention to Use) and are more 
likely to actually use the system (Use), which in turn makes them more satisfi ed 
with the system as it meets their needs (User Satisfaction). These factors contribute 
together towards how an individual user feels towards a system.

   The core determinants in the proposed model relate to the Use and Intention to 
use, which in turn affects the User Satisfaction factor, which is also infl uenced by 
the Information and System Quality factors. The Use and Intention to use combine 
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with User Satisfaction which results in the overall Individual Impact, which in turn 
has an effect on the success and user acceptance of a given system. Unlike the origi-
nal models which were validated quantitatively, the proposed model identifi es the 
major factors but not in a causal relationship. The two boxes (solid and dashed 
lined) illustrate the original models that the proposed model have been derived 
from. To demonstrate the applicability of our proposed model in practice, we have 
applied it in a case study which will be discussed further in the following sections.  

19.4     Methodology 

 As our case study research is based on investigating impact at an individual level as 
well as validating our proposed model, we have chosen to use qualitative research 
methods, specifi cally semi-structured interviews in a case study setting. As part of 
fulfi lling the ethics requirements for human research, an application for ethics was 
completed and submitted. 

19.4.1     Research Methods 

 We utilized a semi-structured interview process to collect data from participants 
to analyze the impact of the Patient Referral System (PRS) on the participants’ 
workfl ows and on themselves, this was based on prior case study research done 

Facilitating Conditions

UTAUT

Effort Expectancy

Use

Information Quality

System Quality

IS Success

User Satisfaction

Individual Impact

Intention to use

Performance Expectancy Social Influence

  Fig. 19.1    Integrated information systems success (IISS) model       
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within the IS fi eld [ 19 ]. The participants for this study were selected via a voluntary, 
anonymous opt-in method and on the basis that they use or interact with the sys-
tem, or had a hand in its design or development. We selected the semi-structured 
interview approach as it enabled detailed information collection about how users’ 
day to day work has been impacted by the introduction of PRS. This approach 
enabled the chance to identify unanticipated outcomes [ 20 ], and allowed a degree 
of fl exibility in adjusting the interview questions on the fl y to further probe and 
engage participants. Overall, we have selected 10 participants from two distinct 
groups—users that were involved in the development of PRS, and those who were 
not. By providing participants freedom in answering the questions, the chance of 
bias in the responses are lowered, which is ideal. Similarly, we could prompt them 
to explore their responses in greater depth, which may not have been possible in a 
structured interview or a survey [ 21 ]. Interview questions were based on the themes 
derived from our proposed model and were compared to questions from several 
studies which have used the same method for analyzing user acceptance and sys-
tems success in relation to impact [ 11 ]. We analyzed the data gathered from the 
case study by utilizing an Adapted Conceptually Clustered Matrix (ACCM) 
adapted from Miles & Huberman [ 22 , p. 128] with fi ve themes and sub-themes as 
coded segments, to identify relationships between the segments in the matrix. We 
have chosen the ACCM over other thematic analysis techniques as it allows for a 
better fi t with both the data we collected and the outcomes we were examining. 
Through examining the statements arranged in the ACCM, interpretations could be 
drawn regarding the impact on the participants, allowing us to demonstrate the 
validity and robustness of the IISS model.   

19.5     Case Study 

 Hospital Y is a major trauma hospital in Australia, with a strong focus on acute 
medical care. A large part of their workfl ow is to ensure that the patients’ get the 
correct medical care at the right time. As Hospital Y focuses on acute care, they 
transfer patients that are suitable for other treatment streams such as sub-acute and 
aged care streams to other sister hospitals. Therefore, it is pertinent that there be a 
degree of transparency and clarity in information exchange between departments, 
and similarly—other hospitals where patient transferals are to be made. In attempt-
ing to optimize that, Hospital Y has implemented a Patient Referral System (PRS) 
[ 23 ,  24 ]. Its users are able to view up-to-date information about the referrals and 
transferal status of their patients’ to other treatment streams and hospitals. The PRS 
updates automatically four times a day and uses data entered by the administrative 
role type users to generate its view. In an attempt to validate the IISS model, we 
have used it to analyze the impact on the individual users’ of the PRS using 
the ACCM. In our dataset, we have interviewed participants from different usage 
roles in the PRS. The participant role breakdown is presented in Table  19.1 .
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   The case study discussion is broken up into two sections, the derived impact on 
the users’ workfl ow and on themselves at a personal level. The division of the users’ 
workfl ow and personal areas of impact allows a more objective view into the differ-
ent kinds of impact factors, and simplifi es the usage of the ACCM. 

19.5.1     Impact on Workfl ow 

 A major element affecting the Intention to Use, Use and User Satisfaction factors is 
the impact a system can have on an individual user’s workfl ow as it heavily drives 
whether or not the use of a system is feasible to an individual—as if it negatively 
affects their workfl ow, it will be seen as a detriment or a burden to their work. 
Similarly, if it positively affects their workfl ow, the user would perceive the system 
more favourably because of this. Table  19.2  illustrates an overview of changes iden-
tifi ed in the users’ workfl ow as a result of the implementation of the PRS. It can be 
seen that there is an overall improvement in workfl ow effi ciency. We identifi ed a 
negative impact on the administrative user role types where their primary interac-
tion with the PRS was to provide accurate, good quality data input in a timely man-
ner to the PRS. These users were compelled to try and keep the information available 
to PRS as up to date as possible, which was infl uenced by the knowledge that the 
PRS updated at certain times of the day. This meant that they spent more time mov-
ing around between patient and their offi ce in an attempt to put as much data in the 
moment they get it. On the other hand, there was a positive impact on the rest of the 
user role types, as it was shown to reduce the amount of time needed to request 
information about what was going on, as it was available in a single location on the 
PRS. This also meant that they could spend the time to  concentrate on clearing up 

   Table 19.1    Participant role breakdown   

 Role  Description  Amount 

 Manager  Strategic decision making  3 
 Operations  Day to day workfl ow optimisation  4 
 Administrative  Data quality, data entry, timely data dissemination  3 

   Table 19.2    Summarized table of impacts by user role   

 User role  Summarized Impact 

 Manager  Reduced time taken in gathering information for strategic overview, 
decision support—instant view of the current state anytime during 
the day. 

 Operations  Increased perceived ability in streamlining daily work processes. 
Reduced time taken in gathering information on the current state—
available anytime during the day. 

 Administrative  Increased perceived pressure to keep data up to date in the system 
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items undone, and to provide better care to the patients. For the user role type 
manager, it was noted that the PRS became a great tool to have an overview of the 
situation, and provide a clear basis to make strategic decisions on.

19.5.2        Impact on Users 

 Building upon our workfl ow analysis, we utilized our ACCM for thematic analysis; 
we generated a consolidated list of impacts on the user base broken up into themes 
based on the IISS model’s factors. We have briefl y summarized these impacts in 
Table  19.3 . From the data, it can be seen that the amount of enquiries and time spent 
on such activities has been reduced. Users across the board are able to use the 
 system easily, and information available on the system is clear and suffi cient. Users 
are able to better focus their daily workfl ow based on the current status of the 
patient referrals, being able to address outstanding issues identifi ed on the PRS. 

   Table 19.3    Selected summarized impacts from an adapted conceptually clustered matrix (ACCM) 
showing impact categorized by factors in the IISS model   

 Factor  Impact 

 Information quality  Information is up to date (perceived) on the PRS; the data is clear and 
suffi cient. Still able to enquire for clarifi cation when needed 

 System quality  System was live, accurate and updated four times a day based off data 
entered in the back end. Accessible at any time from a networked 
Hospital Y computer to users with access to it. Simple to use and 
sortable 

 Facilitating 
Conditions 

 Suffi cient training was conducted for all staff interested in using the 
system. Support provided by IT Services 

 Effort expectancy  System is easy to use, especially useful when checking for patient 
referral status. It is still faster to check the old existing back-end 
systems when needing to look up general patient information. 

 Use  System in use by all relevant parties such as upper management (for 
strategic overview), operational management (direction of focus 
for daily workfl ow), and administrative users who mostly provide 
the data into the system 

 Performance 
expectancy 

 Reduced the amount of time spent enquiring about patient referral 
status. Information about patient referral available at a glance 
increased. Great improvement in information transparency and 
visibility in regards to patient referral status data 

 Social infl uence  Compelled to keep the data available in the PRS up to date as possible 
by updating information once it is obtained. Administrative role 
felt guilt in taking resources away from other staff—felt compelled 
to travel back to their own offi ce to enter the data instead 

 Intention to use  Intention to use driven by interest, users expressed great interest in 
using system to improve their own daily workfl ows 

 User satisfaction  System is simple and friendly to use. Has been described as being 
organic and straightforward to use 
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One interesting point of note was that the analysis conducted using our model 
 identifi ed that the administrative users felt a sense of guilt in taking resources (com-
puters) away from the other staff, and were compelled to return to their offi ce—
which increased time spent travelling around—in order to enter the data into the 
system. It can be argued that it is both a good and bad impact, since it improves the 
effi ciency by providing a source of encouragement to put in data as soon as it is 
obtained, and on the other hand, it subconsciously pressures these users to do so.

   Overall, our analysis indicates that there has been a positive impact on the users 
interviewed. There were some negative impacts that have affected the administra-
tive users to some extent, but when considering the benefi ts on an individual level—
encouraging users to not put off work for later, it resulted in a mixed impact to the 
PRS as the users accepted the change. The other user roles experienced a positive 
impact as the increase of transparency and information fl ow assisted their work and 
optimized the users’ daily work tasks. This is also refl ected at the management level 
as it increased the effi ciency in obtaining the information required to make strategic 
and operational decisions. The users were not forced to use the PRS, but were 
encouraged to do so by their peers, and their core motivation was that they wanted 
to improve their own workfl ow effi ciency, which was critical factor in system accep-
tance. The IISS model was developed to bridge this gap between system acceptance 
and system success when investigating impact on an individual level within an orga-
nization. The Hospital Y case study results validate our model’s theoretical raison 
d’être and highlight the importance of examining system success and user accep-
tance together in order to determine the overall impact on individual users of a 
system. Thus, our model has been shown to fi ll this particular theoretical niche of 
evaluation of a practical system.   

19.6     Conclusion 

 Following our use of the IISS model in the hospital case study, we have reached the 
following fi ndings; our model has successfully examined the impact on the indi-
vidual users in this case. The analysis of the data derived from the case study 
 indicated that, there was a positive overall impact on the individual users since the 
implementation of PRS; however a minor negative impact was identifi ed regarding 
the workfl ow processes of staff needing to provide input that was utilized by 
PRS. This strengthens the validity of our model, given that had we only utilized the 
IS Success model or the UTAUT model, this would have remained unidentifi ed. The 
inclusion of UTAUT’s four core determinants [ 9 ] to DeLone & McLean’s IS Success 
model [ 2 ] allows our proposed model to overcome the shortcomings that both mod-
els have in isolation. Avenues of future research could include research into utiliz-
ing our proposed model in other scenarios, both inside and outside of the health 
industry as well as expanding the scope from an individual level to an organizational 
one. Similarly, research could be done to replicate the use of our model in a similar 
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 scenario to verify the veracity and robustness of our model. The maturation of IS 
theory over the last fi ve decades have seen these two models evolve and grow into 
what they are today. However, they are by no means perfect or complete. On the 
other hand, without such models, improvements in the fi eld of IS research could 
have been delayed signifi cantly, which would have been made a large impact to the 
quality and effi ciency of IS as a whole. Our model seeks to continue this trend of 
continual evolution and growth in IS research and methods, thus contributing a new 
way of examining impacts on the individual within an organizational setting.     
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    Abstract     Decision-making for users during an on-line transactional process has 
become fragmentary and ‘start-stop’. Much of this discontinuance arises from deci-
sion points presented to users or consumers. Recent studies into Web development 
and user interface design practices amongst some airlines concluded that many 
optional extras are not presented as opt-in decisions, and are therefore in breach of 
European Union regulation. Furthermore, some airlines are using ‘imaginative’, 
sometimes unusual, decision constructs such as a ‘must-opt’. This construct has 
been the source of the research question in this paper; what are the nature and types 
of decision constructs that users encounter throughout on-line transactional pro-
cesses? The fi ndings presented herein make an incremental contribution in identify-
ing and categorizing some new decision constructs alongside established ones.  

  Keywords     Information systems   •   Website design   •   Regulation   •   Opt-in/opt-out   
•   Must-opt   •   Decision constructs  

20.1         Introduction 

 The whole area of decision-making during an on-line transactional process is far 
more fragmentary and ‘start-stop’ than one might anticipate. Much of this discon-
tinuance arises from decision points presented to users or consumers. Recent stud-
ies    [ 1 ,  2 ] into Web development and user interface design practices amongst some 
airlines, concluded that all optional extras are not presented as opt-in decisions to 
users, and are therefore in breach of European Union regulation [ 3 ]. A further key 
fi nding in the 2011 study is a novel decision construct that forces users to make 
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choices on optional extras (coined a ‘must-opt’ decision), has been developed. This 
must-opt appears to assist fi rms in circumventing the regulations. This construct has 
been the source of the research question in this paper; what are the nature and types 
of decision constructs that users encounter throughout on-line transactional 
processes?  

20.2     A Brief Exploration of Optionality 

 An initial consideration of optionality proffers the notion that an option presented 
to a user is a straightforward choice—you either wish to secure the option or not. 
The reality is that optionality is far more complex. While the European Union direc-
tive dealing with optional charges by European airlines states that “all optional price 
supplements should only be accepted by the consumer on an ‘opt-in’ basis”, it does 
not defi ne optionality or opt-in. Thus, our starting point must go back a little further. 
In seeking to defi ne the notion of optionality, the following were identifi ed:

•    Merriam Webster defi ne optional as ‘involving an option: not compulsory’  
•   Geddes and Grosset defi ne to ‘opt’ as ‘to choose or exercise an option’  
•   Merriam Webster have no defi nition for opt-in but defi ne opt-out as ‘to choose 

not to participate in something’  
•   The Oxford English Dictionary defi ne opt-in as to ‘choose to participate in some-

thing’ and opt-out to ‘choose not to participate in something’    

 A more nuanced consideration is found on   http://en.wiktionary.org/wiki/opt-in        
where the following distinction is made between opt-in and opt-out.

•    To opt-in—of a selection, the property of having to choose explicitly to join 
or permit something; a decision having the default option being exclusion or 
avoidance.  

•   To opt-out—of a selection, the property of having to choose explicitly to avoid 
or forbid something; a decision having the default option being inclusion or 
permission.    

 Another dimension of decision constructs is question framing. Questions may be 
framed in terms of acceptance (e.g., I would like to receive email) or rejection (e.g., 
I would not like to receive email). Alternatively, Lai and Hui [ 4 ] described them as 
‘choice’ and ‘rejection’ frames, where they suggest positive phra sing corresponds 
with choice and negative phrasing corresponds with rejection of an option.  

20.3     Previous Research 

 Barry, Hogan and Torres [ 1 ] explored user views on whether two Irish airlines were 
acting in good faith in their compliance with European Union consumer protection 
legis lation [ 3 ]. Rather than the more usual opt-in/opt-out mechanisms used to offer 
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ancillary services, it was found the airlines were using a new approach, referred to 
here as a must-opt selection. What appears to be an opt-in option is presented to the 
user who may choose to overlook it in the normal course of events. However, when 
they attempt to move to the next webpage, they are informed, generally via a pop-
up, they must go back and make a selection. Elsewhere the construct has been 
referred to as a ‘no default’ [ 5 ] and a ‘neutral condition’ [ 6 ]. The diffi culty with 
these defi nitions is they do not adequately reveal the more subtle distinctions within 
the constructs. 

 The fi ndings of the analysis are reproduced in Table  20.1 . They identify the 
nature of the optional decision constructs encountered during a fl ight reservation 
process. One airline presented ten different decision points (i.e., three opt-in and 
seven must-opts), while the other presented 14 (i.e., 10 opt-in, 1 opt-out and 3 must-
opts) to be negotiated before a fl ight was booked. Dictionary defi nitions do not fully 
capture the way in which must-opt optional extras are presented. It can be argued 
they are both opt-in and opt-out as the user must explicitly choose or decline to 
participate. However, the must-opt can also be viewed as neither opt-in nor opt-out, 
since the default option is to prevent the user from continuing until they either 
choose or decline the option. The net effect is users cannot overlook this type of 
decision and must give it their full consideration.  

 Although EU regulations specifi cally state optional charges be accepted on an 
opt-in basis, the airlines seem to have found a technical mechanism to by-pass the 
regulations—the must-opt construct.  

   Table 20.1    Ancillary services categorised   

 Option presented as 

 Airline 

 Ryanair  Aer Lingus 

 Option  No.  Option  No. 

 Opt-in  Baggage 
 Sports equipment 
 Special assistance 

 3  Flex fare (1) 
 Flex fare (2) 
 SMS confi rmation 
 Special assistance 
 Voucher 
 Baggage 
 Extra baggage weight 
 Sports equipment 
 Lounge 

 10 

 Opt-out  –  0  Mailing list  1 
 Must-opt  Priority boarding 

 Travel insurance (1) 
 SMS confi rmation 
 Ryanair approved cabin bag 
 Terms and conditions 
 Travel insurance (2) 
 Hertz Rent-a-car 

 7  Terms and conditions 
 Travel insurance 
 Parking 

 3 
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20.4     Decision Constructs and Their Impact 

 The lack of clarity in the defi nition of optional price supplements has resulted in 
a case being taken to the European Court of Justice [ 7 ]. Article 23(1) of Regulation 
No. 1008/2008 [ 3 ] states: “Optional price supplements shall be communicated in a 
clear, transparent and unambiguous way at the start of any booking process and 
their acceptance by the customer shall be on an ‘opt-in’ basis”. The judgement in 
relation to this regulation has clarifi ed the issue somewhat. It states optional price 
supplements are not unavoidable and:

  “In particular, the last sentence of Article 23(1) of Regulation No 1008/2008 refers to 
‘optional price supplements’, which are not unavoidable, in contrast to air fares or air rates 
and other items making up the fi nal price of the fl ight, referred to in the second sentence of 
Article 23(1) of that regulation. Those optional price supplements therefore relate to ser-
vices which, supplementing the air service itself, are neither compulsory nor necessary for 
the carriage of passengers or cargo, with the result that the customer chooses either to 
accept or refuse them. It is precisely because a customer is in a position to make that choice 
that such price supplements must be communicated in a clear, transparent and unambiguous 
way at the start of any booking process, and that their acceptance by the customer must be 
on an opt-in basis, as laid down in the last sentence of Article 23(1) of Regulation No 
1008/2008. 

 That specifi c requirement in relation to optional price supplements, within the meaning 
of the last sentence of Article 23(1) of Regulation No 1008/2008, is designed to prevent 
a customer of air services from being induced, during the process of booking a fl ight, to 
purchase services additional to the fl ight proper which are not unavoidable and necessary 
for the purposes of that fl ight, unless he chooses expressly to purchase those additional 
services and to pay the corresponding price supplement.” 

   While the regulation only applies to airlines, the defi nition above relating to 
optional price supplements is clear and could be used to defi ne optional price sup-
plements on other e-commerce sites. 

 The European Union has recognised the need for regulation in relation to other 
forms of distance and off-premises contracts, which would include e-commerce 
transactions. They have introduced a new directive on consumer rights [ 8 ] whose 
intent is to protect the consumer in distance contracts. In this directive it is stated 
that additional payments above and beyond the minimum cost of the transaction 
require the explicit consent of the consumer. The directive states in Article 22, with 
respect to additional payments, that:

  “Before the consumer is bound by the contract or offer, the trader shall seek the express 
consent of the consumer to any extra payment in addition to the remuneration agreed upon 
for the trader’s main contractual obligation. If the trader has not obtained the consumer’s 
express consent but has inferred it by using default options which the consumer is required 
to reject in order to avoid the additional payment, the consumer shall be entitled to 
 reimbursement of this payment.”   

 The European Union recognise consumers need to be protected against unscru-
pulous practices that may result in an inadvertent purchase that is not a necessary 
part of the transaction. For airlines, they state the additional options may only be 
purchased on an ‘opt-in’ basis while for all other distance contracts, the consumer’s 
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express consent is required and the vendor may not use default options that require 
the consumer to reject the option. However, neither piece of legislation defi nes what 
is meant by an ‘opt-in’ or what type of constructs are allowed where the consumer 
must make a decision on an optional extra. There is, however, a defi nition of ‘con-
sent’ in the Data Protection Directive [ 9 ] relating to the use of an individual’s data. 
Consent is defi ned as:

  “any freely given specifi c and informed indication of his wishes by which the data subject 
signifi es his agreement to personal data relating to him being processed.” 

   While no defi nition of this nature is included in the Directive on Consumer 
Rights, it is possible the European Court would deem it an acceptable defi nition for 
this directive. However, there is still no indication of what are considered acceptable 
ways of obtaining consent other than stating the use of default options that the con-
sumer must reject are unacceptable. It is therefore at the discretion of the vendor to 
determine the most suitable method of obtaining the consent. 

 The Offi ce of Fair Trading in the UK [ 10 ] carried out a study on the impact of 
pricing practices on consumer behaviour, where they described a process referred to 
as “drip pricing”. This practice presents the user with an element of the price up 
front and then presents additional components as “drips” throughout the buying 
process. The drips can be either compulsory, where they are inherent to the prices of 
the product (e.g., shipping cost) or optional, where they are generally add-ons (e.g., 
an optional warranty). These “drips” can be presented as opt-ins, opt-outs or must-
opts. Their review of the available literature indicated consumers tend to retain the 
default option presented, even if it is detrimental to them. This retention may be due 
to inertia and an inherent believe the default is a recommendation by the vendor. 
Consumers may also choose the default in order to avoid the cognitive effort 
required to make a decision. Therefore, where the vendor uses an opt-out policy, the 
consumer may accept options that are detrimental to them or make purchases they 
do not need or want. 

 Much research has been carried out to determine whether users are more likely 
to participate when an option is framed as an opt-out rather than an opt-in [ 6 ,  11 –
 13 ]. They generally conclude an individual is more likely to retain the default option 
than to change it. That is, they are more likely to participate if an option is presented 
as an opt-out, rather than an opt- in. Johnson and Goldstein [ 6 ] also found there was 
little difference in acceptance rates between an opt-out and a must-opt (referred to 
as a neutral condition in their paper). The main reasons identifi ed for this negligible 
difference are participant inertia and a perception that the presentation of a default 
is a recommendation. McKenzie et al. [ 13 ] take that conclusion further and state 
those presenting the choice are more likely to present it in a way that indicates their 
beliefs or attitudes towards the choice. They also state those choosing an option are 
less likely to accept the default if they are educated about the issues in question. 
Although no study was found that examined this question, perhaps the vendor could 
also infl uence the consumers’ decision by providing additional information that is 
biased in favour of the vendor’s preferred choice, even if they are required to present 
the decision as an opt-in. 
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 Lai and Hui [ 4 ] have carried out additional research into the impact of the 
 question framing on user decisions. Their study indicates the way in which the 
option is described as well as the selection mechanism has an impact on user choice. 
They found for opt-in decisions using check boxes, users are more likely to accept 
an un-selected opt-in over a pre-selected opt-in. They posit the language of accep-
tance (i.e., referred to here as acceptance format) inherent in an unselected opt- in is 
likely to infl uence the users’ decision (e.g., ‘Please send me newsletters’ with the 
checkbox un-ticked versus ‘Please do not send me newsletters” with the check box 
ticked). However, for the opt-out mechanism, they did not fi nd a signifi cantly differ-
ent acceptance rate between the pre-selected opt-out and the un-selected opt- out. 
Belman et al. [ 5 ] found similar results for opt-in using radio buttons, where an 
option in an acceptance format was more likely to be accepted than one in a rejec-
tion format (e.g., ‘Notify me about more health surveys’ with the No button pre- 
selected versus ‘Do NOT notify me about more health surveys’ with the Yes button 
pre-selected). However, Belman et al. [ 5 ] did identify a difference between the 
acceptance rates for pre-selected opt-outs using radio buttons. They found users 
were more likely to accept an option when the language was phrased in an accep-
tance format, rather than a rejection format (e.g., ‘Notify me about more health 
surveys’ with the Yes button preselected, versus ‘Do NOT notify me about more 
health surveys’ with the No option pre-selected). They also considered a must-opt 
format that forced users to choose an option. In this case, users were more likely to 
choose the option when it was framed in an acceptance format rather than a rejec-
tion format (e.g., ‘Notify me about more health surveys’ versus ‘Do NOT notify me 
about more health surveys’). This point concurs with Lai and Hui’s [ 4 ] fi nding that 
users perceive the way in which the selection is presented as guidance rather than a 
neutral choice.  

20.5     Research Approach 

 The researchers have constructed a research plan to investigate how decision con-
structs are presented to users engaged in business-to-consumer (B2C) electronic 
commercial transactions. The authors are planning an extensive and systematic 
study to examine how this presentation is made. Before this research can be con-
ducted it is necessary, in as far as possible, to identify an exhaustive list of the vari-
ous decision constructs users encounter when purchasing a product or service whilst 
on-line. The constructs are not core to the actual product or service and are for the 
most part options. Thus, an exploratory study was conducted that examined typical 
e- commerce transactions consumers would carry out. These transactions included:

•    Buying a book  
•   Buying a bus ticket  
•   Taking out an insurance policy (home, health, motor)  
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•   Buying clothes  
•   Buying DVDs and gadgets  
•   Booking fl ights, ferries and trains  
•   Hiring a car  
•   Selecting a package for a soccer match  
•   Booking a hotel room  
•   Choosing a phone package    

 More than 20 on-line retailers’ Websites were explored and on some, several 
products or services were studied. The transactional process on each website is 
made up of a number of sequential webpages that end, ultimately, in a payments 
page where the exploration terminated. During the process, normally after the core 
product or service has been selected, various decisions are presented to users. These 
constructs are the subject of this study.  

20.6     Findings of the Exploratory Study 

 The researchers confi rmed the identifi cation of the must-opt construct [ 1 ], made 
distinctions between essential and optional decisions and identifi ed more elaborate 
and complex constructs. 

20.6.1     Decision Types: Essential and Optional 

 Most decisions, other than those relating to the core product or service, are real 
‘options’ that may or may not be chosen. However, there are also common decisions 
that must be made which involve various options. Such decisions are ‘essential’ to 
obtaining the product or service. Thus, the fi rst meta-category of decisions is 
whether they are essential or truly optional. 

20.6.1.1     Defi nition of an Essential Decision 

 An essential decision is where the customer must choose between variants of a nec-
essary and fundamental aspect of the product or service. The customer will not be 
able to complete the purchase without choosing one of the variants. For example, 
choosing between different delivery methods or choosing between different  payment 
methods. It is a non-intrinsic aspect of the product or service. Thus, it is not the 
 garment size or colour decisions; nor is it the dates or destination decisions for a 
fl ight.  
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20.6.1.2     Defi nition of an Optional Decision 

 An optional decision is where the customer may choose an optional extra. It is not 
a necessary or fundamental aspect of the product or service. The customer will be 
able to complete the purchase without choosing this option. For example, choosing 
an extended warranty or receiving a n SMS message. There is normally an extra 
charge for the optional extra. It is an ancillary aspect of the product or service.   

20.6.2     Decision Constructs 

 To assist the following discussion, Tables  20.2  and  20.3  present descriptions and 
illustrations of each decision construct. What emerged through the transactional 
process was that optional decisions are not always presented in a manner users might 

    Table 20.2    Decision construct descriptions   

 Decision construct  Description 

 Un-selected opt-in  This decision structure has a default option of not receiving the 
option. It is generally presented as an un-ticked check box or 
a radio button set to off, where the question is framed in an 
acceptance format. Thus, the terminology states the customer 
wants the option. 

 Pre-selected opt-in  This decision structure has a default option of not receiving the 
option. It is generally presented as a ticked check box or a radio 
button set to on where the terminology states the customer does 
not want the option. 

 Un-selected opt-out  This decision structure has a default option of receiving the option. 
It is generally presented as an un-ticked check box or an radio 
button set to off where the terminology states the customer does 
not want the option. 

 Pre-selected opt-out  This decision structure has a default option of receiving the option. 
It is generally presented as a ticked check box or a radio button 
set to on where the terminology states the customer wants the 
option. 

 Must-opt  A must-opt decision occurs when an optional extra is presented to a 
customer as un-selected. It is not possible to proceed to the next 
webpage without having made a selection. It is generally 
presented as radio buttons, command buttons or a drop down list. 

 Un-selected essential 
decision 

 An un-selected essential decision is where none of the variants has 
been pre-selected for the customer. For example, the customer 
chooses a payment method. 

 Pre-selected 
essential decision 

 A pre-selected essential decision is where one of the variants has 
been pre-selected for the customer. It may be in either the 
customer’s or the vendor’s favour—or it may be neutral. For 
example, fast delivery for a surcharge may be pre-selected. 
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anticipate. Opt-in decisions are normally just that—you choose or do something in 
order to receive the option. This construct would involve ticking a check box or 
choosing an item from a drop down list—thus an un-selected opt-in. However, a pre-
selected opt-in involves much more uncertainty. If a check box on an option is 
ticked, it is suggestive of something having been pre-selected for the user. 
Instinctively users are likely to quickly de-select an option for, say, opting-out of 
receiving an e-mail newsletter. However, the construct can be used with rejection 
framing such as “I do not want an extended warranty”. To opt-in you un-tick the box. 
The construct is counter-indicative and uses un-ticking of the check box to opt- in, 
while the text uses rejection framing to NOT receive the option. Undoubtedly, this 
phrasing would be extremely confusing for users.

    It is usual that an opt-out decision appears as a pre-selected tick in a check box 
with acceptance framing—for example, ‘I wish to receive email’. Drawing attention 
to the option in this manner may result in the user giving the option more consider-
ation than they would otherwise. While it may be questionable whether fi rms should 
force users to opt-out of a pre-selected option, at least the pre-selection may be 
 logically interpreted to mean the user will receive that option. However, one opt-out 
construct was found to be actually un-selected. This instance is a most extraordinary, 

    Table 20.3    Illustrations of decision constructs   

 Decision construct  Description  Framing 

 Un-selected opt-in 

      

 Acceptance 

 Pre-selected opt-in 

      

 Rejection 

 Un-selected opt-out 

      

 Rejection 

 Pre-selected opt-out 

      

 Acceptance 
 Rejection 

 Must-opt 

      

 Acceptance 

 Un-selected essential decision 

      

 Neutral 

 Pre-selected essential decision 

      

 Neutral 
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counter- intuitive means of designing an opt-out structure. Essentially, the option 
appears like a ‘normal’ opt-in decision. If conventionally used, a user might safely 
overlook an un-selected option, assuming it to be opt-in. However, the un-selected 
opt-out construct is designed so that a user must tick a box to reverse out of an opt-
out  decision. The decision framing is rejection—a negation of the decision. In this 
case—‘I do not want Collision Damage Waiver’ as part of insuring a hired car. 

 A must-opt decision occurs when an optional extra is presented to a user as 
unselected. However, it is not an opt-in since the user is prevented from progressing 
onto the next webpage unless they explicitly accept or reject the option—thus they 
‘must-opt’. Typically, a user is only alerted to this construct when they click a 
‘Continue’, or similar button, at the bottom of the webpage. Instead of progressing 
to the next  webpage, the user must go back and read the option variants and choose 
one. For example, some airlines force customers to explicitly indicate they do or do 
not want travel insurance. 

 The fi nal constructs relate to essential decisions, which may also be pre-selected 
(e.g., a fast delivery method) or more usually un-selected (e.g., choice of a payment 
method). Table  20.2  summarises the seven decision constructs identifi ed in the 
study while illustrations are shown in Table  20.3 . 

 The more comprehensive analysis of decision constructs carried out here is 
clearly merited in light of the European Union’s recognition of the requirement for 
consumer consent on optional price supplements and other provisions. What is clear 
is the basis of their directives and judgments needs to be more fi nessed so they 
account for all the decision constructs identifi ed in this study.   

20.7     Conclusions 

 This study set out to identify all possible ways in which essential and optional 
 decision constructs can be presented to a user in an on-line transactional process. 
The genesis for the research question was to explore whether sectors, other than 
the airline sector, were acting in good faith in relation to consumer protection 
regulations. As noted earlier, the European Union has recognised programming 
constructs are being used to nudge consumers to behave in a way that airlines 
wish. It would appear that these constructs are also being used in many other sec-
tors. Furthermore, with the must-opt and other ambiguously presented decisions, 
it is clear that European Union regulations deal with the notion of optionality 
inadequately. The authors believe they have captured all decision constructs pres-
ently in use. However, it is likely fi rms will continue to behave inventively as they 
seek ways of attracting users attention to various ancillary products and services. 
The theory of cultural lag identifi ed by Ogburn [ 14 ] is a resilient one—in this 
case, fi rms are using new technologies to shape user behaviour in their favour—
researchers and regulators take note.  
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20.8     Further Research 

 From this study, a number of issues emerged that will contribute to the analysis 
in the next phase of research. Some are objective observations whilst others will 
require a more subjective interpretation. These are:

•    The decision construct control type (e.g., radio buttons, check boxes, command 
buttons, drop-down menus)  

•   The method used to present the decision (e.g., vertically or horizontally)  
•   How additional information is presented (e.g., hyperlink, on screen or rollover) 

and how easy is it to comprehend  
•   Price visibility and clarity  
•   The clarity of the decision construct (e.g., is it clearly a must-opt?)  
•   The clarity of the optionality of the decision  
•   How the option is posed (persuasive or dissuasive)  
•   The framing of the question (acceptance, rejection or neutral)  
•   The ease of reversing a decision  
•   The ease of use for the decision construct    

 Thus, a more elaborated study investigating how decision constructs are  presented 
to users engaged in business-to-consumer (B2C) commercial transactions is planned. 
It will be framed with the decision constructs identifi ed in this paper and the emer-
gent issues specifi ed here.     
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    Abstract     The need to improve business process effi ciency, to react quickly to 
changes and to meet regulatory compliance is the main driver for using  Business 
Process Intelligence  (BPI). BPI refers to the application of Business Intelligence 
techniques, like data warehousing, data analysis, and data mining, to fi nd correla-
tions between different workfl ow aspects and performance metrics, to identify the 
causes of bottlenecks, and to fi nd opportunities for business process prediction and 
optimization, e.g. elimination not necessary steps. In this paper we propose an 
ontology and Service Oriented Architecture (SOA) based approach for data mining 
process implementation for business processes optimization. The proposed approach 
was implemented in eight commercial companies, covering different industries, 
such as telecommunications, banking and retail. The experiment achieved shows 
that companies having data warehouse had a signifi cant advantage, e.g. it allows us 
to eliminate not necessary operations and optimise business process.  

21.1         Introduction 

 Nowadays organizations aim to automate their business processes with the objec-
tives of improving operational effi ciency, reducing costs, improving the quality of 
service offered to customers and reducing human error. From a business process 
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automation perspective: a) business processes should be correctly designed, b) their 
execution should be supported by a system that can meet the workload require-
ments, and c) the (human or automated) process resources should be able to perform 
their work items in a timely fashion. Research in the business process automation 
area has been mostly focusing on developing new process models and process 
 automation techniques; little work has been done in the areas of process analysis, 
prediction, and optimization. 

  Business process intelligence  (BPI) aims to apply data warehousing, data analy-
sis, and data mining techniques to process execution data, thus enabling the  analysis, 
interpretation, and optimization of business processes. In this paper we focus on 
using data mining for optimization, e.g. elimination not necessary operations, of 
business processes in commercial organisations. The second force, which helps to 
be faster in implementing new business strategies and products, is  service oriented 
architectures  (SOA). As data mining becomes more and more an integral part of 
executing a business, data mining functionality needs to be integrated into SOA in 
the context of existing applications    [ 1 ]. And the third, but not the last, force, which 
helps to represent and capture knowledge of a business domain, is  ontologies  [ 2 ]. 

 However, the review of the related works presented in Sect.  21.2  shows that there 
is lack of approaches and methods for the use of data mining for business process 
optimization. Therefore, according to the three forces we propose an ontology and 
SOA based data mining process implementation into business process approach in 
Sect.  21.3 . The last part of the paper is structured as follows. Section  21.4  presents 
a case study in eight companies on the use of data mining to support direct market-
ing according to the presented approach. Section  21.5  concludes and summarises 
the paper.  

21.2      Related Works 

 According to Davenport and Short [ 3 ], a business process is  a set of logically 
related tasks performed to achieve a defi ned business outcome . In today’s business 
processes, such as order processing, account replenishment, etc., are typically  inte-
grated  and  automated  (mostly partially). Therefore, they are of long duration, 
involve coordination across many manual and automated tasks, require access to 
several different databases and the invocation of several application systems (e.g., 
ERP systems), and are governed by complex business rules [ 4 ]. A typical business 
process may consist of up to 100 IT transactions. 

 Nowadays IT offers very good solutions for implementing business process 
 renovation. The contributions of IT in business process renovation could be catego-
rized in two different ways [ 5 ]: as a facilitator to the process of renovation and as an 
enabler to master the new process in the most effective way. In our research we are 
interesting in the second contribution. 
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 The use of data mining 1  in business processes is motivated by the following 
 reasons [ 6 ]: a)  business process analysis , which refers to the analysis of past and/or 
current process executions. It is helpful to fi nd correlations between different work-
fl ow aspects and performance metrics, to identify the causes of bottlenecks, and to 
fi nd opportunities for business process optimization [ 7 ]. b)  Business process discov-
ery , which refers to the analysis of business events recorded in event logs to dis-
cover process, control, data, organizational, and social structures [ 8 ] and to identify 
malfunctions or bottlenecks. c)  Business process monitoring , which refers to the 
monitoring of running process instances (e.g., their progress, bottlenecks and times 
spent in each known patterns and relationships hidden in data, where the data can 
be stored in databases, data warehouses, or other information repositories [ 9 ,  10 ]. 
activity) and their analysis results (e.g., percentage of instances not completing 
 successfully) to inform users about unusual or undesired situations (i.e., alerts) [ 11 ]. 
And d)  conformance checking , which can be applied to analyse whether a log con-
forms to a process model and to identify undesired behaviour [ 12 ]. 

  CRISP-DM  (CRoss-Industry Standard Process for Data Mining) [ 13 ] is a stan-
dard process model for data mining that depicts corresponding phases of a project, 
their tasks, and relationships between these tasks. Even though CRISP-DM 
describes the general procedure of performing data mining projects; it does not 
 suffi ce, as this approach is too general. The CRISP-DM model lacks in the deploy-
ment phase [ 14 ] and misses phases important for engineering projects [ 15 ]. There is 
no specifi cation or support for standards on how to deploy the data mining results 
into the business process. 

 Kohavi and Provost [ 16 ] argue that it is important to enable the use of data  mining 
in business processes through automated solutions. However, it can be a rife with 
pitfalls. Authors also argue that one must deal with social issues when deploying 
automated solutions to previously manual processes. 

 Gray [ 17 ] discusses data mining as an option of knowledge sharing within the 
enterprise. Cifl ikli and Ozjirmidokuz [ 18 ] discusses the use of data mining in manu-
facturing processes and state that the knowledge acquired through data mining 
improves processes. Kurgan and Musilek [ 19 ] states that the use of knowledge 
acquired through data mining can improve work of business users through 
 semi- automating or automating activities. He argues that semi-automating is more 
realistic than automating and declares this as important new trend in knowledge 
discovery. Wegener and Ruping [ 20 ] propose a pattern-based approach for integrat-
ing data mining in business process. They approach is based on CRISP-DM and 
includes the defi nition of data mining patterns and a meta-process for applying 
 patterns to business processes. Details on the defi nition, architecture and implemen-
tation of the underlying services remain to future work. In addition, should be 
decided how to model the data within the process. 

1   Here Data mining is understood as extracting or “mining” knowledge from large amounts of data 
in order to discover implicit, but potentially useful information. 
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 Another promising solution for just-in-time, distributed and privacy-protected 
data mining process is using SOA, like presented in [ 21 ,  22 ]. According to  The 
Open Group , 2  SOA is an architectural style that supports service-orientation—a 
way of thinking in terms of services, service-based development and the outcomes 
of services. Adopting SOA for data mining (DDM) has at least three advantages 
[ 21 ]: 1) implementing data mining services without having to deal with interfacing 
details such as the messaging protocol, 2) extending and modifying DDM applica-
tions by creating or discovering new services, and 3) focusing on business or  science 
problems without having to worry about data mining implementations. 

 Authors of [ 23 ] propose  Anteater service-oriented architecture for data mining  
that relies on Web services to achieve extensibility and interoperability, offers 
abstractions for users, and supports computationally intensive processing on large 
amounts of data through massive parallelism. Anteater is designed as a set of 
 distributed components that offer their services through well-defi ned interfaces, so 
that users can employ them as needed. 

 The use of  ontologies  for the implementation of data mining into business 
 processes is benefi cial in the following issues [ 24 ]: a) sharing common understand-
ing among people or software agents [ 25 ], b) enabling reuse of domain knowledge, 
c) making explicit domain assumptions, d) separating the domain knowledge from 
the operational knowledge, and e) analysing domain knowledge. This allows us to 
choose proper data mining method to do the knowledge discovery, explore similar 
situations or problems and unify the data mining domain and the demand for for-
malized representation of outcomes of data mining process. In this context  Ontology  
defi nes the basic concepts, their defi nitions and relationships comprising the vocab-
ulary of a domain and the axioms for constraining interpretation of concepts and 
expressing complex relationships between concepts [ 26 ,  27 ]. 

 Authors of [ 28 ] propose heavy-weight ontology, named  OntoDM , based on a 
general framework for data mining. It represents entities such as data, data mining 
tasks and algorithms, and generalizations. Authors of [ 29 ] use a data mining ontol-
ogy for selecting data mining algorithms and for semantic searching. As they state, 
this method is helpful for data mining beginners who don’t know well about which 
kind of algorithm can perform their tasks. 

 Ankolekar et al. [ 30 ] present DAML-S, a DAML + OIL ontology for describing 
the properties and capabilities of Web Services. They describe three aspects of the 
proposed ontology: the service profi le, the process model, and the service grounding. 
Their proposed the  Process Ontology  describes a service in terms of its inputs, out-
puts, preconditions, effects, and, where appropriate, its component subprocesses. The 
 Process Control Ontology  describes each process in terms of its state, including ini-
tial activation, execution, and completion. Pinto and Guarda [ 31 ] introduce process 
oriented ontology for database marketing knowledge based on Data Mining system 
architecture. They proposed the ontology and the knowledge extraction  process 
based solution is used for end user assistance in the entire process development. 

2   http://www3.opengroup.org 
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 However, there is lack of a combined approach or a method of using ontology, 
SOA and data mining for business process optimization. Therefore, in the future 
sections we present our ontology and SOA based data mining implementation to 
business processes optimization.  

21.3      Implementation of Data Mining to Business Processes 

 We propose an approach for the implementation of data mining into business 
 processes which is based on the following contributions: 1) approaches to BPI 
implementations (e.g. [ 13 ,  32 ,  33 ]); 2) a methodological framework to business 
process renovation and IS development [ 13 ]; 3) CRISP-DM framework, and 4) our 
experience with the implementation of data mining in analytical business process. 
The main elements of the proposed methodology are (Fig.  21.1 ):

     1.     Assessment of organizational processes and their structure . The purpose of this 
phase is to determine readiness of an organization to incorporate data mining into 
its business processes. The assessment of each activity must consider the follow-
ing evaluation elements:  Risks  (examination of diverse factors that can bring 
about different types of risks, e.g. strategic, compliance, fi nancial, operational), 
 Challenges  (strategic, legal and compliance, fi nancial, operational, portfolio), 
 Opportunities  (potential improvements on all levels of the organization), and 
 Potential value  (the potential impact on the organization’s performance in terms 
of money or market position).    

  Identifi cation, description and generation of the potential improvement scenarios 
of the affected business processes are created and evaluated for all evaluation 
 elements at  Business process assessment  activity. Then according to the obtained 
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  Fig. 21.1    The proposed approach of implementation of data mining into business processes       
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results, the originated business problems are identifi ed, described and evaluated 
according four perspectives at  Business problems assessment  activity. The impact of 
the new or renovated business processes on the existing organizational structure is 
assessed at  Organizational structure assessment  activity. At  Resources assessment  
activity two main parts of issues are analysed: 1) availability and skills of business 
analysts, business users, and support teams is analysed, 2) availability, sophistica-
tion, and interoperability of the data mining platform to be used is evaluated. And 
fi nally, at  Data mining readiness assessment , the level of readiness for incorporating 
data mining operations into business processes is determined.

    2.     Renovation     

  For successful implementation of data mining there are two key activities which 
must be executed more or less simultaneously:  process change design  and  applica-
tions analysis and design . The aim of the fi rst is to defi ne and design the changes 
that happen in business process in order that the use of data mining brings added 
value. The aim of the second is to make analysis and design of the application that 
will use data mining and should be developed. There is not only new application 
that should be developed, there are also existing operational and analytical applica-
tions that should be adapted to the use of data mining models and support changes 
in business process. Both activities are very dependent on each other. A particular 
application must provide the functionalities suitable for changes designed in activ-
ity  process change design . After the activity  applications analysis and design  is 
fi nished the development of application is initiated through activity  applications 
development and integration . The aim of this activity is not only to develop applica-
tion, but also to integrate it into information system of the company, i.e. integrate it 
with other applications. When the activity  business process change design  is fi n-
ished the activity  business process renovation  is initiated. The aim of this activity is 
to renovate the business process according to the changes defi ned and designed in 
previous activity.

    3.     Extending CRISP-DM—Modelling.  The purpose of the modelling phase is to 
create a stable data mining model that needs to tackle the identifi ed business 
problem.    

  Understanding the business problem and transforming it into a data mining prob-
lem, using domain ontology (DO), is performed at  Business problem understanding  
activity. An initial data collection and understanding, to discover fi rst insights into 
the data and to identify data quality problems, using DO, is performed at  Data 
understanding  activity.  Data constructing  activity is required to construct the fi nal 
data set from the initial raw data including data integration, data selection, data 
cleaning, data transformation, data imputation. The  Modelling  activity starts with 
the selection of data mining methods, proceeds with the creation of data mining 
models and fi nishes with the assessment of models. Data mining ontology (DMO) 
is useful here for selecting various data mining algorithms and models.  Evaluation  
of the data mining models created in the modelling phase and confi rmation that the 
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models are well performing and stable are performed here. At  Deployment  activity 
knowledge gained through data mining models are organized and presented for 
users.

    4.     Operationalization of data mining results , i.e. the use of data mining models in 
business processes.    

   Data preparation —data mining models being developed, evaluated, and 
deployed in the previous phase, are being executed in this phase as part of the  Model 
execution  activity. The  Monitoring  activity tracks the quality, stability, and perfor-
mance of deployed data mining models through time. In the activity  deployment of 
models  to various applications data mining results (scores) are deployed to various 
applications which are adapted to use them. 

 In the context of using data mining for business processes, ontology is useful 
from three perspectives:  business process ontology  (B PO), which describes busi-
ness process properties, like inputs, outputs, participants, effects, preconditions, 
constraints and components (activities);  domain ontology  (DO), which describes 
domain in terms of main concepts, their properties, relationships among concepts 
and axioms; and  data mining ontology  (DMO), which describes data mining pro-
cess and used for selecting data mining algorithms and for semantic searching 

 In the  assessment  phase, BPO is used to assess business process and to generate 
potential improvement scenarios, BPO and DO is used to identify business prob-
lems to be solved using data mining approach. After generating potential improve-
ment scenarios, potential organizational structures can be generated from DO and 
BPO. DMO is used in  Data mining readiness assessment  to match and to combine 
data mining activities with business process activities. 

 In the  Business process renovation  phase three ontologies together with gener-
ated process improvement scenarios are used for process change design. 

 During  Operationalization  phase ontologies are useful as a documentation of 
processes, domain and data mining for users. 

 The architecture for ontology and SOA based data mining implementation to 
business process (Fig.  21.2 ) is based on the research of [ 23 ]. In our architecture 
model we add ontology server. The functionality of the  data server  (DS), which 
responsible for the access interface to data sets and all associated metadata, the 
  mining server  (MS), which executes the data mining algorithms, the  visualization 
server  (VS), which creates the visual metaphors the users see, and the  application 
server  (AS), which is used to ensure user’s interaction with all servers, are the same 
as in [ 23 ,  34 ]. The  ontology server  (OS) is used to process three ontologies: DMO, 
used for selecting data mining algorithms and for semantic searching, BPO, used to 
model business process and to select optimal algorithm for processing tasks of the 
previously modelled business process, and DO, used for queering data from data 
sources.

   Figure  21.3  presents typical data fl ow architecture for incorporating data mining 
into business processes.
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   In order for an organization to be able to fully support the development of data 
mining models, typically a dedicated analytical data mart is developed which is fed 
either from a DWH or directly from transactional systems. For marketing purposes 
typically a separate customer focused datamart is created, which incorporates all 
relevant information regarding each customer: customer data, account data, analyti-
cal scores, contact history, response history, etc. 

  Fig. 21.2    The architecture of the ontology and SOA based data mining into hacia business 
process       
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 The  Data mining model creation  and the  Data mining models operationalization  
activities are covered by the Modelling activity in our approach. During the second 
activity created models are written to DWH and other operational or analytical 
applications, which are used by Business users and front-line personnel (e.g. clerks 
in the bank) for various purposes, like direct marketing (e.g. to derive the best leads 
and accompanying offers), credit scoring (e.g. approving a loan to a customer), 
front-line services (e.g. up-sell a new product or service), etc.  

21.4      The Case Study in Eight Companies 

 In this section we present a case study in which we analyse the impact of the 
 implementation of data mining within direct marketing business processes in eight 
organizations: four banks, three telecommunication companies and one retail 
company. 

21.4.1     BEFORE Data Mining Implementation 

 Summarized  BEFORE data mining implementation process model  in eight compa-
nies includes the following activities (Fig.  21.4 ):

     1.     Business problem : Business user decides to make a marketing campaign to 
potential customers to achieve a particular business goal.   

   2.     Creating a list of expert based rules : A list of expert based rules, typically 
expressed in natural language, is created by business user.   
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  Fig. 21.4    BEFORE data 
mining implementation       

 

21 Ontology and SOA Based Data Mining to Business Process Optimization



264

   3.     Creating a list of initial leads : IT specialist resolves human-language rules and 
builds queries to create an initial list of leads and returns the list to the business 
user accompanied with requested data fi elds.   

   4.     Reviewing the list of leads and creating additional refi nement rules : a business 
user reviews the list of initial leads and potentially further explores the target 
groups by means of provided data fi elds. As part of the review business user 
defi nes additional refi nement rules.   

   5.     Creating the refi ned list of leads : IT specialist creates a new/refi ned list of leads 
based on additional refi nement rules defi ned by the business user.   

   6.     Printing of offers : After the lists of target groups are fi nalized and approved, the 
marketing offer is prepared and the lists with corresponding offers are sent to 
printing offi ce. Offers are printed and mailed to customers.   

   7.     Response tracking:  As customers can response to offers over different channels 
(e.g. in person, over telephone, or e-channel) the tracking of responses is typi-
cally very limited mostly due to the fact that data appears in multiple transac-
tional systems.    

21.4.2       AFTER Data Mining Implementation 

 Summarized  AFTER data mining implementation process model  (Fig.  21.5 ) in eight 
companies includes the following activities:

     1.     Creating a list of leads : Business user has access to an operational application, 
which uses the dedicated customer focused datamart. Through this data mart 
business user analyses the customer base, does selections of target groups based 
on expertize, tests several scenarios and performs required refi nements.  Note  that 
IT experts are no longer required to create target lists.   

   2.     Optimization step : The dedicated customer focused datamart includes also results 
(scores) of data mining models for particular business problems, where these results 
are typically populated on regular basis. Additionally, the operational application 
allows the users to run the models on demand providing the most up-to-date infor-
mation regarding the customers. Business users can use this data to further refi ne 
and optimize the fi nal target groups, in example to calculate the expected value or 
profi t for accepting the offer, or to determine the propensity to respond to the offer.   
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   3.     Communicating with potential customers : After the lists of target groups are 
fi nalized and approved and the offers created, the commutations are executed 
through appropriate channels (e.g. mail, e-mail, SMS, retail branch, shop).   

   4.     Response tracking and performance tracking : All the responses from all 
 associated systems are gathered into dedicated customer focused datamart. The 
automation of this process enables automated response tracking and perfor-
mance measurement.    

21.4.3       Discussion of the Obtained Results 

 Data mining has been implemented in eight companies. The progress of implemen-
tation projects from beginning to end has revealed that companies having DWH had 
a signifi cant advantage. Those companies implemented data mining in two levels of 
sophistication:  data mining level  and  data level  (Table  21.1 ).

   Through project monitoring we have created the snapshot of the autumn 2010 
projects status an present the results obtained in Fig.  21.6 . It shows relationship 
between data level and data mining level of sophistication:  higher data sophistica-
tion level implies higher value of data mining sophistication level .

   Table 21.1    Data mining level of sophistication   

 Numerical 
value 

 Descriptive 
value  Description for data mining level  Description for data level 

 1  Low  No data mining  No DWH 
 2  Mid  Some data mining modelling in place 

with manual work to operationalize 
 DWH in place with some 

dedicated datamarts 
 3  High  Data mining modelling regularly done, 

operational applications adapted 
to the use of data mining results, 
automated monitoring processes, etc. 
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   The analysis of data mining implementation in eight companies revealed the 
 following benefi ts of AFTER data mining implementation process model:

•    Signifi cantly less involvement of IT department—the IT involvement was 
reduced by 60–90 %. It leads to the independence of business users.  

•   The redefi ned and optimized business processes led to the following improve-
ments on a monthly basis: Number of executed campaigns raised by 3–12 times; 
Reduced marketing cost by 50–75 %; Number of contacted leads reduced by 
30–87.5 %; Return on investment growth by 50–400 %; Time to market dropped 
by 45–85 %; Conversion rate improvement by 20–100 %; Improved effective-
ness of business users by 20–30 %.  

•   Better control of the process.  
•   Consistent tracking and reporting (the ability to learn and improve).      

21.5      Summary, Conclusions and Future Work 

 Nowadays, there are few approaches for integrating data mining into business pro-
cesses, since it is not trivial to implement them in real situations, like e-commerce, 
fraud detection, banking, etc. The proposed approach on integrating data mining 
into business processes is based on the CRISP-DM model and advantages of using 
ontology and SOA. 

 The carried out experiment of using data mining to support marketing shows that 
companies having data warehouse had a signifi cant advantage. It allows us to opti-
mise business process. Moreover, the presence of data warehouse indicates a higher 
level of data integration and thus a much better basis for data mining. 

 The advantages of using data mining in marketing business process are: 1) 
Business users are more independent from IT users; 2) Marketing process is better 
controlled and more effi cient. 

 According to the survey results, we propose using ontologies and SOA for data 
mining implementation into business processes on higher level of maturity. We sug-
gest using three ontologies—domain ontology (DO), business process ontology 
(BPO) and data mining ontology (DMO)—to make a possibility of defi ning and 
modelling characteristics of business process, business domain and business rules 
within domain, how data mining will be used in those business processes, and store 
those defi nitions and models in an independent place and enable the use of models 
to every authorized user and application system. SOA ensures data exchange, distri-
bution and protection during data mining process.     
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    Abstract     Since the accurate management of business processes is receiving 
increasing attention, conformance checking, i.e., verifying whether the observed 
behaviour matches a modelled behaviour, is becoming more and more critical. 
Moreover, declarative languages are more frequently used to provide an increased 
fl exibility. However, little work has been conducted to deal with conformance 
checking of declarative models. Furthermore, only control-fl ow perspective is 
 usually considered although other perspectives (e.g., data) are crucial. In addition, 
most approaches exclusively check the conformance without providing any diag-
nostics. To enhance the accurate management of fl exible business processes, this 
work presents a constraint-based approach for conformance checking over decla-
rative models (including control-fl ow and data perspectives) and for providing 
related diagnosis.  
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22.1         Introduction 

 Nowadays, there exists a growing interest in aligning information systems in a 
process- oriented way [ 1 ] as well as in the accurate management of Business Processes 
(BPs). In such a setting, conformance checking 1  [ 2 ] (which consists of verifying 
whether the observed behaviour recorded in an event log matches a modelled behav-
iour) is critical in many domains, e.g., process auditing or risk analysis [ 3 ]. 

 Moreover, fl exible Process-Aware Information Systems (PAISs) [ 4 ] are required 
to allow companies to rapidly adjust their BPs to changes. Typically, processes are 
specifi ed in an imperative way. However, declarative process models are increas-
ingly used. In a declarative model (e.g., constraint-based model) everything that is 
not forbidden is allowed. Therefore, the declarative specifi cation of processes is an 
important step towards the fl exible management of PAISs [ 5 ]. 

 Declarative languages based on LTL (Linear Temporal Logic), e.g., ConDec [ 6 ], 
can be fruitfully applied in the context of compliance checking [ 7 ]. However, whereas 
there exist solid conformance checking techniques for imperative models, little work 
has been conducted for declarative models [ 3 ]. 

 In existing proposals, only control-fl ow perspective of BPs is typically considered 
when performing conformance checking. In fact, the data-fl ow of a process is usually 
only considered for determining the control-fl ow (e.g., which option of a XOR gate-
way is selected for execution). However, other perspectives (e.g., data) are also crucial 
when modelling and executing a BP. In this respect, we propose incorporating to 
the process specifi cation business data rules to describe the data semantics for the 
representation of the relations between data values in a process model. The fact of 
including business data rules in a process allows to decrease the cost related to the 
modifi cation of its business logic, to shorten the development time, to externalize and 
easily share rules among multiple applications, and to make changes faster and with 
less risk [ 8 ]. 

 Moreover, most existing approaches exclusively focus on determining whether a 
given process instance conforms with a given process model or not without provid-
ing any detailed diagnostics [ 3 ,  7 ]. 

 To enhance the accurate management of fl exible processes, this work presents an 
approach for performing conformance checking over declarative models which 
include business data rules and for providing related diagnostics. With this aim, 
effi cient constraint-based approaches are proposed to allow for an increased effec-
tiveness when performing conformance checking as well as when dealing with 
diagnosis. Moreover, to validate the proposed approach, the analysis of different 
performance measures has been performed. The proposed approach is focused on 
addressing realistic problems from different domains which present fl exible nature 
and where the accurate management of BPs is crucial (e.g., medical guidelines, 
processes from automotive industry and fl ight planning). 

1   Note that conformance checking is one of the three main application scenarios of process 
mining. 

D. Borrego et al.



271

 There is some related work on conformance checking of declarative BP 
models (e.g., [ 3 ,  7 ,  9 ,  10 ]). However, the approach presented in this paper differs 
from existing approaches in various ways: (1) besides the control-fl ow constraints, 
our approach is able to deal with business data rules; and (2) the proposed approach 
is based on constraint programming, which: (a) allows for effi cient conformance 
checking and diagnosis processes, and (b) due to its versatility, facilitates the man-
agement of many aspects related to BPs which are not usually considered in previ-
ous work (e.g., dealing with non-atomic activities). 

 The rest of the paper is organised as follows: Sect.  22.2  gives backgrounds on 
related areas, Sect.  22.3  presents the proposed approach, Sect.  22.4  deals with the 
evaluation, and Sect.  22.5  concludes the paper.  

22.2        Background 

 In this work, the declarative language ConDec [ 6 ] is used as basis for specifying 
constraint-based process models. 

  Defi nition 1   A  constraint-based process  model  S  = ( A ,   CBP )  consists of a set of 
activities  A  and a set of constraints  CBP  limiting execution behaviours.  

 The activities of a constraint-based process model can be executed arbitrarily 
often if not restricted by any constraints. In a ConDec model control-fl ow con-
straints are specifi ed trough templates, which are grouped into:

    1.    Existence templates: unary relations stating the number of times one activity is 
executed, e.g., Exactly(N,A) specifi es that A should be executed exactly N times.   

   2.    Relation templates: positive binary relations used to establish what should be 
executed, e.g., Precedence(A,B) specifi es that before any execution of B at least 
one execution of A must be executed.   

   3.    Negation templates: negative relations used to forbid the execution of activities 
in specifi c situations, e.g., NotCoexistence(A,B) specifi es that if B is executed, 
then A cannot be executed, and vice versa.     

 In addition to control-fl ow relations, we consider business data constraints to 
describe the data semantics for the representation of relations between data values 
in a process model, resulting in a data constraint-based process model. 2  These con-
straints can be used for describing both the behaviour of each single activity inde-
pendently and the behaviour of the overall process in a global way. 

2   In a similar way, [ 11 ] deals with modelling data in ConDec. 

22 Data-Aware Conformance Checking for Declarative Business Process Models



272

  Defi nition 2   A  data constraint-based process model   SData  = ( A ,  Data ,  C   BP  ,  C   Data  ) 
is a constraint- based model  S  = ( A ,  C   BP )  (cf. Def. 1) which also includes a set of data 
variables  Data , and a set of business data constraints  C   Data   relating the variables 
included in  Data .  

 Business data constraints are linear or polynomial equations or inequations over 
data-fl ow variables, related by a boolean combination, according to a BNF grammar. 

  Defi nition 3   Let  v  E  Data  be a variable,  int val  be an integer value,  nat val  be a natural value, 
and  fl oat val  be a fl oat value. The set of business data constraints which can be included in  C   Data   is 
generated by the following grammar in BNF:  

        

   Figure  22.1  shows a data constraint-based process model which represents a hypo-
thetical travel agency. 3  This agency manages holiday bookings by offering: transport 
( TS ), accommodation ( AS ), and guided excursions ( GE ). After the client request ( G ) is 

3   This model is an adaptation of the model presented in [ 12 ]. 

  Fig. 22.1    Running example: data constraint-based process model and instances       
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carried out, the agency must write a report ( WR ) containing the  information in answer 
to the request, which will then be sent to the client. This process is specifi ed as the 
 following data constraint-based process model (cf. Def. 2):  SData  = ({ G , AS ,  GE ,  TS , 
 WR }, { G.cost limit ,  AS.class ,  AS.cost ,  GE.cost ,  TS.class ,  TS.cost ,  WR.total_cost }, 
{ Exactly ( 1,  G ),  Succ ( G ,  AS ),  Succ ( G ,  GE ),  Succ ( G ,  TS ),  Prec ( AS ,  GE ),  Prec ( TS ,  GE ), 
 Resp ( AS ,  WR ),  Resp ( GE , WR ),  Resp ( TS ,  WR ),  Prec ( G ,  WR ) }, { AS.class —  TS.
class  ≥ —1,  AS.class —  TS.class  ≤ 1,  WR.total cost  =  AS. cost  +  GE.cost  +  TS.cost ,  WR.
total_cost  ≤  G.cost_limit }). Note that in the graphical notation, business data con-
straints are depicted linked to activities and relations, as proposed by [ 11 ].

   As the execution of a data constraint-based model proceeds, related information 
is recorded in an execution trace. 

  Defi nition 4   Let  SData  = ( A , Data ,  C   BP  ,  C   Data  ) be a data constraint-based process 
model (cf. Def. 2). Then: a  trace  σ = ( Values , E ) is composed of: (1)  Values  = 
{( Data   i  ,  Value   i  ),  Data   i   ϵ  Data }, which is a set of pairs ( Data   i  ,  Value   i  ) stating the 
 Value   i   assigned to  Data   i   in the trace; and (2)  E , which is a sequence of starting and 
completing events <  e  1 , e  2 ,… e   n   > regarding activity executions  a   i  ,  a  E  A , i.e., events 
can be:

    1.     start ( a   i  ,  T ), meaning that the i-th execution of activity  a  is started at time  T .   
   2.     comp ( a   i  ,  T ), meaning that the i-th execution of activity  a  is completed at time  T .    

   A process instance represents a concrete execution of a data constraint-based 
process model and its execution state is refl ected by the execution trace. 

  Defi nition 5   Let  SData  = ( A , Data ,  C   BP  ,  C   Data  ) be a data constraint-based process 
model. Then: a  process instance   I  = ( SData , a) is defi ned by  SData  and a 
corresponding trace a.  

 A running process instance  I  = ( SData , a) is  compliant  with  SData  = ( A ,  Data , 
 C   BP  ,  C   Data  ) if a satisfi es all constraints stated in  C   BP   ∪  C   Data  . In this way, when check-
ing the conformance of a process instance, both the control-fl ow and the data- fl ow 
conformances are checked. As examples, Fig.  22.1  includes one compliant instance 
and one non-compliant instance 4  due to the constraints { Prec ( AS ,  GE ),  Prec ( TS , 
 GE ),  WR.total_cost  < =  G.cost_limit } are not satisfi ed. 

 There are few proposals for checking the conformance of constraint-based mod-
els (e.g., [ 3 ,  7 ,  9 ]). However, we are not aware of any constraint-based approach for 
checking conformance in constraint-based models. To solve a problem through 
Constraint Programming (CP) [ 13 ], it needs to be modelled as a constraint satisfac-
tion problem (CSP). 

4   For the sake of clarity, only completed events for activity executions are included in the trace 
representation. 
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  Defi nition 6   A  CSP   P  = ( V ,  D ,  C   CSP )  is composed of a set of variables  V , a domain 
of values  D  for each variable in  V , and a set of constraints  C   CSP   between variables, 
so that each constraint represents a relation between a subset of variables and 
specifi es the allowed combinations of values for these variables.  

 A solution for a CSP consists of assigning values to all the CSP variables. 
A solution is feasible when the assignment of values to variables satisfi es all the 
constraints. In a similar way, a CSP is feasible if there exists at least one related 
feasible solution, overconstrained otherwise. To solve the latter, Max-CSPs, which 
are CSPs which allow the violation of some constraints, together with reifi ed con-
straints (constraints associated to CSP boolean variables which denote its truth 
value) can be considered. Specifi cally, the identifi cation of the constraints to relax 
(or remove) to make the overconstrained model feasible can be performed by maxi-
mizing the number of reifi ed constraints whose truth value is equal to true. This 
gives rise to a constraint optimization problem (COP). 

  Defi nition 7   A  COP   POF  = ( V ,  D ,  C   CSP ,   OF ) is a CSP which also includes an 
objective function  OF  to be optimized.  

 Several mechanisms are available for the solution of CSPs and COPs (e.g., com-
plete search algorithms). Regardless of the search which is used, global constraints 
can be defi ned to improve the modelling of the problems. The global constraints can 
be implemented through fi ltering rules (rules responsible for removing values which 
do not belong to any solution) to effi ciently handle the constraints.  

22.3      Our Proposal 

 Although a declarative process model is verifi ed correct from the control-fl ow and 
data-fl ow perspectives at build-time, the process may not behave correctly at run-
time. This anomaly can be detected by performing conformance checking by means 
of the comparison between the instances collected in the event log, which refl ect the 
actual behaviour of the process, and the declarative model indicating the expected 
behaviour. The discrepancies detected after the execution of process instances can 
be derived from: (i) a declarative model that has not been correctly designed in 
accordance with the business goals; or (ii) an abnormal execution of the process. 

 In this work, a method for checking the conformance of declarative models which 
include business data constraints and for diagnosing the parts of the model that were 
not executed as they were modelled is proposed. The method starts from a data 
 constraint-based process model (cf. Def. 2) defi ned by business analysts. During the 
process enactment, the events related to the start and the completion of activity execu-
tions and to data are stored in an event log, collecting the process instances (cf. Def. 5). 
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To detect discrepancies, conformance checking is performed over the input model 
and the instances recorded in the event log. As a result, the instances are classifi ed as 
 compliant  or  non-compliant  if they comply or fail to comply with the model, respec-
tively. Finally, using the  non-compliant  traces, the model- based fault diagnosis of the 
process model is performed. This diagnosis determines the parts of the model that 
were either incorrectly designed or abnormally executed by users. Both conformance 
checking and diagnosis phases are detailed below. 

  (1) Conformance checking 

 To check the conformance of a process instance, a constraint-based approach is 
proposed. To deal with the fact that in ConDec BP activities can be executed arbi-
trary often if not restricted by any constraint, process activities are modelled as 
repeatable activities (cf. Def. 8).  

  Defi nition 8   A  repeatable activity   ra  = ( nt ,  a ,  sActs ) is an activity  a  which can be 
executed several times, where  nt  is a CSP variable specifying the number of times 
the activity is executed (which is the number of activity occurrences related to  ra ), 
and  sActs  is a sequence of its related activity occurrences ( sActs  = [ a  1 ,…, a   nt  ]).  

 For sake of brevity we write  nt ( ra ),  sActs ( ra ), etc, when referring to attributes  nt , 
 sActs , etc, of the repeatable activity  ra . For the data constraint-based model of 
Fig.  22.1  there are fi ve repeatable activities (e.g., ( nt ( G ),  G , [ G  1 , …,  G   nt ( G ) ])). 

 For each repeatable activity,  nt  activity occurrences exist (cf. Def. 9). 

  Defi nition 9   An  activity occurrence   a   i   = ( st ,  et ,  ra ) represents i-th execution of a 
repeatable activity  ra  ( sActs ( ra ) [ i ] =  a   i  ), where  st  and  et  are CSP variables which 
refer to the start and the end times of the activity occurrence, respectively. 5   

 As an example, related to the activity  G  of the data constraint-based model of 
Fig.  22.1  there are  nt ( G ) activity occurrences (e.g., ( st ( G  1 ), et ( G  1 ), G )). 

 Furthermore, to improve the modelling of the problems and to effi ciently handle 
the constraints when checking the satisfi ability of a process instance, the proposed 
constraint-based approach includes a global constraint implemented through a fi l-
tering rule for each ConDec template [ 14 ]. 

 Moreover, to model the problem as a CSP, a CSP-Conformance problem (cf. 
Def. 10) related to a data constraint-based model is created. 

5   Note that the CSP variables st and et allows dealing with non-atomic activities. 
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  Defi nition 10   Let  SData  = ( A , Data ,  C   BP  ,  C   Data  ) be a data constraint-based process 
model (cf. Def. 2), and  RActs  be the set of repeatable activities related to  SData  
( RActs  = { ra  = ( nt ,  a ,  sActs ) ,  a  E  A }. Then: a  CSP-Conformance problem  related 
to  SData  and  RActs  is a CSP  P  = ( V , D , C   CSP  ) (cf. Def. 6), where:

•    The setofvariables  V  = { nt ( ra ) , ra  E RActs }U{ st ( ai ) , et ( a   i  ) , a   i   E  sActs ( ra ) , ra  E 
 RA } U { Data   i  , Data   i   E  Data }.  

•   The set of domains  D  is composed of the domains for each variable from  V .  
•   The set of constraints  C   CSP   is composed of: (1) the global constraints (imple-

mented by the fi ltering rules) related to the ConDec constraints included in  C   BP   
and (2) the constraints related to the business data constraints included in  C   Data  .     

 For the data constraint-based model in Fig.  22.1 ,  V  = { nt(G), nt(AS), nt(GE), 
nt(TS) ,  nt(WR), st(G  1  ), et(G  1  ) , …,  st(WR   nt ( WR )  ) ,  et ( WR   nt ( WR ) ),  G_cost_limit ,  AS_class , 
 AS_cost ,  GE_cost ,  TS_class ,  TS_cost ,  WR_total_cost },  D  is composed of the 
domains of each variable in  V , and  C   CSP   = { Exactly (1, G ),  Succ ( G ,  AS ),  Succ ( G ,  GE ), 
 Succ ( G ,  TS ),  Prec ( AS ,  GE ),  Prec ( TS ,  GE ),  Resp ( AS ,  WR ),  Resp ( GE ,  WR ),  Resp ( TS , 
 WR ),  Prec ( G ,  WR ), | AS_class  –  TS_class | < 1,  WR_total_cost  =  AS_cost  +  GE_
cost  +  TS_cost ,  WR_ total_cost  <  G_cost_limit }. 

 Let  I  = ( SData , σ) be a process instance (cf. Def. 5) defi ned by the data constraint- 
based process model  SData  = ( A ,  Data ,  C   BP  ,  C   Data  ) (cf. Def. 2) and the trace 
σ = ( Values ,  E ) (cf. Def. 4). Moreover, let  P  = ( V ,  D ,  C   CSP )  be the CSPConformance 
problem related to  SData  (cf. Def. 10). Then, the problem of checking the confor-
mance of  I  regarding  SData  is equivalent to check the feasibility of  P  when instan-
tiating its CSP variables as follows:

•    ∀ a  ϵ  A ,  nt ( a ) =  argmaxi ( comp ( a   i  ,  T ) ϵ  E ), stating that the number of times a 
repeatable activity  a  is executed is instantiated to the index of the last execution 
of  a  which was completed in the trace,  

•   ∀ a  ϵ  A ,  i  ϵ [1.. nt ( a )],  st ( a   i  ) =  T  |( start ( a   i  ,  T ) ϵ  E ), stating that the start time of each 
activity occurrence is instantiated to the time when this occurrence started in the 
trace,  

•   ∀ a ϵ A , i  ϵ [1.. nt ( a )],  et ( a   i  ) =  T  |( comp ( a   i  , T ) ϵ  E ), stating that the end time of each 
activity occurrence is instantiated to the time when this occurrence was com-
pleted in the trace,  

•   ∀ Data   i   ϵ  Data ,  Data   i   =  Value   i   | ( Data   i  ,  Value   i  ) ϵ  Values , stating that all the 

•  variables related to data are instantiated with their actual values in the trace.    

 In this way, the process instance  I  is compliant if the CSP-Conformance problem 
 P  instantiated as mentioned is feasible, non-compliant otherwise. 

  (2) Model-based fault diagnosis process 

 For each non-compliant instance, a model-based fault diagnosis process [ 15 ] is applied 
to determine which parts of the model are potentially the source of the problem.  
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 The proposed diagnosis process has the goal of identifying the minimum set of 
constraints of the data constraint-based model (cf. Def. 2) which need to be relaxed/
removed to make such model feasible according to the instance  I  (which is equiva-
lent to solve the related Max-CSP, cf. Sect.  22.2 ). To this end, the related 
CSPConformance problem  P  = ( V ,  D ,  C   CSP  ) (cf. Def. 10) is modifi ed (by including 
reifi ed constraints) and translated into a COP  POF  = ( V′ , D′ ,  C′   CSP  ,  OF ) [ 16 ] where:

•     V′  =  V  U  RefVars  U  OF , where  RefVars  is the set of the boolean CSP variables 
which hold the truth values of the reifi ed constraints (note that there is the same 
number of boolean variables in  RefVars  as the number of reifi ed constraints),  

•    D′  =  D  U  Dom ( RefVars ) U  Dom ( OF ), where  Dom(RefVars)  is the set of domains 
of each variable in  RefVars ,  

•   All the constraints included in   CCSP   are transformed into reifi ed constraints, in 
such a way that  C′   CSP   is composed of: (1) the reifi ed constraints related to the 
global constraints which are included in  C   BP   and (2) the reifi ed constraints related 
to the business data constraints which are included in  C   Data   (cf. Def. 10).  

•    OF  =  max | TrueRefVars |, where  TrueRefVars  = { var  E  RefVars , var  =  true }.    

 The fact of transforming a constraint into a reifi ed constraint makes the satisfac-
tion of such constraint optional since a solution to a CSP which violates any reifi ed 
constraints is a feasible solution. Most of the variables of this COP are instantiated 
in the same way than when checking the conformance of  I  (i.e., all the CSP 
 variables except the reifi ed variables and  OF  are instantiated according to  I ). 
However, after transforming the constraints into reifi ed constraints, the instantia-
tion of the CSPConformance problem according to  I  becomes feasible. Moreover, 
since the goal consists of diagnosing the source of the problem, the maximization 
of the number of reifi ed constraints is included as the objective function to be 
optimized. 

 Solving COPs takes exponential time due to the dependency of their complexity 
on the number of values each variable can take [ 17 ]. The proposed constraint-based 
approach is based on the fi rst-fail principle [ 18 ] which orders the variables by 
increasing set cardinality, breaking ties by choosing the variable with the smallest 
domain size, and reducing the average depth of branches in the search tree. 
Therefore, as shown in next section, the time it takes to check the conformance of 
declarative models with the presented approach is acceptable. 

 After solving this COP, the minimum set of constraints to be relaxed/removed to 
obtain a model compliant with the instance  I  is equal to the constraints related to 
reifi ed variables which are false in the solution to the COP. 

 As an example, for the CSP-Conformance problem of the model in Fig.  22.1 ,  V  
is extended, including { exactlyG ,  succG_AS ,  succG_GE ,  succG_TS ,  precAS_GE , 
 precTS_GE ,  respAS_WR ,  respGE_WR ,  respTS_WR ,  precG_WR ,  dc 1,  dc 2, dc 3, 
 OF }.  D  is also extended with the domain of the new variables, and  C   CSP   is  modifi ed 
by transforming each constraint  c  ϵ  CSP  into  rVarC  == ( c ), being  rVarC  the reifi ed 
variable related to  c  (e.g.,  exactlyG  == ( Exactly (1,  G )) and  dc 1 == (| AS_class  – 
 TS_class | ≤ 1)), and by including the constraint related to  OF .  
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22.4      Empirical Evaluation 

 The purpose of this section consists of analyzing the effectiveness and effi ciency of 
the proposed approach over a diversifi ed set of models. 

  Experimental Design 

 Different data constraint-based process models are generated considering: (i) cor-
rectness, i.e., the models must represent feasible problems without confl icts and 
without any dead activities, and (ii) representativeness, i.e., the models must repre-
sent problems which are similar to actual BPs. Consequently, we require the test 
models to be of medium-size and comprise all three types of ConDec templates (cf. 
Sect.  22.2 ). Moreover, the considered models must include business data  constraints. 
Overall, one template model  testCase  which contains ten repeatable activities (cf. 
Def. 8), nine control-fl ow constraints, and eight data-fl ow constraints is considered 
(cf. Fig.  22.2 ). Note that although this model includes ten activities the related 
instances generally contain much more activity executions (i.e., activity occur-
rences, cf. Def. 9) depending on the constraints which are included.

    During the experiments this generic model is specifi ed by instantiating the rela-
tions with concrete constraints. Since the fi ltering rules for the different ConDec 
 constraints signifi cantly vary in their computational complexity [ 14 ], four models 
(testCaseA, testCaseB, testCaseC, testCaseD) are generated by substituting 
the labels Relation and Negation by: (A) Response and Negation Response, 
(B) Response and Negation Alternate Response, (C) Alternate Response and 
Negation Response, and (D) Alternate Response and Negation Alternate Response, 
respectively. Moreover, a value for label  N  must be established ( N  E { 10,20, 30} is 
 considered). Therefore, 12 different specifi c models ( Model  E { testCaseA10, test-
CaseA20, testCaseA30, testCaseB10, testCaseB20, testCaseB30, testCaseC10, 
 testCaseC20, testCaseC30, testCaseD10, testCaseD20, testCaseD30 }) are consid-
ered. Furthermore, activity durations are randomly varied between 1 and 10, resulting 
in 750 games of durations. 

  Fig. 22.2    Generic data constraint-based process model       
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 For each specifi c model, compliant and non-compliant instances are randomly 
generated to create a diversifi ed synthetic log. As mentioned, related to a specifi c 
declarative model there may exist multiple executions which meet the constraints 
(i.e., several feasible execution plans). In previous approaches (cf. [ 12 ,  19 ]), feasi-
ble optimized enactment plans from ConDec specifi cations were generated. To this 
end, activity durations and resource availabilities were considered. In the current 
work, the proposal presented in [ 12 ,  19 ] is used for generating the fl ow of both 
compliant and non-compliant instances related to the 12 different models. Since 
resource perspective is out of the scope of this paper, this aspect is not considered 
when generating the instances.

    1.    Generation of compliant instances: The approach presented in [ 12 ,  19 ] is used to 
generate an enactment plan related to each combination of specifi c model plus a 
specifi c sample of activity durations (12 × 750 compliant instances are gener-
ated). Regarding data, 750 combinations of values which are compliant with the 
business data rules (cf. Fig.  22.2 ) are randomly generated by using a simple 
constraint-based approach.   

   2.    Generation of potentially non-compliant instances: To this end, the approach 
presented in [ 12 ,  19 ] is also used. Specifi cally, 750 potentially non-compliant 
enactment plans are generated by randomly removing one of the ConDec rela-
tions or negations of the considered models. Regarding data, 750 combinations 
of values which are not compliant with the business data rules (cf. Fig.  22.2 ) are 
randomly generated by using a simple constraint-based approach.    

  From this, four groups of tests are generated: (1) compliant instances; 
(2) instances non-compliant in data; (3) instances potentially non-compliant in 
control- fl ow; and (4) instances potentially non-compliant in control-fl ow and non- 
compliant in data. Note that the way in which the instances non-compliant in data are 
generated always ensures the non-compliance. However, the way in which the 
instances noncompliant in control-fl ow are generated may lead to compliance. In fact, 
the percentage of compliant instances in the complete set of instances is 38.9 %. 6  

 The suitability of our approach is tested regarding: (1)  checkTime : average time 
for checking the conformance, (2)  diagTime : average time for diagnosing, and 
(3)  val   OF  : average value which is reached for the objective function to be minimized 
(which is the number of constraints which should be relaxed/removed to make the 
model compliant). Note that the variables  diagTime  and  val   OF   only make sense 
when diagnosing is required (that is, for non-compliant instances). 

 To solve the constraint-based problems, a complete search algorithm based on 
the fi rst-fail heuristic is integrated in the COMET TM  system [ 20 ]. This algorithm is 
run on a Intel Core I7 processor, 3.4 GHz, 8 GB RAM, running Windows 7. 

6   All the instances which are generated for the empirical evaluation can be accessed at  http://www.
lsi.us.es/-quivir/index.php/Main/Downloads . 
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  Experimental Results and Data Analysis 

 The response variables are calculated by considering the average values for the 
instances of each model ( Model ) differentiating between compliant and non- 
compliant instances, as shown in Table  22.1 . In this table, besides the identifi er of 
the model and the values for the response variables, each row also includes addi-
tional information: # inst , which is the number of compliant/non-compliant instances 
related to that model which are included in the complete set of instances (i.e., the 
number of instances used for calculating the averages) and # actOcc , which is the 
number of activity occurrences (cf. Def. 9) of each instance (note that each activity 
occurrence leads to two events (start and end)).

    As can be observed in Table  22.1 , the execution times which are obtained for 
both conformance checking and diagnosis are rather low (less than 324 ms for all 
cases) for problems of medium-size (number of activity occurrences varying 
between 43 and 210). Furthermore, the execution time remains quite stable regard-
less of the relations which are given between the activities and of the number of 
constraints which should be relaxed/removed ( val   OF   column). However, as the 
 number of activity occurrences increases, the execution times slightly increase as 

    Table 22.1    Experimental results   

 Tested model  # inst   # actOcc    checkTime  (ms)   diagTime  (ms)   val   OF   

 testCaseA10  1,170   43  267.91  –  – 
 testCaseB10  1,165   43  268.82  –  – 
 testCaseC10  1,168   70  268.59  –  – 
 testCaseD10  1,167   70  268.59  –  – 
 testCaseA20  1,167   83  316.18  –  – 
 testCaseB20  1,165   83  316.17  –  – 
 testCaseC20  1,165  140  319.15  –  – 
 testCaseD20  1,167  140  319.44  –  – 
 testCaseA30  1,167  123  317.47  –  – 
 testCaseB30  1,165  123  318.35  –  – 
 testCaseC30  1,165  210  327.49  –  – 
 testCaseD30  1,167  210  328.52  –  – 
 testCaseA10  1,831   43  267.58  272.61  2.49 
 testCaseB10  1,834   43  267.80  272.53  2.49 
 testCaseC10  1,831   70  269.29  272.39  2.49 
 testCaseD10  1,834   70  268.91  271.78  2.61 
 testCaseA20  1,834   83  311.54  318.98  2.49 
 testCaseB20  1,834   83  312.50  318.52  2.49 
 testCaseC20  1,834  140  315.80  321.00  2.59 
 testCaseD20  1,834  140  317.07  321.16  2.61 
 testCaseA30  1,834  123  313.61  319.79  2.49 
 testCaseB30  1,834  123  314.59  318.82  2.49 
 testCaseC30  1,834  210  318.63  323.00  2.59 
 testCaseD30  1,834  210  319.25  323.59  2.60 
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well. Moreover, it can be seen that, as expected, the diagnosis takes longer than the 
conformance checking since reaching an optimal solution in a COP (cf. Def. 7) is 
usually more time-consuming than checking the feasibility of a CSP (cf. Def. 6).  

22.5      Conclusion and Future Work 

 This work presents a constraint-based approach for conformance checking over 
declarative models (including control-fl ow and data perspectives) and for providing 
diagnostics. This differs from existing approaches in various ways (e.g., dealing 
with business data rules). It has been validated using models of varying complexity, 
concluding that the execution times which are obtained for both conformance 
checking and diagnosis are rather low for all the tested cases. As for future work, it 
is intended to apply our proposal to actual processes which present fl exible nature 
and where the accurate management of BPs is crucial.     
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    Abstract     Anomalies in business process models refer to deviations from their 
expected structure, functionality, behavior, semantics, use of concepts and their 
expression, among others. The research in this paper focuses on anomalies in busi-
ness process models with the aim to propose taxonomy of anomalies and devise 
ways to avoid them or to eliminate them when they occur. Anomalies are divided 
into basic categories and subcategories to the level of granularity that allows their 
differentiation, description of their specifi c causes and workarounds as well as their 
expression in the pattern format.  

  Keywords     Business process models    •   Anomalies detection  

23.1         Introduction 

 Over the past decades there have been extensive developments in process modeling 
in terms of modeling methods on the one hand and validation and verifi cation 
methods on the other. Along with modeling methods, model anomalies and meth-
ods of their detection and prevention have emerged as a novel area of research. In 
general, anomalies refer to deviations from the expected structure, functionality 
behavior and use of concepts, among others. A model that contains anomalies is 
considered invalid. Whereas some authors characterize anomaly as a form that does 
not meet the defi nition of normal behavior [ 1 ], others describe it as a noise in data [ 2 ]. 
Anomalies can occur at various stages of model design. The most common causes 
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of anomalies are the human factor or the transformation mechanism in conversion 
from one abstract level to another. For proper consideration of possible conse-
quences of anomalies it is necessary to fi rst provide methods of their recognition 
and resolution. Modeling is a creative human activity, which means that the prob-
ability of errors will be fairly high. The causes of these errors can be diverse, 
including lack of notation knowledge, vastness and accidents, among others. 
Consequently, anomaly detection is an integral part of model validation and verifi -
cation (V&V). This paper presents the results of our research into the causes and 
types of business process models anomalies. The research was aimed at devising a 
taxonomy of anomalies as a tool for determining ways to avoid anomalies or to 
eliminate them when occur.  

23.2     Present Status and Approaches to Study of Anomalies 
in Business Process Models 

 There are several papers that deal with classifi cation of process models anomalies. 
In the research by Solti-Rogge et al. anomalies are investigated with the aim to 
design a business process confi guration wizard and consistency checker for BPMN 
2 [ 3 ]. They divide anomalies into three basic categories: lack of data, redundant data 
and confl icting data. According to Solti-Rogge et al., anomalies caused by lack of 
data occur when probability exists that the data that have been read by an activity 
will never be written down. Redundant data occur when data objects are stored but 
are never read by certain activities. Confl icts arise when data are written by two or 
more competing activities. On the basis of the above, we can conclude that anoma-
lies associated with the data generally do not incorporate improper use of concepts, 
semantic inconsistency or misleading execution. The categorization of anomalies 
proposed by Awad, Decker and Lohmann contains: anomalies caused by over- 
restrictive conditions, the ones caused by implicit routing and those caused by 
implicit constraint on the execution order. it happens when there are two competing 
activities that share a precondition and the anomaly occurs when an activity changes 
the state of data [ 4 ]. Kim, Lee and Soon distinguish two basic categories of anoma-
lies in business processes: syntactic and structural anomalies [ 5 ]. Whereas syntactic 
anomalies are related to the misuse of concepts and rules of modeling, structural 
anomalies occur when business processes do not control the interaction of tokens 
due to the misuse of gateways. According to Kim, Lee and Soon, most model veri-
fi cation tools deal exclusively with AND and OR gates. Finally, in the study by 
Dohring and Heublein, the following three basic categories of anomalies are men-
tioned: control fl ow anomalies, rule based anomalies and data fl ow anomalies [ 6 ]. 
The analysis of the aforementioned existing research indicates three different 
approaches to the study of process models anomalies:

    1.    Theoretical approach, which seeks to build a set of consistent and comprehen-
sive rules, methods, techniques and other aspects of the business process model-
ing theory. If disciplined application of such rules or other parts of the modeling 
theory results in anomaly, it is necessary to change or amend them.   
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   2.    Empirical approach, which is based on the application of analytical diagnostic 
methods on real projects and models. This approach seeks to identify the causes 
of anomalies and discrepancies between the model and reality observed in the 
application of the model. The ultimate goal is to determine best practices that 
result in models with no anomalies.   

   3.    Design approach, which is based on the theory of design patterns and seeks to 
defi ne unacceptable design patterns or anti-patterns, the presence of which indi-
cates anomalies. Patterns become design elements, while anti-patterns are identi-
fi ed as shapes that are either prohibited or can be used with care.    

23.3       Proposed Taxonomy of Anomalies in Business 
Process Models 

 Building a taxonomy is a demanding job that includes the establishment of a clas-
sifi cation scheme of concepts (hierarchical arrangement of terms), creation of a 
thesaurus (expression of semantic relationships of hierarchy, equivalence and 
related terms) and the defi nition of metadata. Considering that all of the aforemen-
tioned research and existing classifi cations of anomalies in business process models 
overlap in some detail, we attempted to consolidate them into a single taxonomy. 
Ensuring a proper granularity of terms presented one of the key issues related to 
building the taxonomy. Anomalies that have so far been identifi ed in the existing 
studies into business process models are shown in Fig.  23.1 , where they are divided 
into three basic categories: structural, semantic and syntactic. Each of the anomalies 
included has their own specifi c causes and workarounds. Since the presented anom-
alies are related to the BPMN notation, it needs to be noted that anomalies concern-
ing EPC, UML activity diagram or other functional models are somewhat specifi c.

23.3.1       Structural Anomalies 

 Structural anomalies are divided into fl ow control anomalies, anomalies in rules and 
data fl ow anomalies.  Flow control  anomalies include control fl ow redundancy, 
undefi ned gate, conditions, special issues with dynamic fl ows and violation of 
soundness.  Anomalies of rules  are divided into anomalies of consistency and 
anomalies of coverage. Examples of anomalies comprised within anomalies in rules 
include rule redundancy, confl icting rules and circularity. 

  Unnecessary control fl ow  refers to the occurrence of more semantically identi-
cal connections between any two elements in a fl ow, as in the case when there are 
more sequence fl ows going from one activity to another. Since they do not bring any 
added value to the model, such sequence fl ows are redundant [ 7 ].  Modeling 
 redundancy   is common in fl exible notations like BPMN and results from one 
branch being different from another by only a few activities. Each of these branches 
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must be defi ned separately, which is a form of redundancy owing to which workfl ow 
maintenance and modifi cation are further complicated [ 8 ].  Undefi ned gateway 
conditions  occur due to the possibility of defi ning a XOR gate without any condi-
tions, which is a feature allowed by the BPMN standard that can cause anomalies 
[ 9 ]. Contradictive gateway conditions occur when conditions on a XOR gate par-
tially or completely overlap, which entails that any further course of execution does 
not depend on those conditions [ 9 ].  Lack of synchronization  is a fl ow control 
anomaly that occurs when the fl ow structure is incidentally executed a few times 
[ 10 ]. In other words, it refers to unintentional activation of multiple activities 
that follow a XOR gateway connection. Lack of synchronization can be further 
subdivided into Deterministic and Nondeterministic lack of synchronization. 
 Deterministic lack of synchronization  is defi ned as one of the competitive activi-
ties connected with a XOR gateway that always results in unintended multiple exe-
cution [ 5 ].  Nondeterministic lack of synchronization  is defi ned by a XOR gateway 
in which one of the competing activities may result in unintentional multiple execu-
tion [ 5 ]. The  Dangling states  anomaly occurs when no distinction between acti-
vated and initiated activities is possible. Such a state often leads to loss of work, 
because it prevents the deletion of activated or activity or disables delete initiated 
activities [ 11 ].  No tolerance for change of order  is an anomaly that concerns cor-
rect replacement order of application operations such as parallelism, traceability or 
replacement activities [ 11 ].  Inconsistency when inserting parallel branches  
occurs during the insertion of new parallel branches. Inconsistency when inserting 
parallel branches and No tolerance for change of order anomalies are related to 
dynamic changes of the model [ 12 ].  Inconsistent change of past  is related with the 
“Do not change the past instances” rule. Ignoring this rule can lead to inconsisten-
cies in the state of instances or missing input data for next activities to be executed 
[ 12 ].  Missing loop tolerance  is a special type of anomaly that occurs due to the 
defi nition of terms that emerge from the loop. This anomaly is an issue that con-
cerns proper and reasonable determination of changes in the loop structure. Namely, 
in some cases it is not necessary to exclude instances of changes merely based on 
the appropriateness of the changes in the loop [ 12 ]. The  Livelock fl ow  anomaly is 
commonly denoted as an infi nite loop. It occurs due to poorly modeled loop condi-
tions that prevent the exit from the loop [ 13 ].  Deadlock fl ow  describes a situation 
where the fl ow is stuck in its path and cannot be completed. A deadlock occurs 
when activating all output fl ows required for passage through a parallel gateway is 
not possible. In such a case, the fl ow cannot be continued beyond that gateway [ 13 ]. 
The  Redundant rules  anomaly refers to a set of rules that are executed in the same 
context and have the same effect [ 14 ].  General rules  refer to a set of rules that have 
identical conclusion and conditions, where one state is a generalization of another 
state. The state of one set of rules applies to another context of another set of rules 
[ 14 ]. The  Contradiction in input  anomaly refers to rules that contain contradictory 
terms, such as those which apply if one variable has two different values at the same 
time (e.g. IF x = 10 and x = 20 THEN B) [ 14 ].  Direct contradiction  involves 
 simultaneous application of mutually exclusive rules, predicates or arguments [ 14 ]. 
 Contradiction in conclusion  denotes a set of rules whose conclusions do not work 
when they are implemented at the same time although they have the same  conditions 
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(e.g. when each conclusion assigns a different value to the same external variable) 
[ 14 ]. The  Rule-base livelock  anomaly concerns problems with the derivation of 
rules that are interdependent even though they should not be so. Livelock anomalies 
occur when the output loop rule contains overlapping conclusions, as in: If A then 
B and if B then A [ 14 ].  Rule-base deadlock  occurs when two or more rules prevent 
one another from execution. In other words, a certain rule cannot be executed 
because its conditions represent the conclusion for other rules, whose conclusions 
in turn depend on the conclusions of the fi rst one, as in: If A and C then B, If B and 
C then A [ 14 ]. In the  Isolated rules  anomaly a rule is considered to be isolated if 
and only if [ 14 ]: all proposals within the premises are complex and cannot be 
explained in terms of the basic concept of U; conclusion R is not a basic concept and 
there is no rule R for statement α, where α ϵ Ψ. In  Useless conclusions  the main 
concept of the fundamental rule consists of a number of attributes resulting from 
that rule. Considering the entry, if the derived conclusion is not identical with the 
main concept, or if some or all of the attributes cannot be concluded from the basic 
rules, a set of rules applied to this input is incomplete. The main concept is therefore 
dependent on the domain and requires explicit defi nition [ 14 ]. For example, in (p1 
ʌ p2 → R) R is not a fundamental concept, and there is no rule.  Dangling conditions  
is the reverse case of the Useless conclusions anomaly in which conditions can 
probably be fulfi lled in the basic context, but the conclusions are modeled in a way 
that can never yield any effect. In Dangling conditions the situation is reversed since 
conclusions do have some effect but the conditions can never be met [ 6 ]. The 
 Missing rules  anomaly occurs if a business process modeler defi nes a rule that is 
performed in a particular context, but does not defi ne a rule that will apply if the 
context is not performed [ 6 ].  Redundant data  occurs if the fl ow sends some data 
that is not necessary for it to be performed. In other words, redundant data refers to 
the data that is created in the process but is never used afterwards [ 6 ]. The  Lost data  
anomaly is created when some data is overwritten before it has been read. Therefore 
when activity-created data is changed before it has been read by other activities, it 
actually represents lost content [ 6 ]. The  Missing data  anomaly occurs when a cer-
tain activity cannot read the information that it needs for its execution, for instance, 
when some data is not provided by one activity to another [ 6 ]. Since methods of 
modeling business processes such as BPMN use graphic notation, it is evident that 
cases of anomalies can also be presented graphically. In our research we aimed to 
devise anomaly patterns (i.e. anti-patterns) shown in a comprehensive taxonomy. 
Due to space limitations, however, only a few examples of such patterns are pre-
sented in Fig.  23.2 , while other examples can be found in [ 5 ,  6 ,  9 ,  11 – 14 ].

23.3.2        Semantic Anomalies 

 In modeling theory, semantics concerns the meaning of the modeling language and 
concepts that are used as well as their mapping to the real world. Semantic anoma-
lies, which deal with violation of meaning, can be divided into two basic types: 
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incorrect element names and invalid attribute values. Incorrect element names, such 
as non-defi ned, ambiguous and non-unique names, which include synonyms and 
homonyms, are the most common causes of semantic anomalies. Synonyms are 
lexemes that belong to the same word type but have different expressions to which 
the content is completely or partially matched. Homonyms are lexemes that have 
identical expression with different meanings. Semantic anomaly can also be the 
result of impossibility of mapping individual objects to a class. Invalid length, type, 
character or data values represent invalid attribute values.  

23.3.3     Syntactic Anomalies 

 In the case of models, modeling syntax comprises the set of allowed modeling con-
cepts, reserved words and their parameters and the correct way in which modeling 
concepts are used [ 15 ]. Syntactic anomalies of graphical models primarily concern 
incorrect use of graphic elements and notation. They can be divided into three basic 
categories that are related with the type of elements, namely:  Invalid use of fl ow , 
 Invalid use of connections objects  and  Invalid use of containers . These anomalies 
are elaborated in detail by Kim, Lee and Soon [ 5 ].  Invalid use of fl ow  comprises 
invalid use of events, activities and gateways.  Invalid use of events  appears as [ 5 ]: 
Invalid use of start event, Invalid use of end event and Invalid use of intermediate 
event. Common causes of anomalies in the invalid use of the start event are: more 
than one start event in the model, disconnection between start events and other ele-
ments in the model, and lack of the end event. Common causes of anomalies in the 
improper use of the end event are: disconnection between end events and other 
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Activity 2

Activity 2

Activity 1

Activity 4
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Rule-base livelock
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Flow livelock Flow deadlock
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  Fig. 23.2    Example of structural anomalies in BPMN notation       
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elements in the model, and lack of the start event. Most common problems 
 concerning intermediate events can be further classifi ed into three main groups: 
Invalid use of trigger in intermediate event, Invalid use of trigger types in boundary 
activity and Invalid use of intermediate event destinations. Problems related to the 
Invalid type of trigger of intermediate event occur due to strictly defi ned intermedi-
ate event types that include: nothing, message, timer, compensation, condition and 
connection or signal, among others. Trigger types related with other events include 
abandonment, error or multiple trigger. Invalid use of trigger types in boundary 
activity arises when one or more intermediate events can be connected to boundary 
activities, with the event falling into one of the following trigger types: message, 
timer, error, cancel, compensation, condition, signal or multiple trigger. Error is 
 created when a boundary intermediate event coincides with trigger types like noth-
ing or connection. Finally, invalid use of intermediate event destinations is created 
when the destination is not an activity or a sub process, but another event or gate-
way. The  Invalid use of activity  [ 5 ] anomaly occurs when:

•    There are activities in a process, but no external or internal activation of the 
process;  

•   There are activities in a process but no end event;  
•   Use of the receive task is invalid. (The receive task is completed when the 

 message is received, so it is often used as the initial assignment process.)    

  Invalid use of gateways  can be divided into [ 5 ]: Invalid use of a XOR gateway 
based on data and Invalid use of a XOR gateway based on events. Invalid use of a 
XOR gateway based on data usually occurs when the destination XOR gateway is 
not a data object. An event object should not be used with a XOR gateway based on 
data. If we use a XOR gate based on the events, the receiving task or an intermediate 
event with trigger-type messages, timer and signal must be set as the destination. 
If we use a gateway based on events for process initialization the following condi-
tions must be fulfi lled [ 5 ]:

•    The process does not have start event and gateway has no input sequence fl ow.  
•   The input sequences fl ow gateway has its source in the start event.  
•   The destination of the gateway must not be an intermediate event with the timer 

shutter type.    

  Invalid use of connection  is usually manifested in cases when a model contains 
one of the following [ 5 ]:

•    Input sequence with a start event,  
•   Output sequence with an end event,  
•   Input sequence with an intermediate event in a boundary activity,  
•   Multiple input sequence with an intermediate event in a boundary activity,  
•   Invalid use of the conditional sequence fl ow,  
•   Invalid use of the message fl ow with a start event and gateway, i.e. the message 

fl ow is connected with the start event or a gateway inside the container.    
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  Invalid use of containers  can be divided into two basic categories [ 5 ]: Invalid 
use of pools and invalid use of lanes. Invalid use of pool occurs when the fl ow 
passes the sequence borders. Pool borders should typically include all fl ow objects 
and sequences. The sequence fl ow must not exceed the borders, for which message 
fl ows should be used instead. Invalid use of lanes occurs when lanes are used before 
pools, because lanes are used to categorize activities within the pool.   

23.4     Resolution of Anomalies in Business Process Models 

 The taxonomy proposed in this paper indicates that each type of anomalies (i.e. 
structural, semantic and syntactic) should be treated differently. Structural anoma-
lies require the use of complex methods of recognition and mechanisms that prevent 
their formation during execution. The basis for the resolution of structural anoma-
lies in business process models is metamodeling. A metamodel is a “model of mod-
els” that contains modeling rules and grammar and defi nes concepts, relationships, 
and semantics for the exchange of user models between different modeling tools. 
Reasons for metamodeling in the process of model verifi cation were elaborated by 
Eessaar [ 16 ]. Emerson and Sztipanovits described the role and use of MOF (Meta 
Object Facility) and GME (Generic Modeling Environment) [ 17 ]. Breton and 
Bézivin compared different concepts, such as PIF, NIST, PSL, UPM and WfMC, 
with UML and MOF [ 18 ], while Kretschmer compared JWT and BPMN [ 19 ] at the 
metamodel level. Such comparisons and mappings are the foundation for the trans-
formation of concepts and model structures. Awad, Decker and Lohmann investi-
gated the detection and correction of data in business processes models [ 4 ]. They 
used BPMN notation mapping and Petri nets to provide an overview of transforma-
tion patterns for these. The basic elements required for BPMN model verifi cation 
are: metamodel of notation, additional metamodel details derived in OCL and nota-
tion rules. Since the metamodel of graphical notation does not allow a complete 
expression of details, rules and restrictions of models that will subsequently be 
derived from the metamodel, it is necessary to develop further specifi cations by 
using some formal language, for example OCL as a part of UML. OCL enables 
more detailed description of certain elements of the MOF model in a way that is not 
possible to achieve using graphics only. The Business Process Defi nition Metamodel 
(BPDM) is a standard defi nition of concepts used to express business process mod-
els by means of a metamodel, which was adopted by OMG. Similar to the MOF 
model, BPDM aims to unify diverse business process defi nition notations that exist 
in the industry based on comprehensive semantics. These theoretical approaches 
need to be complemented by an automated mechanism in the form of a rules verifi er 
that is capable of recognizing a specifi c anomaly and correcting it, or notifying the 
user. The foundation of any rule verifi er is a Business Rule Management System 
(BRMS). Every BRMS system relies on a rule engine that is based on the declara-
tive defi nition of business rules needed for a certain part of the task to be performed. 
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A mechanism for resolving semantic anomalies depends on their types. Basic 
 activities in verifying irregular elements names include: checking the length of ele-
ments names and their uniqueness on the one hand and invalid characters on the 
other. These are followed by a more complex verifi cation of synonyms in elements 
names, for which dictionaries of synonyms are commonly used. Syntactic anoma-
lies can be resolved on the basis of a series of rules related to a particular notation. 
Rules for the BPMN notation were set by OMG [ 18 ,  20 ]. Based on a comprehensive 
analysis of more than 1,000 BPMN models, Rozman, Polancic and Vajde Horvat 
presented the 15 most common BPMN anti-patterns and proposed their resolution 
[ 21 ]. As the opposite of design patterns [ 22 ,  23 ], anti-patterns are commonly 
repeated examples of bad practice or misunderstanding. According to the design 
approach, the use of patterns and anti-avoidance samples should prevent the occur-
rence of anomalies in models. The experimental approach to identifying and pre-
venting anomalies is based on a large number of samples and statistical methods. 
According to Mendling [ 24 ], most approaches use some kind of decomposition 
technique, or a combination of reduction and reachability analysis. Mendling also 
introduced the following correctness criteria for verifying industry-scale EPC pro-
cess models: soundness, relaxed soundness, interactive verifi cation approach, EPC 
soundness, single-entry- singleexit decomposition and structuredness. To avoid the 
appearance of semantic anomalies, manual checks are usually applied. In theory, 
semantic anomalies of business processes models could be addressed with the aid of 
computational linguistics and language technologies. However, such an approach is 
not applicable to graphical models. The fi rst step in automated proofi ng of semantic 
anomalies should therefore be the translation of graphical models into formal mod-
els that provide input for some automated-reasoning tool. So far disciplined imple-
mentation of regulatory standards pertaining to naming conventions, data formats, 
approved domain of attributes and similar seems to have been the best protection 
from semantic anomalies. It is very diffi cult to implement standardization through a 
number of applications which are distributed throughout the organization. There are 
several basic approaches to resolving the occurrence of synonyms, such as diction-
aries of namespaces. Larson, Navathe and Elmasri [ 25 ] suggested a mechanism of 
comparison of attributes in databases that can be applied to business items in func-
tional models.  

23.5     Conclusion 

 Anomalies in business process models refer to deviations from their expected struc-
ture, functionality, behavior, semantics, use of concepts and their expression, among 
others. The research in this paper focuses on anomalies in business process models 
with the aim to propose a taxonomy of anomalies and devise ways to avoid them or 
to eliminate them when they occur. Anomalies are divided into basic categories and 
subcategories to the level of granularity that allows their differentiation, description 
of specifi c causes and workarounds, as well as their expression in the pattern format. 
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A taxonomy of anomalies in functional models is one of prerequisites for their 
avoidance and resolution, for which automated methods should preferably be used. 
However, such methods of avoiding and resolving anomalies are only possible with 
structural anomalies, using design patterns and anti-patterns. Syntactic anomalies, 
on the other hand, are largely handled by tools that are based on metamodels and 
modeling rules prescribed by a particular methodology. Finally, dealing with seman-
tic anomalies necessitates human intervention, since mechanisms for identifying 
and resolving such anomalies are not yet completely reliable and require experts to 
select a particular potential solution. Our research into business process models 
anomalies has so far yielded a taxonomy proposed in this paper. The following 
directions of our future research have also emerged. Firstly, since the presented 
taxonomy is primarily a diagnostic tool, it is necessary to complement it with meth-
ods of avoiding and eliminating anomalies. Secondly, the faceted taxonomy should 
be upscaled to the level of ontology by developing strict and richer specifi cation 
rules and semantic relationships among terms.     
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    Abstract     Software architectures are frequently represented as large models where 
many competing quality attributes have to be taken into account. In this context, 
there may be a large number of possible alternative architectural transformations 
that the architecture designer has to deal with. The complexity and dimensions of 
the solution space make that fi nding the most appropriate architecture considering 
several quality attributes is a challenging and time-consuming task. In this paper, we 
present a model transformation framework designed to automate the selection and 
composition of competing architectural model transformations. We also introduce a 
case study showing that this framework is useful for rapid prototyping through 
model transformations.  
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24.1         Introduction 

 Since software systems are constructed to satisfy business goals, the design  activities 
and especially architecture design must also be responsive to those business goals 
[ 1 ]. Business goals are described in [ 2 ] as  high-level objectives of the business, 
organization, or system that capture the reasons why a system is needed and guide 
decisions at various levels within the software development life cycle . According to 
[ 3 ], the view that the rationale for a Non-Functional Requirement (NFR) 1  can be 
found in business goals gives software and system architects a new lens through 
which to examine and realize the NFRs of software systems. 

 The dimensions of the architectural models along with the number of alternative 
architectural strategies to be applied lead to a situation, where architects have to be 
given support in the candidate architectures exploration. Otherwise, architects man-
ual work is time consuming, and essential design decisions are not always well 
motivated. 

 Model-driven Development (MDD) emphasizes the use of models and models 
transformations as the primary artefacts for automating the software production 
process. However, in a previous study [ 4 ], we showed that there is still a lack of 
MDD approaches, which starting from requirements, benefi t from this automation. 
Most of the MDD approaches only consider system functional requirements, with-
out properly integrating NFRs into their development processes [ 2 ]. Also, 
approaches which make use of the knowledge about architectural strategies imple-
mented as transformations in the context of design space explorations are lacking. 

 There exist several partial solutions to deal with design space evaluation with 
respect to NFRs [ 5 – 7 ] and NFRs in design decisions [ 3 ,  8 ,  9 ]. However, approaches 
which consider these two dimensions in an integrated MDD environment are not 
common. 

 In this paper, we introduce a MDD approach, tailored for embedded software 
architecture design, where architecture refi nements are implemented as model 
transformations driven by NFRs and goals. The approach is fully automated making 
use of: (1)  higher-order transformations  (HOT) in ATL with which to generate 
model refi nements for specifi c design model; (2) extended goals specifi cation from 
an extension of the Requirements Defi nition and Analysis Language (RDAL) [ 10 ]; 
(3) and fi nally the knowledge about the impact of particular model transformations 
of different quality properties. 

 The remainder of this paper is structured as follows. Section  24.2  introduces the 
problem statement, assumptions and challenges. Section  24.3  introduces our 
approach giving details about the use of MDD knowledge to select the architectural 
transformation, and the composition of architecture refi nements. Section  24.4  pres-
ents a case study using a theoretic example to show the feasibility of the approach. 
Finally, Sect.  24.5  presents the conclusions and further work.  

1   Some authors use different names, remarkably “quality attribute requirement” or “quality require-
ment” as a synonymous of NFR. 

G. Loniewsli et al.



297

24.2      Problem Statement and Challenges 

 This section discusses in details the problem that we address in this paper. First, we 
present the inputs and assumptions of our contribution. Then we enumerate the 
challenges raised by current limitations in interpreting this knowledge. 

 To our understanding, MDE processes for embedded systems are keen on 
 providing the level of information considered as the main inputs of the method:

•    The model of a system architecture that represents software and hardware com-
ponents, along with the bindings between them. Such model constitutes a candi-
date solution that could be refi ned or improved through applying tailored 
architectural model transformations.  

•   System NFR and goals that must be met by the system. For example, constraints 
related to: end-to-end data fl ow latency; services response time; availability; and 
power consumption are part of usual NFR of embedded systems. In addition, the 
defi nition of quality goals refi nes some of the NFR into an objective of minimiz-
ing or maximizing a quality attribute. For example, minimizing power consump-
tion. The main difference between a quality goal and a NFR is that the latter 
gives a strict defi nition when to approve or discard a solution while the former 
aims at improving the characteristic of a solution (as long as all the requirements 
are met).  

•   A set of model transformations that implement refi nements or improvements of 
the source model, each of them focusing on increasing the satisfaction of a qual-
ity objective (reducing power consumption, increasing availability, etc.).    

 In the following, we explain the challenges raised by merging this information in 
order to automate design decisions. 

 As explained in the Introduction section, our objective is to take advantage of the 
formalization of (1) requirements, (2) sensitivities, and (3) model transformations in 
order to automate the design space exploration towards an architecture that satisfi es 
requirements and reach goals at best. 

 The fi rst challenge raised by this objective comes from the necessity of solving 
tradeoffs between competing goals. For example, availability can be increased 
by redundancy patterns to the price of increasing the system’s power consumption. 
To the best of our knowledge, there are no existing approaches that would describe 
how to solve the tradeoff between quality attributes expressed as design pattern 
(as a model transformation). When a design pattern is implemented as a model 
transformation improving a quality goal, solving the competition between these 
goals leads to selecting and composing these model transformations. Indeed, trans-
formations are usually defi ned to be generic (like design patterns) whereas they will 
compete with other transformations when used in practice. As a consequence, a 
combination of competing model transformations should be used during the design 
of an embedded system. 

 The second challenge comes from the size of the design space to explore in order 
to study such tradeoffs. To answer this challenge, it is thus of prime importance to 
automate the selection and composition of model transformations. Of course, the 
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quality of the exploration algorithm is very important in this context, as well as the 
implementation of a framework to enable the selection and composition of model 
transformations. The evaluation and optimization of the exploration algorithm is 
left as a future work of this contribution, which focuses fi rst on automating the 
selection and composition of model transformations. 

 Finally, the last main challenge of this approach is the management of dependen-
cies between model transformations, as model transformations can be used sequen-
tially and potentially with an imposed order. In this paper, we consider model 
transformations that apply to a given element as competing and independent trans-
formations: only one of them can be selected and applied to this element indepen-
dently of other transformations.  

24.3      Method Overview 

 At coarse grain, model transformations are grouped into two main categories of 
model transformation languages: (1) rule-based transformation languages, or (2) 
imperative transformation languages [ 5 ]. Rule-based transformation languages, 
such as ATL and QVT-R, are of great interest in our context since they express 
model transformation logics in a way that is easy to interpret and adapt. Indeed, 
modifying the pattern matching part of a transformation rule is suffi cient to modify 
the set of elements this rule applies to. In addition, superimposition helps to com-
bine different sets of rules [ 11 ]. Contrasting with rule-based formalisms, the adapta-
tion of imperative transformation languages requires a deep understanding of the 
control fl ow graph that leads to the execution of one or another transformation. 
Model transformations we deal with in this paper are endogenous (AADL [ 12 ] to 
AADL model transformations) in order to refi ne or improve the architecture of an 
embedded system while representing the result of this refi nement in an analyzable 
model (using AADL as an output language). 

 To facilitate aforementioned pattern matching modifi cations, thus creating new 
model transformation rules in an automated manner, the artifacts described hereaf-
ter have been designed. 

 The Transformation Rules Catalog (TRC) was designed to gather MDD knowl-
edge, describing not only available model transformations, but also their impact on 
quality attributes. Figure  24.1a  presents defi ned metamodel for the TRC artifact. 
Quality attributes are defi ned in the RDAL specifi cation. The impact of a model 
transformation on a given quality attribute is specifi ed by an integer value ranging 
from −5 (very negative effect on the quality attribute) to +5 (very positive impact on 
the quality attribute). It is thus of the responsibility of the transformations specifi er 
to defi ne the impact of each of the transformations on the defi ned quality attributes.

   The Transformations Iteration Plan (TIP) is an artifact with which to describe 
which transformation rules should be applied and how to produce the fi nal 
 architecture refi nement rules. Its metamodel is presented on the Fig.  24.1b . 
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 In the following subsections, we present the overall process that we have imple-
mented in order to automate the specifi c architecture refi nements generation. 
Figure  24.2  illustrates this process and its three main activities.

24.3.1       Candidate Transformation Identifi cation 

 In order to identify the transformations that can be applied to a particular element of 
the input model, we introduce a method based on the steps presented hereafter. 

  Step 1.  Application of the HOT that takes as input the generic model transforma-
tions referenced in the TRC and generates new model transformations that after 
their application on the architecture model produce lists of transformations that can 
be applied to each element of the input model. 

  Step 2.  Execution of transformations generated in step 1. Data collected after 
 executing all of the newly created transformations allow creating a set of tuples 
< element, list of transformations >. It constitutes the output of the pattern-matching 
phase of the transformations execution engine; 

 Figure  24.3  illustrates the ATL implementation of the HOT where rule  TR1  is 
transformed into a new rule  TR1’ . Rule  TR1  originally transforms an input element 
of type  A  (that conforms to  SimpleMetamodel ) into an output element of type that 
conforms to the same metamodel. On the right side of Fig.  24.3  the output of the 

  Fig. 24.1    Metamodels ( a ) transformation rules catalog, ( b ) transformations iteration plan       

  Fig. 24.2    Process schema       
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HOT is a rule  TR1’  that transforms all the elements of type  A  (same pattern match-
ing clause as the original rule  TR1 ) into an output element  out  of type  Result  from 
the  PatternMatching  metamodel (defi ned by us). The output element is then initial-
ized in the following manner:  key  attribute receives the name (a unique identifi er) of 
the element that was matched by this rule, and  value  attribute is initialized with a list 
of names of the matched rules that apply, in this case  TR1 . The execution of the 
rule  TR1 ’ on a given source model conforming to  SimpleMetamodel  outputs a XMI 
fi le containing tuples of all possible rules (among those referenced in TRC) that can 
be applied to each source model element.

   Each of the transformations declared in the TRC, when applied the aforemen-
tioned steps 1 and 2, outputs the result of the pattern matching condition checking 
applied on the model, giving the set of candidate transformations for a given design 
element.  

24.3.2     Transformations Selection 

 We distinguish the following inputs to the selection process: (1) Set of tuples 
 < element, list of transformations > resulting from the candidate transformations 
identifi cation; (2) RDAL specifi cation—information about the quality attributes to 
optimize along with responsible for them architecture elements (sensitivities); (3) 
TRC artifact—information on the judged impact that each transformation has with 
respect to all the quality attributes which are important for the system’s architecture. 

 The output of the selection process is the Transformations Iteration Plan (TIP), 
which defi nes which model transformations should be used in an iteration of the 
architecture refi nement. It consists of the actual tuples < element, transformation > to 
be applied. Figure  24.1b  shows the ecore metamodel of the TIP artifact. 
 Element7ransformation  meta-class defi nes aforementioned tuples describing which 
transformation (attribute:  ruleld ) is going to be applied on which model element 
(attribute:  elementld  is the element’s qualifi ed name which identifi es every element 
in deterministic manner). After the iteration planning, the architecture refi nement 
composition is to be performed. 

rule  TR1 {
from
   in : SimpleMetamodel!A 
to 
    out : SimpleMetamodel!A ( 
       key <- in.qualifiedName ) 

}

rule  TR1’ {
from
    in : SimpleMetamodel!A 
to 
    out : PatternMatching!Result ( 
       key <- in.name ) 
do { 
       out.value.add(‘TR1’); 
} 

HOT

  Fig. 24.3    Schema of the higher-order transformation for pattern matching       
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 The inputs presented above (set of tuples, RDAL specifi cation, and TRC) 
 combines several factors to be considered while analyzing possible architectural 
refi nements. These factors can not be analyzed in isolation, as their complex rela-
tionships have to be considered all together. For this purpose, different multi- crite-
ria decision making methods are known (e.g. AHP [ 7 ]). They can be easily integrated 
to our approach to analyze provided input data from the goals’ specifi cation and 
MDD knowledge. We propose to use simple rules with which to select transforma-
tions of the best possible impact on targeted quality goals. 

 The selection process is illustrated on Fig.  24.4 . In Step 1, we iterate on the ele-
ments for which some applicable transformations were found (candidate tuples). 
For each of these elements, we retrieve from the RDAL specifi cation a list of sensi-
tivities. Sensitivity is simply a reference to a quality attribute from an element of the 
architecture. In the retrieved list, sensitivities are ordered with respect to their prior-
ity in RDAL metamodel. On Fig.  24.4 ,  elementA  is sensitive, by order of impor-
tance, to quality attributes  QA4 ,  QA1  and  QA3 . In Step 2, for each candidate 
transformation to be applied on  elementA , the list of quality impact values is 
retrieved from the TRC specifi cation. E.g.  TR1  has negative impact (−1) on quality 
attribute  QA4 , a positive (+3) impact on  QA1 , and a negative impact (−2) on  QA3 . 
In Step 3, values obtained in step 2 are then used for the selection of rules to be 
applied. Our tool performs pair-wise comparisons considering the priority of the 
quality attribute and the impact value. However, different multi criteria decision 
making methods can be applied here. In Step 4, the output of the selection process 
is a list of transformations to be applied on particular model element. They are 
ordered from the best to the worst with respect to the quality properties that should 
be taken into account. Optimal refi nement selection is a very challenging task. 
However, our selection algorithm along with the refi nements generation provides 
means to review the refi nements space in an effi cient manner. Identifi ed solutions 
should be evaluated in the proposed in TIP order, validating the correctness of the 
identifi ed refi nements if the already search solutions are not satisfactory, and alter-
natives have to be explored.

  Fig. 24.4    Transformations selection process       
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24.3.3         Transformations Composition 

 The composition of architecture refi nement is performed by using the HOT to trans-
form original rules into a new set of rules which are going to be applied on particu-
lar model elements. This process takes as input the rules defi nitions (TRC) and also 
the refi nements confi gurations (TIP). 

 Figure  24.5  illustrates the realization of mentioned above refi nements generation 
with an ATL implementation of the HOT where rule  TR1  is transformed into a new 
rule  TR1” . Rule  TR1  was originally specifi ed to transform all the elements of type 
A in source metamodel  SimpleMetamodel. TR1”  uses the transformation mecha-
nism of the original rule but with a limited set of elements for which this rule has 
been selected: as depicted on Fig.  24.5  (changed pattern matching condition in the 
output transformation  TR1” ).

   Finally, the framework implemented to support presented process executes gen-
erated model transformations on the input AADL model to produce a refi ned AADL 
model. If the evaluation of the output model is not satisfactory, the architect has the 
possibility to continue the design space exploration from step 2 (i.e. transforma-
tions selection), to produce output models with different results in terms of quality 
attribute. 

 Next section details designed intermediate artifacts and shows their use in the 
automation of the complete process introduced in this section.   

24.4      Case Study 

 Architectures of embedded systems are frequently very large models where many 
competing quality attributes have to be taken into account. At the same time, the 
amount of possible architectural refi nements increases as developers are becoming 
familiar with model-driven techniques. However, the complexity and the dimen-
sions of the solution space make that fi nding the most correct solution is a challeng-
ing, time-consuming task. 

 In this section, we present a case study where given candidate architecture is 
refi ned in order to ensure the satisfaction of two quality attributes:  MemoryFootprint  

rule  TR1 {
from
   in : SimpleMetamodel!A 
to 
   out : SimpleMetamodel!A ( 
      elem <- in.elem )

}

rule  TR1’’ {
from
    in : SimpleMetamodel!A (
       in.elemID = ‘elem1’ or … or
       in.elemID = ‘elemN’ ) 

to 
       out : SimpleMetamodel!A (
         elem <- in.elem )

} 

HOT

  Fig. 24.5    Schema of the HOT for actual transformations generation       
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and  TimingPerformance .  Memory footprint  refers to the amount of memory 
resources that the running system needs for proper execution. It is one of the 
 characteristics of embedded systems which possess limited memory resources. 
Optimization of this quality property is often a challenging task.  Timing perfor-
mance  is one of the most important quality properties of embedded real-time 
 systems. At design time, architects have to ensure that it is possible to satisfy the 
imposed on the system timing constraints. The application of the process presented 
in this paper is automated by JAVA/ATL implementation. 

 This case study bases on a theoretical example to show how our approach deals 
with the complexity of embedded systems’ architectures design. In this example, 
where input model consists of 4 elements, 2 transformations apply to 3 of them, and 
another 2 transformations apply to the fourth element. Thus we get ten alternative 
possible architectures. Even in this very simple example, the automation of archi-
tectural refi nement proves benefi cial, as the different refi nement combinations are 
not always easy to be confi gured manually. 

 Figure  24.6a  presents a simple system specifi cation where three threads of type 
 Producer  ( T1 ,  T2 ,  T4 ) interact with one  Consumer  thread ( T3 ) through event data 
ports. Moreover, the specifi cation consists of the defi nitions of a system, one pro-
cessor with one process running.

   In the requirements specifi cation (RDAL), important quality attributes are 
assigned to elements of the architecture. This assignment is called  sensitivity . 
It indicates the quality attributes to be considered while transforming sensitive 
 elements. In our example, connections  cnx1  and  cnx2 , as well as input event data 
port  p_in  are sensitive to  MemoryFootprint  while for  cnx3  the priority is assigned to 
 TimingPerformance  (see Fig.  24.6b ). 

 In our example, TRC consists of four rules. Rules  TR2  and  TR4  are specifi ed to 
transform an  in event data port  and rules  TR1  and  TR3  apply to a  connection . 
These transformations can be used to implement lock-free queues for managing 
delayed communications between periodic tasks [ 13 ]. The underlying theory is 

  Fig. 24.6    Case study artifacts: ( a ) AADL specifi cation, ( b ) RDAL specifi cation       
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presented in [ 14 ]. Transformations  TR1  and  TR2  implement queues accesses with 
lookup tables that contain indexes of the queue which a task can access for each of 
its activation (over a hyper-period). Transformations  TR3  and  TR4  implement 
queues accesses by computing indexes at runtime. Thus,  TR3  and  TR4  consume 
more memory but less CPU time in comparison to  TR1  and  TR2 . Details about 
their infl uence on particular quality attributes can be found in Table  24.1 .

   In order to validate the different steps described on Fig. 24.3  Sect. ( 24.3 ), we have 
executed the process on the use-case described in previous subsection. Several con-
fi gurations of the architectural refi nements have been automatically identifi ed and 
necessary tailored transformations have been generated. Figure  24.7  shows the out-
put of that process for two successive iterations of the selection algorithm.

•     For iteration 1, the result shows that the architecture refi nement will contain dif-
ferent transformations applied to different model elements, since three elements 
of the input model are sensitive to  MemoryFootprint  quality attribute, they are 
transformed by the low memory footprint version of available transformations 
( TR3 ). One input element is transformed by the transformation resulting in lower 
CPU consumption, as this element is primarily sensitive to  TimingPerformance .  

•   For iteration 2, the identifi ed architecture refi nement sets the transformation that 
is preferable for improving the  TimingPerformance  of the architecture ( TR1 ) on 
one more element of the input model in comparison to the iteration 1 (element 
highlighted by a dashed line on Fig.  24.7 ).    

 The resulting architecture refi nements produced in each of the iterations are next 
executed in RAMSES execution framework [ 13 ], producing candidate architectures 
that need to be validated by the analysis tools and domain experts. 

   Table 24.1    Quality impact from transformation rules catalog   

 Transformation Rule 

 TR1  TR2  TR3  TR4 

 Quality property  Memory Footprint  −4  −4   2   2 
 Timing Performance   5   5  −3  −3 

  Fig. 24.7    Identifi ed architectural refi nements (TIP artifact)       
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 The main outcome of this contribution is to automate the design space explora-
tion, based on the selection and composition of legacy transformations in architec-
tural refi nement and improvement processes. The performed case study shows 
design space exploration by the automated production of different candidate archi-
tectures. Moreover, it proves to be useful in rapid prototyping and evaluation of 
embedded systems architectures, with respect to specifi ed quality properties.  

24.5      Conclusions and Further Work 

 It is well accepted in the software architecture community that goals and quality 
attribute requirements are the most important drivers of architecture design [ 15 ]. 
However, dealing with several competing goals and quality attribute requirements 
to perform well-informed architectural design decisions is not an easy task. MDD 
techniques, based on explicit modeling of these goals and quality attribute require-
ments, and design decisions (this latter as model transformations) will allow not 
only to perform automated and documented design decisions but to preserve impor-
tant architectural knowledge. In this paper, we introduced a specifi c MDD approach 
tailored for embedded software architecture design with the aim of helping software 
architects to perform these informed design decisions based on automating the 
selection and composition of competing model transformations [ 16 ]. The main con-
tribution of the paper is to bring together quality attribute requirements to design 
decisions (represented as model transformations) and to use this information to 
automate the selection of architectural refi nements based on these relationships. 

 Currently, some improvements are being planned in the architecture refi nement 
framework, among them: integrating an evaluation process for the resulting archi-
tecture to quantitatively measure the resulting architecture (regarding the goals and 
quality requirements stated); reviewing the RDAL metamodel to be able to capture 
more expressive requirements; and enriching our implementation tool by adding a 
user-friendly interface to allow architects to easily defi ne and test different architec-
tural transformations. Finally, we are developing a tool framework to automate all 
this process and we are planning to use this tool to conduct an industrial case study 
in the context of a medium-size embedded system development project.     

  Acknowledgments   This research work is partially funded by the “Chaire Ingénierie des Systèmes 
Complexes” and by the MULTIPLE project (MICINN TIN2009-13838).  
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processes. Simulation models offer the ability to experience different decisions and 
analyze their results in systems where the cost or risk of actual experimentation are 
prohibitive. BPMN models are not directly executable nor is it possible to simulate 
their behavior in various input parameters. This paper proposes the application of 
model-driven engineering (MDE) to integrate the defi nition of business processes 
with Discrete- Event Simulation (DES) as a tool to support decision-making. 
We propose a platform independent DES metamodel and a set of rules, to automati-
cally generate the simulation model from BPMN 2.0 based business process in 
accordance with previous metamodel.  
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25.1          Introduction 

 Due to the changing and competitive environment facing organizations today, it 
is necessary to keep alive the concept of continuous improvement towards 
excellence. 

 Organizations need to be agile and fl exible to meet the continuous changes that 
are subjected (e.g. change in customer needs, in applicable law or technology avail-
able at the organization’s staff) be effective and effi cient if they want to build their 
business in the medium and long term. The business and technical layers must be 
able to combine their efforts. 

 In the business context, Business Process Management (BPM) is harnessing the 
continuous changes suffered by organizations in the value chain and, therefore, in 
their processes. BPM techniques enable analysts to handle all aspects of these 
processes. However, today, there remains a signifi cant gap between the analysts and 
software engineers who must develop applications that support (all or part) the busi-
ness process. 

 Simulation models offer the ability to experience different decisions and analyze 
their results in systems where the cost or risk of actual experimentation are prohibi-
tive. At company level, the simulation of processes associated with business can be 
very helpful for making strategic decisions, tactical and operational. 

 The business process modeling is the representation of the activities of the busi-
ness processes of an organization to be analyzed and improved [ 13 ]. Currently, 
BPMN 2.0 [ 10 ] is used to model business processes, which is an evolved version of 
BPMN 1.0 [ 9 ] which is considered the de facto standard for this. However, BPMN 
models are not directly executable nor is it possible to simulate their behavior in 
various input parameters. Thus, for these models resulting from greater utility, par-
ticularly during the decision-making process, it would be interesting to transform 
them into others who can simulate and analyze. 

 Today there are several tools for modeling business processes, but they do not 
allow their simulation in the broad sense of the word. Similarly, it is possible to fi nd 
numerous simulation tools, although not specifi cally designed to simulate business 
processes. 

 This paper proposes the application of model-driven engineering (MDE) to 
integrate the defi nition of business processes with Discrete-Event Simulation 
(DES) as a tool to support decision-making. We propose a platform independent 
DES metamodel and a set of rules, to automatically generate the simulation 
model from BPMN 2.0 based business process in accordance with previous 
metamodel. 

 The rest of the paper is organized as follows. First, we present the state of the art 
and related work in Sect.  25.2 . Then Sect.  25.3  exposes the problem statement. 
Basic concepts related to DES are introduced in Sect.  25.4 , which precedes the 
metamodel showed in Sect.  25.5 . A case study is presented in Sect.  25.6 . Finally, 
Sect.  25.7  shows the conclusions and directions for future research.  
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25.2      Related Work 

 In this section we present related work on the subject. The term Software Process 
Simulation Modeling (SPSM) comes from the fi rst ProSim workshop in 1998 in 
which Kellner, Madachy and Raffo (KMR) discussed the “why, what and how” of 
process simulation [ 7 ]. They identifi ed the questions and issues that simulation 
could be used to address, the scope and variables that could be usefully simulated 
and the modeling approaches that could be employed. 

 Ten years later Zhang et al. [ 14 ] performed a systematic literature review of soft-
ware process simulation papers fom the ProSim series 1  and they analized the facts, 
trends and future research directions. They identifi ed as major trends: (1) system 
dynamics (SD) and discrete-event simulation form the main stream of SPSM para-
digms; (2) new simulation paradigms continue to be introduced; (3) continuous 
modeling gradually lost its dominant position in SPSM research in comparison with 
discrete approached during the decade; (4) most of newly introduced paradigms 
enhanced the research capability at the micro-process level; (5) in recent years, 
micro- processes have been attracting more simulation researchs. They identifi ed 
the following future research directions: (1) more recent modern software develop-
ment processes need to be further investigated (e.g. agile, open-source and global 
development; (2) more new simulation paradigms need to be experimented and 
introduced; (3) more attempts are needed to effectively tackle the uncertainty of 
software process in practice; (4) hybrid simulation models should address more 
than SD and DES in vertical integration; (5) process simulation models should 
become more reusable, which makes them easier to build. 

 Raffo et al. [ 12 ] described in detail how Process Simulation Modeling supports 
each of the various CMMI Process Areas from level 2 through level 5. They pointed 
out some of the tangible benefi ts that PSIM can provide: (1) selection of the best 
possible development process, quality assurance strategy, or set of tools for a given 
project, situation or circumstance; (2) improved project planning through the use of 
an objective and quantitative basis for decision making; (3) enhanced project execu-
tion and control through PSIM’s ability to quickly evaluate alternative responses to 
unplanned events; (4) a deeper understanding of the many factors that infl uence 
success for complex software development projects; (5) enhanced ability to com-
municate process choices and alternatives; (6) an objective way for project manag-
ers to answer diffi cult questions such as “Will adding resources early in the project 
really reduce overall project cost?”. 

 van der Aalst et al. [ 1 ] focused on the behavior of resources and propose a new 
way of characterizing their availability. Experiments show that it is possible to 
capture human behavior in the business processes of a much better way. By incor-
porating best resource characterization tools, business process simulation can fi nally 
fulfi ll his promise slope. 

1   Proceedings of International Workshop on Software Process Simulation Modeling (ProSim) and 
International Conference on Software Process (ICSP), and the special journal issues. 
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 Guizzardi et al. [ 5 ] present a Discrete-Event Simulation Ontology that defi nes 
the basic concepts that any general purpose DES language should support in order 
to evaluate DES languages. Then they make a study of how they adapt the basic 
elements of BPMN models to represent Agent Based Simulation to analyze the 
following properties: consistency, completeness, clarity and conciseness [ 6 ]. 

 Onggo et al. [ 11 ] propose the use of BPMN to represent a conceptual model of 
Agent-Based Simulation. BPMN is widely used by organizations and can serve for 
business users adopt Agent Based Simulation to design this visual modeling tool 
called ABMN Designer (Agent-Based Model and Notation Designer). 

 Cetinkaya et al. [ 3 ] proposed a Model Driven Development work environment for 
Modeling and Simulation (MDD4MS). This environment includes: (1) the life cycle 
of Modeling and Simulation; (2) the defi nitions for conceptual metamodel for BPMN 
what you have selected; (3) the stages of modeling, specifi cation, for which they have 
chosen DEVS (Discrete-Event System Specifi cation), and implementation; (4) the 
transformation of metamodels; (5) and a tool architecture for the overall process.  

25.3      Problem Description 

 In this section we describe the context of the problem we want to solve. As dis-
cussed in Sect.  25.1 , today is very important for organizations to have business 
processes that are fl exible and can be adapted to the dynamic conditions of a global 
market increasingly competitive. The modeling and simulation of business pro-
cesses have become an essential tool for scenario analysis and the results would 
anticipate changes before they occur to support decision-making. 

 Currently, those responsible for modeling business processes need to have 
experts in simulation to obtain the corresponding models and carry out the tests 
because, they do not know simulation tools. This implies that the BP modeler must 
defi ne any process change, the variables to be adjusted and the elements for analyz-
ing, then the simulation team creates and executes the simulation model. After that, 
the BP modeler is responsible for interpreting the results to decide how to improve 
the BP defi ned. This process is shown in Fig.  25.1a .

   This gap between the BP modeler and simulation experts may create inconsisten-
cies between what the BP modeler wants to analyze and how it is interpreted by the 
technical team, it makes more diffi cult to create new scenarios for analysis and 
interpretation of simulation results can be subjective regarding the BP domain. 

 Ideally, BP modeler could also perform simulation. It is essential to develop tools 
that enable BP designers: (1) automatically obtain simulation models from BPMN 
models of their business processes, (2) complete such models with initial values of 
the simulation parameters and (3) generate the input fi le for execution on a particu-
lar simulation tool. 

 To this end, we propose a MDE approach [ 4 ] to address this problem by follow-
ing the fl ow defi ned in Fig.  25.1b , which we explain in more detail below:

•    First, the BP designer must create a model of your business process. This model 
must conform to the BPMN 2.0 metamodel.  
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•   Then the model developed in the previous step will become an extended BPMN 
model. This model contains all the information of the original model and a set of 
parameters, initially empty, necessary for process simulation. To automate this 
task we implement both the Extended BPMN metamodel and the corresponding 
M2M transformation.  

•   At this point, the designer must set (manually) the specifi c values for the param-
eters of the model generated in the previous step for those who want to carry out 
the simulation.  

•   Once the extended BPMN model was completed, it will be transformed into a 
simulation model independent of the concrete platform on which fi nally will 
perform the simulation. To automate this task we implement both the metamodel 
and the corresponding PIM Simulation M2M transformation.  

•   Then, using M2T transformations (to be defi ned once for each considered simu-
lation platform), we will obtain the input fi les that can be executed in the corre-
sponding simulation tools, for example, Vensim 2  or AnyLogic. 3   

•   The simulation results will be interpreted by the BP Modeler to take the appro-
priate decisions.    

 In summary, the MDE proposed approach contains a number of metamodels and 
transformations between them, as shown in Fig.  25.2 .

2   http://www.vensim.com 
3   http://www.xjtek.com 

  Fig. 25.1    Business process modifi cations decision-making problem and BPMN to DES 
integration       
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25.4         Discrete-Event Simulation 

 A  model  is an abstraction or a simplifi ed representation of a complex system that 
can be real or conceptual. A model is designed to show certain characteristics of the 
system that you want to study, predict, modify or control. Therefore, a model 
includes some aspects, but not all, of the system to be analyzed. 

 A  simulation model  is a computational model that has the characteristics cited 
above and which represents a dynamic system. Simulation models offer as main 
advantage the possibility of experiencing different decisions and analyze their 
results in systems where the cost or risk of actual experimentation are prohibitive. 
Furthermore, the simulation allows the analysis of systems of such high complexity 
that are impossible to represent by static models. 

 The common goal of simulation models is to provide mechanisms for experi-
mentation, prediction of behavior, resolution of questions of the type  What would it 
happen if … ?  and learning of the system represented, among others [ 3 ]. 

 A  Discrete-Event Simulation Model  is one in which the model state changes 
occur at discrete points in time, which are the events [ 8 ]. Measuring the time of the 
simulation is given in units of time, appropriate for the system in question. 

 The main components involved in DES are [ 2 ]:

•     Entities : they are the objects that move, change state and interact with others 
through the system. Some are permanent, they are found always in the system, 
and temporary staying for a limited time.  

  Fig. 25.2    MDE approach from BPMN to DES       
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•    Attributes : they identify entities, they include a number indicating the time of the 
next event.  

•    Variables : they refl ect the characteristics of the system as a whole. They are not 
associated with entities, although they may be modifi ed by them. they can be 
predefi ned by the simulation software or be set by the user.  

•    Resources : they are a special type of entity used by other entities to perform an 
action. An entity requests a resource. When assigned uses and releases it later.  

•    Queues : they are the place where entities expect when they can move, for exam-
ple, because the resources needed are not available.  

•    Activities : they are functions that resources perform over entities. Any activity 
can have a defi ned duration, empirical or stochastic, but can also be defi ned with 
a fi ctional length. In each often be quoted an entity with one or more resources. 
The tasks performed in each process would be our system activities.  

•    Events : they are facts that occur in a given time, and which rise to changes in the 
state of a system entity. They may be endogenous, if given by conditions of the 
model, or exogenous, if the causes are external. Keep in mind that during an 
activity can not be given any event.     

25.5      DES Simulation Metamodel 

 In order to develop the proposed MDE approach, as we have shown in Fig.  25.2 , it 
is necessary to have a Platform Independent DES metamodel. In this paper we pro-
pose the metamodel presented in Fig.  25.3 .

   A model consists of  Parameters ,  Variables ,  Events ,  Institutions ,  Activities  and 
 Transitions . On one hand  Entities  are related to  Events  that can cause a change of 
state in the same as a trigger condition, and the  Activities  that will act on them per-
forming a particular action (i.e. create, add to the queue or destroy) expressed 
through the action link attribute. The  Event  may occur when given a certain condi-
tion and activation value, which are its attributes. 

 On the other hand,  Activities  that act on the  Entities  can be of three types:  initial , 
 fi nal  and  intermediate . The  initial  is what starts the process simulation using an 
activation function and a value, the  fi nal  contains an attribute that collects informa-
tion in order to end the simulation and the  intermediate  activities are those that 
allow the process to move forward and keep your life in that attribute.  Transition  
class allows passage from one  Activity  to another, and subclass represents the alter-
native decision between two  Activities , depending on the evaluation of a condition. 
Any  Transition  has an activity of  origin  and a  destination . 

 Figure  25.4a  shows the graphical representation of the elements which form a 
pattern of discrete-event simulation for modeling according to the defi ned 
metamodel. Once we have defi ned the metamodel, it is necessary to establish a 
model-to-text transformation scheme in order to obtain the fi les that serve as input 
to a simulation tool. Figure  25.4b  shows the relationship between our DES 
metamodel elements and basic elements of AnyLogicTM Enterprise Library tool 
for discrete-event simulation.
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  Fig. 25.3    DES metamodel. ( a ) DES elements model graphic representation. ( b ) Metamodel trans-
formation from DES elements to AnyLogic       

  Fig. 25.4    DES model graphic representation and M2T transformation to AnyLogic       
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25.6         Case Study 

 To validate our proposal, we propose a simulation model for customer service 
process in a bank branch. Customers are coming to the branch and, on arrival, they 
decide if they want to perform the operation that requires the intervention of an 
employee of the branch or can do it themselves in the Automated Teller Machine 
(ATM). If they decide to use the ATM, there may already be another client using it, 
so they must wait in line. Conversely, if required attention window, head to one of 
the windows that are free or, if all are busy, wait in line for their turn. 

 Having a simulation model of a system like this allows management of the 
branch test different decisions regarding the allocation of staff to the windows 
depending on the demand at different times of the working day and analyze the 
effects of these decisions toward implementing a solution that optimizes the results. 

 The input parameters for the simulation of this process are set to the following 
values:

•    Arrival rate of people in the offi ce: 1.7 persons/minute.  
•   Average shooting time cashier: Triangular (0.5, 1, 1.5).  
•   Probability of using ATM: 50%.  
•   Number of windows: 4.    

 The discrete-event simulation model for this example, compliant with our DES 
metamodel, is shown in Fig.  25.5 .

   Following the model transformation scheme that we have presented in Fig.  25.4b , 
we obtain the simulation model specifi cally for AnyLogicTM shown in Fig.  25.6 .

   The simulation of DES model with the initial parameters presented above, would 
give the results as shown in Fig.  25.7 . In view of these results, the business process 
modeler can make decisions, to do that, just run different simulations, with the only 
effort to make the business process and change, through the interface, the initial 
parameter values.

  Fig. 25.5    DES simulation model       
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  Fig. 25.6    AnyLogicTM simulation model       

  Fig. 25.7    Simulation results       

25.7         Conclusions and Future Work 

 Simulation models offer the opportunity to experience different decisions and ana-
lyze their results in systems where the cost or risk of actual experimentation are 
prohibitive. They also favor the study and decreased risks and advise management 
on the strategic, tactical and operational, therefore, they can be considered as a very 
important tool in business to facilitate decision making at the time of defi ne and 
model business processes. 
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 In this paper we proposed a metamodel in order to, from a BPMN 2.0 based 
description of business processes, automatically generate the simulation environ-
ment that can be executed using any of the existing simulation platforms. Our 
proposal focuses on reducing the gap between the team that defi nes the processes 
and technical staff that supports the simulation infrastructure. 

 The case study allowed us to conceptually validate the proposal, so that our 
future research will focus on: (1) generating a user interface that facilitates the 
designer confi guring the simulation parameters; (2) making use of MDE by trans-
formation rules for model-to-text (M2T) automatically generating the specifi c lan-
guage model for various simulation platforms (3) developing the diverse metamodels 
and transformations model-to-model (M2M) which must provide an environment 
that integrates BPMN with DES following a MDE approach (4) approving the pro-
posal with empirical studies and case studies in the industry.     
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    Chapter 26   
 A Pattern-Based and Model-Driven Approach 
for Deriving IT System Functional Models 
from Annotated Business Models 

                Javier     Berrocal     ,     José     García-Alonso     ,     Cristina     Vicente-Chicote     , 
and     Juan     Manuel     Murillo    

    Abstract     Companies increasingly demand IT systems to support (part of) their business. 
In order to maximize return on investment, these systems need to be perfectly aligned 
both with the business and with the legacy applications with which they will be inte-
grated. In this vein, this paper presents a pattern-based and model- driven approach for 
deriving IT system functional models from annotated business models. First, we 
explain how to annotate the BPMN 2 business models with information useful for 
deriving the functionalities. Then, we introduce a set of patterns aimed to help identi-
fying the functionalities and the relationships existing among them from the annotated 
business models. Finally, we present an ATL model transformation that, based on the 
previous patterns, allows us to obtain UML2 Use Case Diagrams.  

  Keywords     Business-IT alignment   •   Business Process Models   •   Requirements 
Models   •   Requirements Relationships   •   Pattern-Based Model Transformations  

26.1        Introduction 

    In the development of a software system, the business has to be deeply analysed in 
order to understand the organization’s goals, its tasks and strategies, and the context 
with which the system has to interact [ 7 ]. Thus, the software engineer can clearly 
identify the system requirements aligned with the business [ 14 ]. 

 Currently, there are proposals, such as BPCM [ 12 ] or BMM [ 5 ], offering some 
guidelines for documenting this knowledge, so that it can be later analysed to defi ne 
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the system requirements aligned with it. In order to facilitate this analysis, some 
approaches, such as those proposed by Siqueira and Silva [ 16 ] and de la Vara and 
Sánchez [ 21 ], offer different mechanisms for deriving the functional requirements 
from the business specifi cation. These requirements capture the intended behaviour 
of the system [ 22 ]. 

 However, these approaches do not cover the derivation of the relationships 
between functionalities or between them and other business elements (e.g., legacy 
systems). Requirements relationships concern actions performed on one require-
ment that may affect or interact with other elements [ 9 ]. Identifying these relation-
ships in the early stages of the development is crucial to achieve the business-IT 
alignment. Otherwise, the system might need to be re-implemented or even re- 
designed [ 9 ], usually meaning higher costs and project delays. 

 There are some approaches dealing with the identifi cation of relationships 
between functional requirements. In particular [ 10 ,  18 ], like the present work, are 
focused on the analysis of business processes. While the aforementioned approaches 
adequately meet a range of possible relationships, they do not address some situa-
tions (e.g., Use Cases covering exception fl ows) and relationships (e.g.,  include  
relationships) that need to be covered to achieve a complete alignment. 

 The work presented in this paper tries to overcome some of these limitations by 
(1) providing an algorithm for annotating BPMN 2.0 [ 6 ] business models with 
information relevant for extracting IT system functionalities from them; (2) defi ning 
a comprehensive set of patterns for deriving the relationships existing among them 
from the annotated business models; and (3) a set of model transformations 
 implemented in ATL [ 2 ] that, relying on the power of Model-Driven Engineering 
(MDE) techniques [ 17 ], and based on the previous patterns, allow us to obtain 
UML2 Use Case Diagrams. The proposed approach aims to improve the business-
IT alignment reducing the risk of system integration problems from the earliest 
stages. This work is part of a more extensive work that advocates for making the 
relationships between business elements and requirements explicit, so that they can 
be reused during the overall system design process [ 4 ]. 

 The rest of the paper is organized as follows. Section  26.2  motivates the research 
and presents the case study used to illustrate the proposal. Section  26.3  outlines the 
overall research line in which this work is framed. Section  26.4  proposes a method 
for annotating business processes. Section  26.5  presents the patterns and the ATL 
transformations defi ned for identifying the requirements relationships. Section  26.6  
reviews some related works and Sect.  26.7  draws the conclusions and future works.  

26.2      Motivation 

 Business Driven Development is a discipline aimed at developing IT systems 
aligned with the business [ 3 ]. Approaches, such as [ 5 ,  12 ], support this discipline by 
specifying how to document the business information. Business processes specifi ed 
at a business analysis level with these approaches can be used for specifying the 
functional requirements required to support them [ 19 ]. Figure  26.1  shows a process, 
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modeled with BPMN, for handling the orders of an online-shop. A description of 
this notation can be found in [ 1 ]. This fi gure only shows the part of the process rel-
evant to the present study. This model gathers information related to the task 
sequencing, the roles responsibilities, and the input and output data.

   Some approaches defi ne methods that facilitate the derivation of Use Cases [ 10 ] 
or Tasks Descriptions [ 21 ] from business processes. For example, in [ 21 ], the 
authors defi ne a new BPMN fl ow connector to specify which tasks are executed 
consecutively. All consecutive tasks are then mapped to a Task Description. For the 
online-shop example, the engineer could use this connector to map all the consecu-
tive fl ow nodes concerning the placing of an order to a Task Description, and all the 
consecutive fl ow nodes concerning its validation to another one. 

 For improving business-IT alignment, it is not enough to extract functional 
requirements from business models; it is also essential to explicitly identify the 
relationships among them. For instance, in the online-shop example, let us associ-
ate a Use Case to each of the two Task Descriptions previously described (order 
placement and order validation, respectively). As shown in Fig.  26.1 , if any order 
is modifi ed before being validated, it is made again. In order to document this 
interaction, a relationship between the two Use Cases needs to be defi ned. If it is 
missed, a source of misalignment will be introduced that will need to be corrected 
in a later stage. 

 Currently, some works defi ne patterns for deriving the relationships between Use 
Cases from process models. In [ 10 ] and [ 18 ] two patterns are defi ned. Although these 
patterns are really useful, some relations are beyond their control (e.g., the relations 
between Use Cases identifi ed in exception or in parallel fl ows). For example, in the 
online-shop example, two fl ows are merged into one by a parallel gateway. If these 
fl ows are supported by different Use Cases, there should be an  include  relationship 
between them. This relation cannot be identifi ed by the previous patterns. 

  Fig. 26.1    Business process for handling the orders of an online-shop       
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 In order to overcome this limitation, we have identifi ed additional patterns 
addressing different situations for which relationships can be derived from the 
business models. Furthermore, some of these new patterns also take into account the 
relations between requirements and other business elements, such as legacy 
systems. These relations can help avoiding system integration problems in later 
development stages.  

26.3       Annotating the Business Processes for Deriving 
the System Functionalities and Design 

 The research presented in this paper is part of a more extensive work aimed to make 
the relationships between business elements and between requirements explicit, so 
that they can be reused during the system design. A complete specifi cation of the 
work can be found in [ 4 ]. This work proposes new activities focused on the specifi -
cation and analysis of these relations. These activities are the following:

•     Model the context information . The business processes are annotated with 
 information, fi rstly, on the relationships between process tasks and business goals 
or legacy systems and, secondly, on the system functionalities that are going to 
support the business tasks. A set of annotations has been defi ned to model this 
information. These annotations are added to the model by the engineer.  

•    Defi ne the requirements relationships . The relationships between the system 
requirements are specifi ed. To identify these relationships from the previously 
annotated business processes, a set of patterns and ATL model transformations 
have been defi ned. In addition, these transformations automatically derive the 
system functional models.  

•    Analyse the requirements relationships . The requirements and their relationships 
are analysed with the aim of delimiting the architectural patterns that facilitate 
their fulfi lment. We have defi ned model transformations to facilitate this task.    

 This paper focuses on part of the fi rst and second activities. Specifi cally, for the 
fi rst activity, it indicates how the business tasks are annotated with the functional 
requirements and the legacy systems that support them. For the second one, it details 
how to automatically derive the system functionalities and their relationships.  

26.4       Annotating the Business Processes 

 This section describes the methodology guiding the business expert and the require-
ments engineer in the annotation of the business processes (activity 1 in Sect.  26.3 ). 
These annotations document the legacy systems and the Use Cases that are going to 
support each business task. 
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 Once the processes have been modeled, using some of the techniques previously 
indicated, fi rst, the engineers should indicate what business tasks are already sup-
ported by legacy systems. In order to model this information the  Group  artifact is 
used. This artifact groups fl ow elements by a specifi c criterion. This criterion is 
specifi ed by the  Category Value  attribute. Each Legacy System (LS) is modeled in 
the business process using a group with  Category  “LS” and  Value  “the LS’s name”. 

 Figure  26.2  shows the online-shop example process annotated with the legacy 
system “LS: Stock Control”. This legacy system supports the “Restore Stocks” sub-
process and the “Reject Order” task. Thus, the points in which the new system has 
to interact with this legacy system are also apparent in Fig.  26.2 .

   Subsequently, the support the new system is going to provide to each business task 
has to be defi ned. To do so, the engineers and the business experts have to discuss 
what tasks are going to be  automated , which are going to be performed with the 
 support  of the system, and which are going to be done  manually . To model this infor-
mation, a task is annotated as  Service Task  if it is going to be automated,  User Task  if 
it is going to be supported, or  Manual Task  if it is going to be done manually. 

 Figure  26.2  shows the online-shop example process annotated with the kind of 
support that the system has to provide to each task. For example, the tasks “Make 
Order” and “Validate Order” have been defi ned as supported tasks. 

 The next step is the identifi cation of the system functionalities required to support 
the process. For that purpose an algorithm is proposed. The algorithm ensures that 

  Fig. 26.2    The online-shop example process annotated with the BUCs       
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Business Use Cases (BUC) 1  are identifi ed at a proper granularity. It is based on the 
Cockburn’s “Coffee-break” rule [ 8 ] and on the “Step” concept [ 10 ]. Both rules indi-
cate that a Use Case is a set of tasks that an actor can do without interruption. 

 The following pseudo-code presents the proposed algorithm. As we did before 
with the legacy systems, we use the  Group  artifact to model each identifi ed BUC. The 
 Category  of all these groups is “BUC” and their  Value  is “the BUC’s name”. 

26.4.1     Algorithm for the Identifi cation of Business Use Cases 

     1. Begin with the fi rst element of the business process.  
  2. All consecutive fl ow elements are part of the same BUC.  
  3. A BUC ends when:  

   A.  The control fl ow passes from one Lane to another.  
   B.  There is a time transition between tasks. This is:  
      I. There is a task marked as manual.  
      II.  There is an intermediary event or a 

sub-process.  
      III.  There is a communication with an external 

agent.    This indicates the start (input of 
data) or end     (output of data) of the BUC.  

      IV.  There is a task performed by a legacy 
system.  

   C. The end of the process is reached.  

 Figure  26.2  also shows the BUCs identifi ed for the online-shop process. For 
instance, the “BUC: Check Order” groups the elements for checking the order until 
the result is sent to the customer. Modeling these elements in the BPMN diagrams 
provides the engineer with a fi rst approximation to the system functionalities, and 
facilitates their discussion with the business experts. 

 The annotation of the business process is a guided set of activities in which the 
business expert and the requirements engineer have to analise them in order to anno-
tate the business tasks. Nevertheless, the identifi cation of the business tasks already 
supported by legacy systems can be semi-automated [ 15 ]. Also, the algorithm for 
the identifi cation of BUCs can be implemented in order to provide a possible set of 
functionalities supporting the process tasks.   

1   The term “Business Use Case” is used here to group business tasks, even though it is similar to 
the term System Use Case [ 8 ]. 
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26.5      Deriving the Functional Requirements 
and their Relationships 

 This section details how the new IT system functional requirements (defi ned using 
a Use Case Diagram) and the relationships among them are automatically derived 
from the annotated business processes by means of an ATL model transformation. 

26.5.1     Deriving the Use Cases 

 Once the BUCs have been modeled, it is possible to derive a Use Case Diagram 
from the annotated processes. First, the actors are extracted. These are the roles 
responsible for each business task (modeled in BPMN with Pools or Lanes), and the 
legacy systems with which the new IT system has to interact (modeled with the 
Group artifact and the  LS  category). Then, each BUC is mapped to a Use Case. 

  rule lane2Actor{  
  from lane : inMM!Lane  
  to actor: outMM!Actor ( name <- lane.name,  

                   generalization <- generalization),  
  generalization : outMM! Generalization(  

                          general <- lane.getParent())
}  

 An excerpt of the ATL transformation implemented to derive Use Case Diagrams 
from the annotated business models is shown above. This excerpt presents a trans-
formation mapping each lane to an actor. In addition, it creates a generalization 
relationship between the created actor and the actor extracted from the pool or the 
lane containing the processed lane. For the online-shop, an actor depicting the Store 
lane and a generalization between this actor and the Web-Shop actor are created. 

 Figure  26.3  shows the Use Case Diagram generated after applying the ATL trans-
formation to the process illustrated in Fig.  26.2 . The resulting diagram has been 
arranged with UML2Tools [ 11 ]. As shown in Fig.  26.3 , all the pools, lanes and LSs 
have been transformed into actors, and all the BUCs have been transformed into Use 
Cases. Besides, the transformation also creates the relationships between actors and 
between Use Cases and actors.

26.5.2        Deriving the Relationships Between Use Cases 

 Once the Use Cases have been extracted from the business processes, the relation-
ships between them need to be identifi ed. For this purpose, a set of process patterns 
has been defi ned identifying the most common situations for which Use Case 
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relationships need to be modeled. Table  26.1  contains the patterns relevant to the 
online- shop case study, and the Appendix gathers the most important ones identi-
fi ed as part of this work. These patterns can identify relationships between Use 
Cases and actors, between Use Cases and legacy systems, and  include  or  extend  
relationships. To facilitate their comprehension, a description, the source BPMN 
pattern, and the derived use case fragment are detailed for each pattern.

   Figure  26.3  shows the two relationships identifi ed by applying the defi ned pat-
terns to the annotated online-shop example process, depicted in Fig.  26.2 . 

  Fig. 26.3    Use Case Diagram extracted from the annotated online-shop example process       

     Table 26.1    Patterns for identifying requirements relationships   

 Description  Source Pattern 
 Use Case 
Fragment 

 If there is a BUC grouping some tasks, an 
exclusive or inclusive gateway, and 
the gateway’s default fl ow, and there is 
another business use case grouping 
the tasks defi ned in an alternative branch, 
then an  extend  relationship exists between 
the two use case, since the BUC in the 
alternative branch extends the normal fl ow 
to follow when the gateway is reached. 

                

 When two or more control fl ows are merged 
into one by a parallel gateway and there 
is a BUC covering a branch and, at least, 
the parallel gateway, then there is an  include  
relationship between the BUCs covering 
each branch and the BUC containing the 
gateway; since in order to continue the 
execution of the BUC containing the 
gateway, the other branches have to fi nalize. 
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 The fi rst one is an extend relationship between the “Make Order” and the 
“Validate Order” Use Cases. This relationship is identifi ed by the fi rst pattern 
defi ned in Table  26.1 , since the “Validate Order” BUC contains an exclusive gate-
way from which an alternative branch (grouped by the “Make Order” BUC) starts. 
The “AlternativeExclusiveGateway” ATL rule, defi ned below, implements this 
pattern. This rule, fi rst, identifi es the source pattern in the business process. For each 
detected pattern, the extending and extended uses cases are identifi ed. Then, an 
“extension point” is created in the extended Use Case. The  extend  relationship is 
created only if there is not another  extend  relationship already defi ned between the 
two use cases. Otherwise, the “extension point” is directly linked to the existing 
 extend  relationship. In the online-shop example process, this pattern is identifi ed 
twice, because two different exclusive gateways are covered by the “BUC: Validate 
Order”. The fi rst time it is identifi ed, an “extension point” and an  extend  relation-
ship are created to refl ect that, during the validation of an order, if a modifi cation is 
required, a new order has to be placed. The second time, only the “extension point” 
is created (the  extend  is not duplicated) to refl ect that if the order is not validated a 
new one can be placed. 

  rule AlternativeExclusiveGateway {  
     from seq : inMM!SequenceFlow ( seq.connectBUCs() and  
      if seq.sourceRef.oclIsTypeOf(inMM!ExclusiveGate

way) then  
        if seq. sourceRef.default<>OclUndefi ned then  
         seq.sourceRef.default <> seq  

       else false endif  
      else false endif)  
     to ePoint : outMM!ExtensionPoint (  
    name <- seq. sourceRef.name+’ -’ +seq. name, useCase<-

thisModule.resolveTemp(seq.sourceRef.getBUC () , ’uc’)) 
do {  

      if (not seq.alreadyExtended (seq.targetRef, seq.
sourceRef) ){ thisModule .createExtendRelationship(seq);  

    } else { seq.getExtend(seq.targetRef, seq.sourceRef). 
extensionLocation <- seq.getExtend(seq.targetRef, seq.
sourceRef) .extensionLocation.append(ePoint) ; }  

   }  

 The second relationship, identifi ed by the second pattern defi ned in Table  26.1 , 
is an  include  between the “Check Order” and “Additional Products” Use Cases. 
This pattern is applied because the “Check Order” BUC contains a merger parallel 
gateway and the “Additional Products” BUC covers the branch that has to be waited. 
The ATL rule “MergerParallelBranch”, implementing this pattern, is presented 
below. 

  rule MergerParallelBranch {  
     from seq : inMM!SequenceFlow (seq.connectBUCs() and  
        if seq.targetRef.oclIsTypeOf(inMM!ParallelGate

way) then  
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        seq. targetRef.gatewayDirection.toString () =’ 
Converging’ else false endif)  

     do{  
      if (not seq.alreadyIncluded(seq.targetRef, seq.

sourceRef)){ thisModule .createIncludeRelationship
(seq);}  

    }  
   }  

 The correct identifi cation of these relationships is crucial. Their underspecifi ca-
tion, fi rst, hinders the system design process and, second, increases the risk of poor 
integration. In the example presented above, if the relationships between the “Make 
Order” and “Validate Order” Use Cases were not explicitly defi ned then the archi-
tect would need to make an in-depth analysis of the business processes and the Use 
Cases in order to identify them. If even so the relationships remain undefi ned, then 
a business-IT misalignment will occur.   

26.6      Related Work 

 Different works, such as [ 12 ] or [ 20 ], have proposed methodologies for modeling 
the knowledge of an organization and the requirements of the systems aligned with 
it. The specifi cation of these requirements demands full attention during the in- 
depth analysis of the business models. Other works, e.g. [ 10 ,  16 ,  18 ,  21 ], focus on 
how to re-use these models to facilitate the requirements specifi cation. 

 In [ 10 ], the authors start from processes modeled with activity diagrams. From 
these models they defi ne mappings to identify the actors and the Use Cases, and a 
situation that leads to defi ne  extend  relationships. Our proposal increases this one by 
defi ning a greater set of patterns, enabling the identifi cation of other relationships 
(e.g.,  include ) and situations (e.g., exception fl ows). 

 In [ 18 ], the authors extract certain parts of a Use Case, identifi ed in a process, to 
another Use Case. Then, they present two patterns to identify the relationships 
between the extracted and the initial Use Cases. Our proposal increases this one by 
allowing the identifi cation of relationships between consecutive Use Cases. 

 In [ 21 ], the authors defi ne how to identify Task Descriptions in BPMN models. 
In order to specify them with a proper granularity, they group the fl ow elements that 
are performed consecutively. The identifi cation of such elements is manually done 
by the engineers. This may lead to the identifi cation of different granularity func-
tionalities, depending on their experience. In this paper we have presented an algo-
rithm aimed to help the engineers identify functional requirements of a uniform 
granularity. 

 Finally, [ 16 ] defi nes QVT transformations for deriving Use Case scenarios from 
BPMN diagrams. In this approach, each process is mapped to a Use Case. Conversely, 
our methodology enables the creation of one or more Use Cases (and the relation-
ships between them) from each process, depending on their complexity.  
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26.7      Conclusions and Future Works 

 This paper presents a pattern-based and model-driven approach enabling software 
engineers to obtain the system functional models (defi ned as UML2 Use Case 
Diagrams) from annotated business models (defi ned in BPMN 2.0). The resulting 
models contain not only the functionalities but also the relationships existing among 
them. Making these relationships explicit improves the business-IT alignment and 
avoids potential integration problems. 

 Currently, we are working on a semi-automated (supervised) implementation of 
the algorithm for identifying BUCs (see Sect.  26.4 ). This implementation will offer 
the engineer a possible confi guration of BUCs supporting the process tasks. Besides, 
we are working on the validation of the presented approach. To this end, it is being 
used in the development of an IT system which will support the Indra’s business 
processes for quality assurance [ 13 ].     
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26.8      Appendix: Addition Patterns for Deriving Relationships 
from Annotated Business Models 

 No.  Description  Pattern  Use Case Fragment 

 01  Each BUC must be related to the 
actor representing the Lane/Pool 
that contains it. In this way, the 
actor responsible for the Use 
Case is indicated 

        
        

 02  When a BUC is preceded or 
followed in the control fl ow by 
a LS, there is a relation between 
them. This relation indicates that 
the BUC must receive or provide 
information to the LS 

                

 03  If there is a BUC grouping some 
tasks, an exclusive or inclusive 
gateway, and a gateway’s 
alternative fl ow, and there is 
another BUC grouping the default 
branch, then an include 
relationship exists between the 
two Use Cases, since the BUC in 
the default branch represents the 
normal functionality to follow 
when the gateway is reached 

        

        

(continued)
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 No.  Description  Pattern  Use Case Fragment 

 04  If there are several BUCs connected 
by an exclusive or inclusive 
gateway, the BUC preceding the 
gateway is related to the BUC 
covering the default branch by 
an  include  relationship (since it 
represents the normal functionality 
to follow). Also, the BUC preceding 
the gateway is related to the BUC 
in the alternative fl ow by an  extend  
(since it extends the normal fl ow) 

        

        

 05  When two or more control fl ows are 
merged into one by an exclusive 
gateway, the BUC identifi ed after 
the merge has to be related to the 
BUCs of each branch by means of 
an include relationship. Thus, it 
refl ects that whenever a BUC of a 
branch is completed the BUC 
following the merge has to be 
executed 

        

        

 06  If several business use cases are 
connected by a parallel gateway, 
then they have to be handled as 
isolated business use cases; since 
the execution of each branch is 
independent of the rest         

        

 07  When two or more control fl ows are 
merged into one by a non-exclusive 
gateway, and there is a BUC 
covering each branch and the fl ow 
nodes following the gateway, then 
there is no relationship between the 
business use cases; since the 
condition to start the BUC 
following the gateway is the 
completion of the BUCs in the 
branches 

        

        

 08  Processing sub-processes. If in the 
control fl ow there are sub-
processes, they will be treated 
independently. The business tasks 
detailed in the sub-processes will 
not be encapsulated in the Use 
Cases identifi ed in the main process 

        
        

(continued)

(continued)
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 No.  Description  Pattern  Use Case Fragment 

 09  Processing exceptions. If there is a 
sub-process in which the exceptions 
are handled, and all the sub-
process’s fl ows are covered by a 
single business use case, then the 
exception is added to the business 
use case as an exception scenario. 
The exception will thus be handled 
together with the business use case 

        

        

 10  Processing exceptions. If there is a 
sub-process in which the exceptions 
are handled, and the sub process’s 
fl ows are covered by several 
business use case, then a new BUC 
must be created to control the 
exception fl ow. This has to be 
related by extend relationships to 
the BUCs covering subprocess’s 
fl ows. The exception is thus 
encapsulated in a BUC that extends 
to the others 
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    Abstract     Software processes constitute a major asset for an organization. However, 
in many occasions there are differences between defi ned processes and executed 
processes. For this reason, organizations spend time and effort of their resources to 
fi nd these non-conformances. The use of software testing techniques could be a use-
ful way to reduce these costs. This paper proposes a model-based approach and 
shows how software testing techniques can be applied to evaluate the execution 
conformity in a software processes context, and also to evaluate the model designed. 
A real execution of a NDT methodology process by means of the process model 
included in NDTQ-Framework (a solution based on this approach that is currently 
being used in software development organizations) illustrates the fi nal results. 
Finally, conclusions and future work are stated.  

  Keywords     Model-Driven   •   Testing   •   Software Processes  

27.1         Introduction 

 Software processes are recognized as fundamental assets in software-intensive 
organizations, since they support their capability to produce better    products. Process 
defi nition, documentation, management and improvement have become in 
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organizations’ key practices what is known as Business Process Management 
(BPM). Since business in a software-intensive organization is software development, 
software processes constitute the BPM focus within such organization [ 1 ]. 

 A software process is a set of activities, methods and practices used in the pro-
duction and evolution of software and the associated products [ 2 ,  3 ]. These pro-
cesses and methodologies have always been described in appropriate terms to be 
used by a developer, but they are often described in manuals or books which project 
team follow as closely as possible [ 4 ]. 

 However, differences can usually be noticed between organizations’ defi ned pro-
cesses and really executed processes in a specifi c project context. It occurs due to 
several causes, such as process described in unsuitable way, like could be natural 
language and misunderstandings which involves, or the existing gap between pro-
cesses defi nition and execution. Thus, organizations draw on process and product 
assessment activities to solve this problem. Process assessment is a disciplined 
evaluation of an organizational unit processes against a process assessment model [ 5 ], 
which provides a set of indicators used for evaluating the effective process perfor-
mance and management [ 6 ]. An assessment model can either represent the defi ned 
process or be based on one or more Process Reference Models [ 7 ]. 

 These activities are manually executed, normally by quality offi ces, since pro-
cesses orchestration are not widely used in software-intensive organizations. 
They verify and control, through a checklists set, that the process is followed prop-
erly, establishing a non-conformance record in cases of deviations between defi ned 
and executed processes. Non-conformances should be solved in a concrete time 
with a specifi c commitment. The cost of this kind of activity is usually called Quality 
Cost, and organizations assume it as necessary. 

 Besides, and particularly in periods of economic crisis like the one we are living, 
where optimization effectiveness and resource effi ciency are essential, one of main 
objectives deals with reducing nonproductive costs. 

 In the last years, the Model Driven Engineering (MDE) [ 8 ] has been established 
as a common approach for software development [ 9 ], what has shaped the software 
industry to be model-centred. In addition, software testing is a very important phase 
in software development and maintenance, as it aims to fi nd out faults in software 
products, thus helping developers to improve the quality of these products when the 
discovered faults are solved and reducing the cost produced by these faults. 

 As software processes are software too [ 10 ], this paper evaluates how a model- 
based approach working in liaison with testing software techniques can make 
easier activities related to performed processes evaluation, reducing their time and 
effort cost. 

 This paper is structured as follows: After this introduction, Sect.  27.2  shows the 
main work related to software processes evaluation, also known as Software 
Processes Assessment. Section  27.3  introduces some concepts related to testing tech-
niques and describes how they are used in our approach. Then, Sect.  27.4  presents the 
proposed metamodel and Sect.  27.5  illustrates result in the NDTQ- Framework, a 
solution based on this approach that is currently being used in software-development 
organizations. Finally, Sect.  27.6  outlines conclusions and proposes future work in 
these lines of research.  
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27.2      Related Work 

 An organization’s software process assessment is an activity especially related to 
software process improvement and, therefore, there are several proposals concerning 
it, particularly focused on integrating software process assessment and software pro-
cess modeling. Later, more remarkable proposals on this topic will be pointed out. 

 OOSPICE is a project associated with the capability assessment space [ 11 ], 
although it also delivers methodology components in ISO 12207 [ 12 ], ISO 15504 
and method engineering context. It copes with the concepts posed for assessing an 
organization’s process enactment quality, through a metamodel with metaclasses 
such as Outcome as well as attributes relating to capability level on Process and 
Task. It is oriented towards capability appraisals against ISO 15504. 

 In [ 13 ] Hamann proposes an information model which integrates software 
process assessment and process modeling. It has basic elements based on process 
modeling such as Process, Product, Role and Tool, with the appropriate attributes 
and classes related to assessment information, such as Rating and Purpose. Makinen 
et al. [ 5 ,  14 ,  15 ] slightly modify Hamann’s model, to make it more general and 
illustrative by classifying the elements into    three categories: Assessment Model, 
Assessment Result and Modeling Result. 

 Henderson-Sellers and Gonzalez-Perez [ 4 ] propose a new standard metamodel 
to defi ne and assess software processes with the same elements, but including two 
new concepts, powertypes and clabjects, as a way to solve problems derived from 
modelling both the methodology and project layers at the same time. 

 Despite evaluation concepts are similar, all these proposals are focused only in 
assessment based on a reference model, but they do not address the issue of assess-
ing software process executed against software process modeled. That is the goal of 
our approach, which is presented in the following sections.  

27.3       Applying Software Testing Techniques to Test Software 
Process 

 This section describes our approach with the aim of both, evaluating the executions 
conformity of the software process that has been modeled and measuring the level 
of acceptance of this model. Section  27.3.1  presents an overview of software testing 
and Sect.  27.3.2  describes the applications of software testing techniques to test a 
software process. 

27.3.1      Software Testing Overview 

 Software testing is part of the Verifi cation and Validation process (V&V) [ 16 ]. It 
determines whether the developed products fulfi ll the requirements and satisfy the 
user’s needs. Software testing deals with verifying the behavior of a system that is 
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executed under specifi c conditions, against the expected behavior. This evaluation is 
carried out according to some aspects of the system [ 17 ]. 

 Reactive and proactive approaches have been developed to achieve this goal. 
Proactive approaches try to detect faults in the Software Under Test (SUT) before 
they produce failures in an operational environment. For example, the SUT can be 
executed with a test case and, after that, the observed behavior and the expected 
behavior can be compared to detect any deviation (a test case is a set of test input 
data, execution conditions and expected results [ 17 ]). Reactive approaches identify 
faults after they produce failures. For example, a monitoring-based technique can 
detect any deviation from the expected behavior of the SUT by observing its real 
time execution. 

 On the other hand, several adequacy criteria have been defi ned [ 18 ] to specify 
the situations of interest to be tested (to be covered), which constitute the test 
requirements, and determine whether suffi cient testing has been done. For instance, 
the path-testing criterion requires executing all or selected paths of the SUT (each 
path is a test requirement). Measuring the test coverage achieved, that is the degree 
to which the tests execute (cover) the paths of the SUT, it is possible to determine 
whether the testing process can be stopped.  

27.3.2      Problem Approach 

 As previously mentioned, software processes can be also considered software 
[ 10 ], therefore, it is possible to apply software testing techniques to test their 
conformity. 

 We will consider the introductory example depicted in Fig.  27.1 , to illustrate the 
approach and objectives. We will use UML [ 19 ] for these examples because they 
are very intuitive, but other graphic representation language, such as BPMN [ 20 ], 

Process model Paths derived from the
process model

Real executions of the
stakeholders 
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Start

A1

A2
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No

End
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b Path P1 Path P2
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End

Yes

A1

A2

A3

A4

c Execution E1 Execution E2
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  Fig. 27.1    Introductory example       
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could be used. Part (a) shows a UML activity diagram that models a software process. 
The process model contains two correct activities paths (P1 and P2), which are 
shown in part (b). These paths represent the different scenarios of the software pro-
cess modeled. Part (c) offers two UML activity diagrams that represent the real 
sequences of activities executed by the stakeholder (E1 and E2), which have been 
monitored. Analyzing the process model and the executions poses the following 
questions:

    1.    Do the executions E1 and E2 satisfy the process model?   
   2.    If the path P2 is not followed ( covered ) by any execution, is it really necessary?    

   We have developed an assessment approach that combines reactive testing with 
path-testing criterion, to answer these questions. The goals of our approach are (1) 
to evaluate whether the executions of a software process satisfy the process model 
defi ned, and (2) to determine the paths of the process model that have not been 
covered by these executions and measures the degree of path coverage achieved. 
The following sections describe both goals. 

27.3.2.1     Evaluating Executions Conformity 

 A testing process is carried out to evaluate executions conformity with the process 
model. First, each transition of a monitored execution is classifi ed as  valid  or 
 invalid . It is considered valid when it also appears in the process model (for 
instance, the transition from A1 to A2 in the execution E1 in Fig.  27.1 ), otherwise 
it is considered invalid (for instance, the transition from A1 to A4 in the execution 
E2 in Fig.  27.1 ). 

 After that, our approach analyzes the classifi cation of all transitions of the execu-
tion to determine its conformity with the process model. An execution satisfi es the 
process model only if all transitions have been classifi ed as valid (for instance, 
execution E1 in Fig.  27.1 ). Otherwise, the execution does not satisfy the process 
model (for instance, execution E2 in Fig.  27.1 ). 

 On the one hand, an execution that satisfi es the process model can be considered 
a positive test, as it tries to check the behavior of a specifi c scenario of the process 
model. Thus, it is called  Positive Execution  in our approach. On the other hand, an 
execution that does not satisfy the process model can be considered a negative test, 
as it tries to cover a scenario for which the process model has not been designed. 
Consequently, it is called  Negative Execution  in our approach.  

27.3.2.2      Evaluating Path Coverage 

 Finding the paths of the process model that have not been followed by any execution 
can be useful to check the correctness of this model, and also to evaluate whether 
the software process is correctly executed. If a path is never covered, several reasons 
can be considered: (1) the path does not represent a scenario of the software process 

27 Applying Testing Techniques to Software Process Assessment:…



338

and therefore the model must be improved; (2) the path represents a scenario that is 
not very common but necessary, so the model is correct; and (3) the path represents 
a very common scenario that is not being considered by the stakeholder, so maybe 
the software process is not being correctly executed. 

 Our approach applies the path-testing criterion to the process model to address 
this issue. This way each path represented in the model is considered a test require-
ment, which is covered when a positive execution satisfi es the path. Measuring the 
path coverage achieved allows observing the level of acceptance of the process 
model, due to the coverage is increased when a stakeholder executes a set of activities 
of the software process that is modeled by a path in the process model. 

 Considering the example in Fig.  27.1 , the path testing criterion derives two test 
requirements: paths P1 and P2. Path P1 is covered by the positive execution E1 and 
path P2 is not covered by any positive execution then, the path coverage achieved 
is 50 %.    

27.4        A Metamodel for Software Process Assessment 

 As mentioned above, many approaches have been developed in order to assess 
software processes with a reference model, but they have not been used to assess 
software processes executed against software processes modeled. This issue and the use 
of MDE to manage the conceptual complexity have been the basis of our proposal, 
that is, designing a metamodel for testing software process models. 

 This approach is presented in Fig.  27.2  and it is an extension of the software 
process metamodel presented in [ 21 ]. Besides, we present metaclasses from the 
extension metamodel.

   The  Action  metaclass is the main class in the testing metamodel. We defi ne an 
 Action  for each  Activity  aimed to test. It is possible not to test all activities in a 
process, so this relationship guarantees it. The attributes in this metaclass are: the 
start and end date of the action, the status of the action in a specifi c moment and 
the test result, where the result of the testing process performed on the action is 
recorded. 

 An  Action  has a set of preconditions and postconditions. The  Precondition  
metaclass represents the previous action we need to check to be able to execute it. 
The  Postcondition  metaclass shows the following action and whether it is properly 
executed. 

 The  WorkProduct  metaclass represents a piece of the  Product  that is developed 
in each action, so that a  Product  could be considered as a collection of several 
 WorkProducts . Finally, the  Stakeholder  represents someone or a tool that has 
 actually executed the  Action . 

 The main feature of our approach is that the metamodel extension allows us to 
test a process model which has been defi ned with the initial metamodel. This will 
enable us to establish testing points in the defi nition moment.  
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27.5      NDTQ-Framework: A Practical Example 

 This section includes a practical example to illustrate our approach. We use processes 
currently supported by NDT [ 22 ]. It is a methodology that defi nes metamodels for 
every phase of software development life cycle by providing a framework that make 
easier the use of new methods, standards and paradigms and as a result, it helps us 
improve software development quality. NDT uses different software processes, 
each one supported by main models, standards and rules related to the fi eld where it 
is defi ned. These processes are classifi ed in six groups: 

•    Software Development Processes. They are defi ned in terms of NDT life cycle.  
•   Software Maintenance Processes. They are based on ITIL [ 23 ] and CMMI [ 2 ].  
•   Testing Processes. They are based on ISO/IEC 29119 [ 24 ] standard. 1   
•   Software Quality Processes. They are based on ISO 9001:2008 [ 25 ] and CMMI.  

1   ISO 29119 has not been yet approved completely, but they are based on the group of processes 
already defi ned. 

  Fig. 27.2    Testing process models metamodel       
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•   Project Management Processes. They are based on PMBOK [ 26 ] and CMMI.  
•   Security Processes. They are based on ISO 27001 [ 27 ] standard.    

 It is necessary a real deployment supported by tools to allow a software-intensive 
organization using this methodology to benefi t from all its potential. This enhances 
its use and accomplishment. NDTQ-Framework was created with this goal in order 
to support all processes defi ned by NDT. 

 NDTQ-Framework is a framework implemented on Enterprise Architect tool, 
developed by means of the UML profi le presented in [ 21 ]. It is based on the 
metamodel our approach has extended, presented in Sect.  27.4 , to achieve the goal 
we are looking for. 

27.5.1     A Process Example: Requirements Engineering Process 

 We are going to use the requirements engineering process as an example, to show 
how the testing approach presented in Sect.  27.3  and the metamodel described in 
Sect.  27.4  work together. Figure  27.3  shows the map of activities of this process.

27.5.2        Applying Testing Techniques to Requirements 
Engineering Process Assessment 

 We have considered that all activities have an action associated, and preconditions 
and postconditions are previous and next actions respectively. In this case, we are 
not going to use the WorkProduct concept to explain the testing techniques used. 

 We are going to consider the execution shown in part (a) of Fig.  27.4 , which has 
been obtained from a working report tool, to illustrate how to evaluate a requirement 
engineering process execution conformity with the process model represented in 
Fig.  27.3 . This tool registers the real data demanded by the process model, such as 
the start and end dates for each action performed as well as the status. Actions  RS01 , 
 RS02 ,  RS03  and  RS10  represent the execution of the corresponding activities of the 
process model. The action  Condition1  represents the execution of the conditional 
activity after  RS02 , and the status indicates the answer obtained.

   The result of the testing process performed is shown in part (b) of Fig.  27.4 . 
Along this process, each action is evaluated as valid or invalid. We analyze the data 
registered by the working report tool and the knowledge obtained from the model 
about which are its previous and next actions in order to determine the test result. 

 For instance, the action  RS02  is valid because it starts after its previous action 
 RS01  has fi nished. That means that the execution of actions  RS01  y  RS02  repre-
sents a valid transition, as it is present in the process model, whereas the action 
 RS10  is evaluated as invalid. This action starts after the other actions of the work-
ing report have fi nished, nevertheless none of them constitutes its previous action. 
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The test result is invalid, because it is not possible to fi nd a valid transition for 
action  RS10 . 

 As a conclusion, it should be mentioned that the execution does not satisfy the 
process model, since the test result of at least one action is invalid. Therefore, an 
inconsistency has been identifi ed during the software process execution. 

  Fig. 27.3    Map of activities of the requirements engineering process       
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 This example represents a negative test that is useful to identify inconsistencies 
in the process model. However, positive tests, which cover the different paths of 
the process model, must be considered to measure the path coverage that allows 
evaluating the level of acceptance of the process model.   

27.6      Conclusions and Future Work 

 Nowadays, business processes constitute a very important asset for organizations in 
general and software-intensive organizations are not an exception. Defi ning, docu-
menting and managing these processes require techniques and tools to support their 
application and maintenance. Nevertheless, these are not enough. Once the process 
is defi ned and deployed in an organization, it is mandatory to verify that it must be 
executed as it was defi ned. Usually, verifi cation actions are mainly manual activities 
demanding an important effort and time cost. That is something that organizations 
assume as quality cost, although they need to reduce it as much as possible. 

 This paper presents a solution for automating this activities founded on a 
model- based approach and on the application of software testing techniques. This 
solution is offered by a metamodel and illustrated by a concrete solution named 
NDTQ-Framework. 

 This approach will improve in different ways as a future work. Firstly, we are 
working on obtaining more empirical data about its use in software-intensive orga-
nizations. This would allow establishing our approach as a continuous improvement 
mechanism according to the comments discussed in Sect.  27.3.2.2 , which is widely 
recommended in many standards and good practices manuals. Getting data from 
these testing techniques may allow organizations to identify problems and make 

  Fig. 27.4    Example of an execution of a software process and the evaluation of its conformity       
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easier decision-making processes. Secondly, this approach can support an orchestration 
mechanism that conceives NDTQ-Framework as a whole solution for process 
defi nition and execution. 

 Finally, the approach can be used as assessment model in formal appraisals using 
a reference model like CMMI or ISO 15504, by helping obtain evidences as 
requested by these standards and models.     
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    Abstract     Nowadays, a growing number of applications make use of data visualization 
techniques to effectively present information to the users. The complexity of these 
techniques increases as the number of visualization devices, the amount and variety of 
the input data sources, and the user- and application-specifi c requirements grow and 
change more and more rapidly every day. This work illustrates how the combined 
use of model-based and adaptive software development techniques eases the design 
and implementation of the data visualization systems, providing them with the 
ability to dynamically adapt themselves to changing situations and requirements. 
As a core part of the paper we present a case study to help us introduce the main 
elements of the proposal and to discuss its benefi ts and limitations.  

  Keywords     Data visualization   •   Adaptive systems   •   Visualligence   •   VML  

28.1         Introduction 

 Data visualizations provide a valuable means to communicate information to users 
in a wide variety of application domains. A good graphical representation of the 
data allows the users to easily perceive magnitudes, tendencies, relationships, etc., 
in a fast and effective way. Conversely, a bad graphical representation can not only 
deceive the users expectations, but also lead them to misunderstand the data and, as 
a consequence, to make bad decisions on them. 
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 Nowadays, the information society we live in provides us with a growing number 
of all kinds of data. These data are frequently updated, even in real-time. Moreover, 
the marketplace offers a wide variety of visualization devices (e.g., smartphones, 
PDAs, smartTVs, etc.), most of which include high quality screens that allow us to 
easily and intuitively interact with all kinds of applications, even via Web. In this 
diverse and changing environment, in which visualization applications gain an 
increasingly important role, providing them with the ability to adapt themselves to 
changing data, new devices, and different user profi les, may be essential not only to 
improve their performance, but also to improve the users’ experience. 

 This work illustrates how the combined use of model-based and adaptive software 
development techniques eases the design and implementation of the data visualiza-
tion systems, providing them with the ability to dynamically adapt themselves to 
changing situations and requirements. This work continues, integrates and extends 
some of our previous works related to: (1) the modeling of data visualization systems 
using  visualligence  [ 1 ]; and (2) the modeling of (self-) adaptive systems using  VML  
( Variability Modeling Language ) [ 2 ,  3 ]. 

 The rest of the paper is organized as follows. Section  28.2  introduces the case study 
that will be used throughout the paper to discuss the proposal. Sections  28.3  and  28.4  
describe the technologies used to model data visualization systems ( visualligence ) and 
their adaptation ( VML ), respectively. Section  28.5  details the implementation of the 
case study, and Sect.  28.6  reviews the related works. Finally, Sect.  28.7  draws some 
conclusions and lessons learned, and outlines our future research plans.  

28.2       A Motivating Case Study 

 This section introduces the case study that will be used throughout the paper to 
illustrate our proposal. We will consider data visualizations based on bar charts. 
These visualizations will be adapted at run-time according to: (1) the features of the 
device in which the graphic is going to be displayed and, in particular, depending on 
the size of its screen; (2) the visual competency of the user, taking into account his 
visual acuity and if he is color-blind or not; and (3) the features of the data to be 
displayed, some of which can change at run-time (e.g., the number of categories or 
the values, i.e., the number of bars in the chart or their height). It is worth noting 
that, although this work is focused on bar charts, these three elements (device, user 
profi le, and data) are sources of variability common to all data visualizations. 

 Regarding the features that can be adapted at run-time in the graphic, we consider 
the following ones: (1) the color palette; (2) the dimensions and spatial relationships 
among the elements of the graphic, e.g., the width of the bars and the padding 
between them; (3) the orientation of the graphic (horizontal or vertical bars); and (4) 
the selected visualization scheme that will determine the details to be displayed and 
how they will be arranged. 

 In order to determine which confi guration (color palette, dimensions, orientation 
and visualization scheme) is the most appropriate for a given situation (depending 
on the device, the user profi le and the data to be displayed), the goodness of each 
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confi guration will be evaluated in terms of two properties: the expressivity and the 
tangling of the graphic. A graphic will be considered more expressive the more 
information and details it contains. For instance, a visualization scheme that 
displays the numeric value associated to each bar is considered more expressive 
than one not containing this information. Regarding the second property, a graphic 
is considered tangled in the extent its elements come together or overlap, offering a 
less clear information to the user. In this vein, for instance, in order to display a set 
of data in a particular screen, the selection of certain graphic orientation could 
enable the inclusion of more details in the graphic than the other, thus improving its 
expressiveness. However, for users with a low visual acuity, it might be better to use 
a simpler (i.e., less detailed) visual scheme in order to reduce the tangling. As it can 
be seen, in general, improving one of the properties implies worsening the other. 
Thus, fi nding the optimal confi guration for each situation implies balancing these 
two properties rather than trying to optimize them individually. 

 In certain situations, some properties might be more relevant than others. For 
instance, the lower the visual acuity of the user, the clearer the graphic must be 
(i.e., the less tangled), even if it means displaying less information (it makes no 
sense to display a lot of details that cannot be perceived by the user). On the other hand, 
certain contextual conditions may impose restrictions on the system confi guration. 
For example, for color-blind users, there must be a rule that forces the selection of 
an appropriate color palette for them. Our proposal revolves around the implemen-
tation of adaptive data visualizations using the following approach. First, at design- 
time, we need to model: (1) the type of graphic we want to use to display the data 
(in our case, bar charts), using platform-independent primitives (see Sect.  28.3 ); and 
(2) the adaptation policy, taking into account the system variability, its execution 
context, and the rules and properties that will guide its reconfi guration at run-time 
to cope with changing situations and requirements (see Sect.  28.4 ). Next, from these 
two models, we will generate an implementation for the specifi c visualization 
platform planned to be used for displaying the data. At run-time, the context 
(selected device, user profi le, and features of the data being displayed) will be moni-
tored and evaluated. When a relevant change in the context is detected, the adapta-
tion process will be launched. This process will select the optimal system 
confi guration for the current situation by applying the rules and optimizing the 
properties described in the adaptation model (see Sect.  28.5 ).  

28.3       Data Visualization 

28.3.1     Background 

 The main goal of data visualizations is to communicate information clearly and 
effectively through graphical means [ 4 ,  5 ]. The variety of data sources and visual-
ization devices, the multidimensional nature of the data, and the continuous evolu-
tion of the user requirements make data visualization a complicated task which, 
nowadays, attracts an increasingly growing number of research groups [ 6 ]. 
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 However data visualizations have been often considered second-class citizens 
from the Software Engineering point of view. This fact has led to bad praxis when 
developing data visualization applications [ 7 ]. Apart from some shy efforts aiming 
at automating the development of visualization systems [ 8 ], and some brilliant but 
technology dependent implementations [ 9 ], there are just a few proposals that apply 
the principles of Software Engineering to improve these applications. 

 With the aim of applying Software Engineering principles to data visualization 
we introduced  visualligence  in [ 1 ], a method that proposes a declarative and data- 
driven fl ow that allows experts in different domains to develop visualization patterns 
at a high level of abstraction. These patterns can be reused among different domains 
and code for different graphic implementation platforms can be generated from 
them.  Visualligence  incorporates well-known practices coming from Model- Driven 
Software Development (MDSD), proposing a Domain Specifi c Language (DSL) 
with not only a textual syntax but also a graphical one.  

28.3.2     Graphic Modeling with Visualligence 

 Listing  28.1  shows an excerpt of the pattern used to model bar graphics ( barchart ) 
in  visualligence . The model includes the description of bars and labels, while other 
elements, such as axis or legends, have been omitted for lack of space.

01. module "barchart"
02. input data : [{String, Integer}]
03. input height : Integer
04. input width : Integer
05. input margin : Integer
06. input spacelabel : Integer
07. input barsize : Integer
08. input padding : Integer
09. input colors : [Color]
10. loop BARS_AND_LABEL for data { |d,i|
11. current_x <- ( padding / 2 ) <- current_x + barsize + padding
12. output <- Rectangle {
13. x <- current_x
14. y <- height + margin
15. height <- map( d[1], 0, height )
16. width <- barsize
17. color <- colors[ i \% colors.size ]
18. }
19. output <- Text { |d|
20. x <- current_x + ( barsize / 2 )
21. y <- height + margin + ( spacelabel / 2 )
22. fixpoint <- ( center, center )
23. text <- d[0]
24. }
25. }
26. ...

  Listing 28.1    Excerpt of t   he barchart pattern in visualligence       
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      The model in Listing  28.1  shows two of the most interesting features of  visualligence . 
On the one hand, one can observe that the language makes it possible to iterate over 
data, generating an output that it is not necessary to serialize. The principal iterator 
(@10–25) computes the bars (@12–18) and the labels (@19–24). It is assumed 
that these elements will be correctly rendered (independently of the visualization 
platform used) and that, in case of changes in data, all the attributes depending on 
those data will change accordingly. On the other hand,  visualligence  allows the use 
of linked hooks, as it is the case of line 11 in Listing  28.1 . This makes it possible to 
initialize variables with a default value that can be updated in each iteration. In our 
example, the position of each bar in the X axis is being calculated as an increment 
of the position of the previous bar in the same axis.  

28.3.3     Benefi ts and Limitations of Visualligence 

  Visualligence  offers a high level modeling language that gathers the common parts 
of different visualization platforms (calculation of spatial dimensions, generation of 
graphic objects based on data, etc.). This makes  visualligence  platform- independent. 
Thus, from a given visualization pattern one can obtain executable code for different 
platforms: Java for Android, Obj-C for iPhone, JavaScript for a Web browser, etc. 
However,  visualligence  does not provide, in a native way, a mechanism for model-
ing the adaptation of visualizations at run-time based on the context. As a conse-
quence, the information related to the user profi le, the rendering device or the data 
itself (often generated dynamically) is not taken into account. 

 Instead of letting the designer (that does not know the context a priori) or the user 
(that is not interested in improving our software) the decision on tasks such as the 
best color palette to use, the best width for the bar or the best graphic orientation, 
we propose modeling the adaptation process so that, at run-time and based on the 
context, the values for these parameters will be automatically computed in order to 
obtain an optimum visualization for the user. 

 Next section details how the use of  VML  ( Variability Modeling Language ) 
makes it possible to model not only the variability of a system but also the rules and 
properties that must be optimized to make itself adapt according to the context.   

28.4       Modeling Variability with VML 

  VML  ( Variability Modeling Language ) allows modeling the adaptations of a system 
to improve its performance in a changing context. The current version of  VML  has 
been developed using a MDSD approach and it is supported by a textual editor cre-
ated with  Xtext  [ 10 ]. This editor includes some advanced features such as syntax 
coloring and checking, and a completion assistant. Using the example presented in 
Sect.  28.2 , the following subsections describe the basic elements of the language 
and the execution semantics of the  VML  models. 
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28.4.1     Modeling Primitives Available in VML 

  VML  offers, among others, primitives for modeling: (1) the variation points of the 
system; (2) the context variables; and (3) a set of rules and properties that allows 
calculate (1) based on (2). When creating a  VML  model, it is necessary to defi ne 
adequately the variation points of the system ( varpoint ). In the same way that it 
occurs in Dynamic Software Product Lines [ 11 ], the variation points in  VML  repre-
sent software elements that can have different realizations (variants). Choosing one 
variant or another at run-time will lead to different confi gurations of the system. 
This way, the variation points will determine the decision space of  VML , that is, 
what parts of the system are susceptible of adaptation. Variation points, as well as 
the rest of the  VML  variables, are associated to a certain data type.  VML  gives support 
to different data types: enumerated, number ranges and boolean. 

 The model shown in Listing  28.2  includes seven variation points (@1—7), 
divided into two groups. The fi rst group includes those variation points related to 
the 2D geometry of the graphic (Fig.  28.1 ):

     1.     barsize  (integer): width of the bar,   
   2.     padding  (integer): space between bars,   
   3.     margin  (integer): margin between the graphic and the window border, and   
   4.     labelSpace  (integer): space reserved for showing the labels.    

  The second group includes the next three variation points related to the user and 
the execution environment:

    5.     colorPalette  (enumerated): color palette used in the graphic. Two different 
variants are defi ned: FULL_COLOR and COLORBLIND_SAFE. The second 
one is useful for color-blind users although the fact of being monochromatic 
makes it less expressive than the fi rst one.   

   6.     orientation  (enumerated): graphic orientation. Two different variants have been 
considered: VERTICAL and HORIZONTAL.   

   7.     visibilityScheme  (enumerated): fi ve variants have been considered (SCHEME1,…, 
SCHEME5) associated to the fi ve visual schemes shown in Fig.  28.2 .     

 Once the variation points have been defi ned, we need to specify the context vari-
ables ( context ). These variables allow us to identify in which situations the system 
must be adapted, i.e., when its variation points need to be re-calculated. The fi ve 
context variables considered in the case study (see Listing  28.2 , @8—12), are:

    1.     colorBlindness  (boolean): indicates whether the user is color-blind or not.   
   2.     visualAcuity  (integer from 0 to 100): visual acuity of the user   
   3.     availableWidth  and  availableHeight  (integer): size in pixels of the window in 

which the graphic will be displayed, and   
   4.     dataToDisplay  (integer): number of data categories to be displayed in the graphic.    

  These variables refer to three kinds of related contexts: user profi le (1 and 2), 
visualization device (3), and features of the data to be displayed (4). 
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 At this point it is necessary to establish how variation points are set in terms of 
the context variables. This is done in  VML  by means of properties ( property ) 
and ECA ( Event-Condition-Action ) rules ( rule ). 

 On the one hand, the ECA rules defi ne direct relations between context variables 
and variation points. As shown in Listing  28.2 , the left part of the rules establishes 
the triggering condition (values that must contain one or more context variables for 
the rule to be executed). The right part of the rule establishes the value that will get 
a concrete variation point under that situation. For example, the rule  paletteRule  

1. varpoint barsize : number [1:1:1000]
2. varpoint padding : number [1:1:1000]
3. varpoint margin : number [1:1:1000]
4. varpoint labelSpace : number [1:1:1000]
5. varpoint colorPalette : enum {FULL_COLOR, COLORBLIND_SAFE}
6. varpoint orientation : enum {VERTICAL (0), HORIZONTAL (1)}
7. varpoint visibilityScheme : enum {SCHEME1, ..., SCHEME5}

8. context colorBlindness : boolean
9. context visualAcuity : number [0:1:100]
10. context availableWidth : number
11. context availableHeight : number
12. context dataToDisplay : number

13. rule paletteRule: colorBlindness = true
14. implies colorPalette = @colorPalette.COLORBLIND_SAFE
15. ...
16. var remainingSpaceInAxis : number :=
17. if (orientation = @HORIZONTAL)
18. availableWidth + 2 * margin - labelSpace
19. else availableHeight + 2 * margin - labelSpace

20. property expressivity : number maximizes {
21. weight w := 0.5 * visualAcuity
22. objective {
23. case visibilityScheme = @visibilityScheme.SCHEME1 :
24. obj := remainingSpaceInAxis
25. case visibilityScheme = @visibilityScheme.SCHEME2 :
26. obj:= remainingSpaceInAxis + 10
27. case visibilityScheme = @visibilityScheme.SCHEME3 :
28. obj:= remainingSpaceInAxis + 15
29. case visibilityScheme = @visibilityScheme.SCHEME4 :
30. obj:= remainingSpaceInAxis + 25
31. default :
32. obj:= remainingSpaceInAxis + 50
33. }
34. }

35. property tangling : number minimizes {
36. weight w:= 100 - 0.5 * visualAcuity
37. objective { ... }
38. }

  Listing 28.2    Excerpt of the  VML  model designed for the case study       
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(@13–14) indicates that if the user is color-blind ( colorBlindness = true ), then the 
variation point  colorPalette  will be set to  COLORBLIND_SAFE . 

 On the other hand, the properties specify system features that must be optimized 
(minimized or maximized). Each property is characterized by two functions. The fi rst 
one defi nes the property in terms of variation points (objective function to be opti-
mized, objective), while the second one defi nes the importance of the property 
in a given context (factor that weights the objective function, weight). It is worth 
noting that property defi nitions can be characterized using technical specifi cations, 
simulations or empirical data, while property weights are characterized in a more 
subjective way, depending on the designer experience. 

 In the  VML  model shown in Listing  28.2 , two properties are defi ned:  expressivity  
and  tangling . The fi rst property aims at maximizing the visualization expressiveness 
(i.e., the amount of information and the level of detail provided by the graphic), 
while the second one aims at minimizing the visual tangling generally produced by 
overlapping elements. This way, those visualization diagrams with more information 
have a higher score in the objective function of the  expressivity  property. Regarding 
the importance of the  tangling  property, it increases for users with a lower visual 
acuity. For these users it is more important to minimize the tangling of the visualiza-
tion (i.e., to display a clear graphic) than to visualize all its details. Properties 
defi ned in  VML  models usually collide. In the case study, it is obvious that minimizing 

  Fig. 28.1    Geometric 
variation points:  b  (barsize),  p  
(padding),  e  (labelSpace),  m  
(margin)       

  Fig. 28.2    Visual diagrams considered       
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the tangling and maximizing the expressiveness are confl icting requirements. 
Thus, solving such optimization problems in  VML  must balance these require-
ments, looking for an overall optimum rather than optimizing each property indi-
vidually. Next section, focused on the execution semantics of the  VML  models, 
details this optimization process.  

28.4.2     Execution Semantics of the VML Models 

 The execution semantics of the  VML  models is related to solving an optimization 
problem with constraints.  VML  uses syntactic sugar for describing the global objective 
function that optimizes the variation points and that, as a result, allows adapting the 
system. This global function is obtained adding the defi nitions of each property, 
once they have been weighted with their corresponding weights. Besides, the ECA 
rules impose constraints that must be satisfi ed. 

 With the aim of solving the optimization problem,  VML  models are transformed 
into  MiniZinc  [ 12 ] code.  MiniZinc  is a constraint programming language that can be 
executed by several constraint solvers. In our case G12 Constraint Programming 
Platform [ 13 ] is used. The adopted MDSD approach allows us to generate different 
artifacts from the  VML  models (e.g., by applying different model-to-model or 
model-to-text transformations). Thus, it would be possible to obtain implementa-
tions for constraint optimization languages other than  MiniZinc . It would also be 
possible to obtain specifi cations in a formal language with the possibility of simu-
lating or verifying the  VML  models [ 14 ], e.g., using model checking.   

28.5       Details of the Implemented Solution 

 In the implemented solution, the visualization process is performed at the client 
side, while the adaptation process is executed at an external server (see Fig.  28.3 ). 
This architecture has been selected as, currently, it is not feasible yet to execute 
 MiniZinc  at the client side. This decision introduces certain limitations regarding 
the agility of the adaptation process (latency in the communications with the server) 

  Fig. 28.3    Architecture of the implemented solution       
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and scalability of the solution. However, it is important to note that the adaptation 
process is not continuous, but only executed when a relevant change in the con-
text is detected. Thus, the performance of the overall system execution is not 
compromised. 

 The API built upon  MiniZinc  is a simple HTTP REST interface. With a single 
method, any client can remotely invoke the adaptation process. Usually, the client 
requesting the adaptation is the visualization process that asks for the best possible 
confi guration of its parameters based on the current context. The API receives the 
current context as input (list of key-value pairs), and returns the confi guration of 
the variation points (JSON object, serialized in the  MiniZinc  program). 

 Data visualization is built based on patterns. These patterns do not know anything 
about data sources or about the adaptation process. All the visualizations displayed 
in the same page are managed by a single controller. This controller is in charge of: 
(1) initializing the visualizations; (2) executing the adaptation process whenever a 
change in the context is registered; and (3) re-confi guring the visualizations according 
to the result of the adaptation process. 

 It is important to highlight that, as a benefi t of adopting the principle of  Separation 
of Concerns , the visualization system is fully independent from the adaptation 
process. Thus, in case of failure of the server performing the adaptation, the system 
will continue displaying the data correctly, although in a sub-optimal way.  

28.6      Related Works 

 There exist some works that evaluate the performance of different visualization 
techniques with the purpose of building adaptive visualizations according to the 
user profi le. For example, Toker et al. [ 15 ] study the impact of four factors (percep-
tion speed, verbal memory, visual memory and user experience) in the effectiveness 
of two different visualization techniques: bar and radar diagrams. Goldberg et al. 
[ 16 ] propose the evaluation of different kinds of visualizations by following the user 
eyes. The empirical results provided by these works may improve the adaptation 
modeling in VML. 

 Voigt et al. [ 17 ] propose VISO ( VISualization Ontology ), an ontology that pro-
vides a vocabulary to annotate visualization components. These annotations allow 
recommending the most adequate visualization technique when a new data source 
appears. Moreover, VISO gives support to the confi guration of user preferences and 
formalizes, by means of facts and ontology rules, the knowledge of visualization 
experts. This work allows somehow to model the variability of data visualizations. 
However, the fact of being highly coupled with the underlying technology makes it 
less fl exible than the proposal presented in this paper. 

 Rodriguez-Pardo et al. [ 18 ] present a technique to adapt the color palette used in 
visualizations with the purpose of making it available for color-blind. Although the 
techniques used in [ 18 ] for selecting the appropriate palette are more complex than 
those used in our proposal, they could be easily integrated in our VML models. 
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 One of the main constrains for adapting data visualizations comes from the 
plethora of rendering devices with different screens and sizes that are available now-
adays in the market. Fuchs et al. [ 19 ] propose an adaptation strategy to automati-
cally adjust the visualizations according to the features of the device. This work is 
focused on dispersion diagrams. In order to determine if, at a given moment, it is 
necessary to adapt the graphic, the visual effectiveness is estimated based on certain 
characteristics of the data and the size of the screen. When the visual effi cacy of the 
graphic is poor for a given device and data, then an adaptation process is executed. 
In contrast to our proposal, this work does not take into account the user in the adap-
tation process. Moreover, unlike VML, it does not allow modeling the variability 
according to the domain and the application. 

 Finally, Rosenbaum et al. [ 20 ] present a generic proposal that allow adapting 
visualizations according to device requirements, user profi les and data. Considering 
that the visualization is pre-processed in a server, the technical foundations of this 
proposal are based on truncating the data fl ows in a progressive way. This allows 
offering the users the same graphic with more or less details, according to their 
requirements. In the same way that [ 19 ], this work offers less fl exibility than our 
proposal in the sense of modeling and adjusting the adaptation according to the 
particularities of each application. Moreover, the adoption of a MDSD approach 
eases the simulation, validation and verifi cation of the adaptation, making it possible 
to detect and correct existing problems in an early stage.  

28.7      Conclusions and Future Work 

 In this work we have described our experience in modeling and implementing adaptive 
data visualization systems. It is worth noting that it has been possible to apply the 
advantages of software adaptation to the fi eld of data visualization by  combining 
two different approaches based on models: visualligence and VML . The former is 
used for defi ning the visualization patterns, while the latter enables the specifi cation 
of the system adaptation. The adoption of a MDSD approach enables platform-
independent models from which we can obtain implementations for different plat-
forms using model transformations. However,  modeling some aspects such as 
expressiveness or tangling in VML has not been an easy task . Both properties are 
quite subjective and it is not easy to fi nd a precise defi nition. To alleviate this prob-
lem, and aligned with [ 15 ,  16 ], we consider to direct an empirical experiment with 
groups of users. This experiment will allow us to characterize and measure the 
goodness of different adaptations applied to visualizations. 

 Regarding the implementation performed for the case study, it is worth noting 
that the application of the  Separation of Concerns  principle allowed us to uncouple 
the visualization logic and the adaptation logic. Among other benefi ts, this separa-
tion improves the maintainability and extensibility of the solution. Although the 
prototype here presented only has the aim of demonstrating its viability,  the imple-
mented solution could be improved, allowing the adaptation process to execute 
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also at client side . For this purpose different alternatives could be considered: using 
a  Constraint Solver  implemented in JavaScript or compiling to JavaScript some of 
the available Constraint Solvers using, for example, asm.js [ 21 ]. Asm.js is a strict 
subset of JavaScript, ready to be executed in browsers and that has been proved with 
success compiling from C and C++. 

 In the future we plan to continue exploring the benefi ts of applying adaptation 
mechanisms to data visualizations. Particularly, we plan to conduct an evaluation 
process with groups of users with two purposes. On the one hand, improving the 
adaptation modeling and, on the other hand, obtaining a measure of improvement in 
user experience and visualization effi ciency.     
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    Abstract     The constructive step of modelling must account for the specifi c require-
ments of various stakeholders. Further, the quality of a model in terms of goodness-
of- fi t, completeness or other aspects may vary, because of future, as yet unknown, 
requirements. Natural language underpins the process of modelling as it is the pre-
dominant form through which models are acquired, negotiated and agreed. Whilst a 
model defi nes system requirements, it does not capture the assumptions, discussions 
and negotiations that led to the requirements. The ability to access this information, 
which is lost by most development processes, may signifi cantly improve the utility of 
models with respect to changing requirements and system maintenance. This paper 
proposes a form of ‘literate modelling’ that can be used to capture the steps in model 
development and is based on Toulmin’s Argumentation model. The paper contributes 
the design of an argumentation modelling language and a set of rules for integrating 
multiple languages (or domains) with the Toulmin approach. The language and 
approach is applied to the domain of business process modelling.  
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29.1         Introduction 

 Natural language is typically used for expressing system requirements of associated 
conceptual models [ 1 ]. The complexity of systems and the ambiguity of natural 
language lead to a high risk of misinterpretation. Additionally stakeholders, such as 
development or maintenance engineers, encounter a conceptual model that is the 
result of requirements analysis by third parties [ 2 ]. This introduces a knowledge 
management problem whereby understanding the dependencies between require-
ments and their relationships to other system artifacts is diffi cult or hard to establish 
because the original multiparty reasoning process, or argument, has been lost. 
Further, the requirements stated by stakeholders undergo a translation from natural 
language into the modelling language being used. Ultimately, stakeholders are 
restricted to the end product of a complex and highly structured reasoning process 
in order to ensure that the model has incorporated their requirements in a satisfac-
tory manner [ 3 ]. 

 The conceptual model and associated requirements alone are insuffi cient to 
address this problem. Further explanations are necessary: the design decisions and 
the underlying reasoning cannot be inferred from the conceptual model alone. 
A conceptual model does not spring into life fully formed. It is the result of a series 
of arguments whereby individuals use their personal knowledge and beliefs to pro-
pose facts about a system and to challenge propositions made by others. Therefore, 
the model is constructed as a result of incremental steps, each of which fully explain 
the reasoning behind individual extensions and modifi cations applied to an initial 
collection of assumptions. The ability to trace model elements back to the parry and 
thrust of their original designers becomes clear when we consider subsequent main-
tenance of a system, perhaps arising due to a change in its deployment context. The 
context would be part of the assumptions used in the reasoning leading to parts of 
the model (that might otherwise seem to be unrelated to the change). 

 If the original model designers are available then they can retrace their chains of 
reasoning and identify those parts of the model that require change. However with-
out the designers this is likely to be very diffi cult or more likely impossible, since 
initial design decisions are missing and therefore the identifi cation of the parts of a 
model that have to be reconsidered becomes diffi cult [ 4 , pp. 3–4]. The theories 
underlying a system model are normally neither explicated within the model nor are 
they accessible without natural language. The knowledge, insight or theory that the 
modeller uses is a theory in the sense of Ryle [ 5 ]. That is, a person who has a theory 
knows how to do certain things and can support the actual doing with explanations, 
justifi cations and responses to queries. That insight or theory is primarily one of 
building up a certain kind of knowledge that is intrinsic to the modeller whilst any 
auxiliary documentation such as the model itself remains a secondary product. 
Therefore discussions constituted by arguments that are formulated with a well- 
defi ned language, are a possible and more mature way of disclosing these theories. 
Such a disclosure promises three valuable features for universes of discourse. First, 
the evolution of the supplemented knowledge that is created in a specifi c universe of 
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discourse becomes traceable through explicit arguments. Second, the underlying 
design decisions can be explained with reference to a given argument. Third, the 
knowledge, which is used to support an argument and therefore a design decision, 
is explicitly depicted. Hence the actual theories that have led to a certain conceptual 
model are made explicit and explainable. 

 Our contribution is to propose argumentation as a basis for conceptual modelling 
and to show how the foundational work by Toulmin on argumentation can be 
formulated as a meta-model that can be integrated with system development meth-
ods and tools. This leads to the choice of the foundational work of Toulmin that is 
reviewed and related to requirements and conceptual modelling in Sect.  29.3 . 
Our main contribution is the defi nition of the language ArgML given as a meta-
model in Sect.  29.5  and the proposition is briefl y validated in terms of a system 
design process in Sect.  29.6 . Finally in Sect.  29.7  we outline future research direc-
tions arising from the work presented in this paper.  

29.2     Related Work 

 The construction of conceptual models as part of the requirements analysis phase of 
system development is described in [ 1 ,  6 ] where the authors address the dialogue 
between stakeholders and modellers. One approach is to use different representa-
tions to foster an understanding of the various stakeholders and their domains [ 7 ,  8 ]. 
A notable omission in these proposals is a justifi cation of design decisions and how 
to account for them in the specifi cation process. In particular, clarifi cation of rela-
tionships between design decisions is not addressed. Most approaches represent 
requirements in natural language that does not take into account the different stake-
holder domains. Together with the lack of dependencies and justifi cations, this can 
lead to ambiguity, misinterpretation, incompleteness and confl ict. 

 Elsewhere research has tried to include the actual requirements given by stake-
holders in a conceptual model, or in the modelling process, so that it becomes pos-
sible to capture design decisions leading from a requirement to a solution [ 9 – 12 ]. 
Unfortunately these approaches concentrate primarily on the management and 
change of requirements; the need to translate from natural language to the modelling 
language remains. 

 Proposals from the domain of artifi cial intelligence try to introduce a certain logical 
language for formulating arguments [ 13 – 21 ]. These approaches enable derivations of 
contradictions in arguments within a discussion. However every proposition given in 
an argument has to be specifi ed with the general purpose language defi ned by the 
approach. So it is necessary to translate the domain-specifi c arguments given by 
stakeholders to a general purpose representation. In order to generate any implica-
tions and fi nally the conceptual model, it is further necessary to translate the result of 
the discussion back to the actual problem domain. Any domain-specifi c knowledge 
is therefore lost. 
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 Finally, recently developed approaches try to introduce the refl ections of a model, 
by means of extended concepts of the respective modelling language [ 22 ,  23 ]. These 
approaches are aware of the participation by multiple stakeholders and the need for 
discussions and reasoning. Unfortunately the concepts, which they try to introduce, 
are unaware of the problems with natural language. Furthermore actual discussions 
are not fully supported, since the concepts only offer to include certain reasons for 
a given design decisions, but the ability for reasoning about a design decision is 
missing. Moreover as soon as the reasons are stated, there is no facility to challenge 
them.  

29.3      Toulmin’s Argumentation Model 

 Toulmin’s Argumentation Model (TAM) [ 24 ,  25 ] was originally derived from juris-
prudence and will be used for the construction and structured justifi cation of the 
design decisions underlying a conceptual model. Toulmin’s argumentation approach 
uses the following concepts argument, claim, ground, warrant, backing, rebuttal and 
qualifi er, as shown in Fig.  29.1 . In overview, a claim is justifi ed by an argument that 
uses agreed grounds as a basis. A claim may be supported by facts expressed as a 
warrant and limited in scope using a qualifi er. Repeated use of these structures and 
their relationships leads to a structured argument. A claim asserts a proposition 
based on some grounds that are used as support. If the listener is not convinced by 
the grounds for the claim, then further grounds may be provided. Finally, a warrant 
may be required to show that grounds are indeed a basis for the claim. Warrants cor-
respond to practical standards or canons of arguments and are likely to incorporate 
elements of domain-specifi c knowledge. Contrary to a claim and a ground, which 
address one or more particular entities, a warrant abstracts from a particular instance 
and embodies a more general statement [ 24 , p. 100].

   Circumstances might mean that grounds and warrants are insuffi cient. In such 
cases, a backing may form part of further arguments to provide additional support. 
Backings are evidence that the warrant is reliable. Grounds, warrants and backings 
may be subject to qualifi ers which are used to assert the relationship between 

  Fig. 29.1    Toulmin Argumentation Model [ 24 , p. 97]       
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grounds and claims. The concept of a qualifi er serves to make a refl ective statement 
about the validity of the corresponding claim. For example, a qualifi er could defi ne 
a claim as always valid, presumably valid or conditionally valid. It defi nes the con-
ditions of the claim being valid when it was derived from its supporting warrants 
and the grounds related to the qualifi er [ 24 , p. 93]. There will be situations where a 
claim may not follow the grounds despite the production of warrants and backings; 
these situations are termed rebuttals. A rebuttal is a further claim that proposes 
statements that hold when the initial claim is invalid [ 24 , p. 94]. Of note, is the 
importance of arguments that are fi eld-invariant (holds for any domain) versus fi eld- 
dependent (hold for a specifi c domain).  

29.4     Toulmin Applied to Conceptual Modelling 

 Toulmin allows to classify and structure the various components of a discussion. 
However there are aspects impeding its application, especially in the domain of 
conceptual modelling. Firstly, TAM presented above relies on natural language to 
formulate arguments. Therefore there is a possibility for misinterpretation and mis-
understanding of arguments by the different stakeholders. Secondly, it is diffi cult to 
derive the impact of a discussion. It may be that after a discussion certain convictions 
of certain theories are spread, but the actual impact on the universe of discourse and 
in particular on the actual knowledge cannot be specifi ed [ 25 ]. There is the necessity 
to implicitly and explicitly reuse certain arguments in further discussions. Created 
knowledge should be used explicitly in further discussions to ground future claims. 
Furthermore the language should be affected by the knowledge and insights 
proposed by the arguments, thereby the implicit use of that knowledge through 
language would avoid the proposal of invalid propositions and reduce fl aws in the 
process of modelling. These limitations require a number of TAM enhancements 
before it can be used as a vehicle for articulating theories relating to requirements 
and conceptual models. These include the use of languages which follows strict 
rules to allow for the unambiguous interpretation of propositions within a model 
instead of natural language.  

29.5      The Argumentation Modelling Language 

 Before we can be in position to achieve the benefi ts of argument verifi cation that are 
afforded by language formalization outlined in the rules of the previous section it is 
fi rst necessary to better defi ne the concepts underpinning TAM. One way to arrive 
at a better computationally useful understanding is to treat TAM as a language 
design activity, more specifi cally a model driven language design activity. Such an 
approach will utilise a suitable meta-language that can represent the various 
features of language such as the abstract syntax (defi ning the information structures 

29 Toulmin’s Argumentation Model for Conceptual Modelling



364

to represent essential aspects of the language in a form suitable for machine 
processing); the concrete syntax (the appearance of the language on the screen or 
page) the various mappings necessary to relate the abstract syntax to the concrete 
syntax and the semantic domain [ 26 ]. 

 Every argument is to be associated with a specifi c language that clearly defi nes 
the syntax and semantics to be used for representing claims, warrants, grounds and 
so on. Figure  29.2  shows the abstract syntax for the Argumentation Modelling 
Language (ArgML) drawn as a UML class diagram based on the language design 
approach used in [ 26 , pp. 53–54]. Such a meta model of the abstract syntax provides 
a ready route for tooling using platforms such as MetaEdit+ [ 27 ]. Further, the use of 
meta-modelling techniques supports Domain Specifi c Languages (DSLs) that support 
the multiple expert stakeholders [ 28 , pp. 26–27].

   With the exception of a transformation and one removal, ArgML inherits every 
concept from the TAM except for the concept of a backing that is left for future 
work. Note that the concept of a rebuttal is not explicitly defi ned since any claim can 
rebuttal any other claim of the same argument. Direct linkage between claims by 
means of the concept of a rebuttal is not necessary, since all refutations of a claim 
are derivable based on the syntax of the underlying language. 

 The concept of a claim has two relations to the concept of a ground. First, grounds 
support a claim in order to justify them. Second, a ground refers to a claim of a 
previously settled argument, since any claim of a settled argument can be used to 
support further claims through a ground. However initially there is no knowledge 
embodied by the universe of discourse. The initial modelling language embodies 
the only available knowledge. This strictly results in the necessity for stating 
ungrounded claims in order to initiate the discussion. So the initial contributions to 
the knowledge embodied by the specifi c domain of discourse is based on tacit 

  Fig. 29.2    The Argumentation Modelling Language       
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knowledge, which is formed by experience and is diffi cult to justify [ 29 , p. 282]. 
ArgML is supported by additional mechanisms to express constraints embedded 
within claims, warrants and qualifi ers by the use of the object constraint language 
(OCL) [ 30 ]. 

 Based on this specifi cation, the contribution of a discussion can be derived. 
The fi rst derivation is a model that is constituted by the various claims. Every claim 
that is given in a universe of discourse must fi rst be checked if it qualifi es and then 
included in the model. Beginning with the very fi rst assumptions given in the universe 
of discourse, incrementally every claim will be included to the derived model that 
qualifi es based on its qualifi er. The second derivation is a set of rules that will be 
embodied by a specifi c language. To derive these rules, respectively invariants, the 
various warrants and qualifi ers that are interrelated through a contribution towards 
the same claim have to be selected. For each qualifi er and warrant, which is used by the 
identical claim, an invariant can be derived. The invariant takes the form of an 
implication and states that if the underlying qualifi er is satisfi ed, the warrant has to 
be satisfi ed as well. During an invariance check of a model, for every qualifi er, 
whose expression was satisfi ed by the model, the corresponding warrant will be 
selected and checked against the model. The model satisfi es the invariants if it satis-
fi es all qualifi ed warrants.  

29.6      Application of the ArgML 

 This section provides a simple example based on a modelling language known as 
Event-driven Process Chain (EPC) [ 31 ]. Given a process model produced by a con-
ventional design process, it is not possible to determine the underlying design deci-
sions and convictions (that we refer to as theories about the model) that were used 
in its construction. Considering the example, the disclosure of design decisions in 
an ‘order processing’ business process becomes apparent through an argumentation 
based discussion. Figure  29.3  captures the underlying universe of discourse of such 
a process model. The respective model is depicted by means of the form already 
proposed by TOULMIN and which can be inferred from Fig.  29.1 . Thereby, the vari-
ous statements usually proposed in natural language are replaced by semi- formal 
model concepts.

   The business process is initiated by an event called ‘Order Received’ that signals 
the receipt of an order. A claim is made as follows: After an order is received it will 
be processed by the function ‘Process Order’ that uses the billing system of the 
particular company. This claim is grounded on the initiating event and the fact that 
every event shall have at least a predecessor or a successor. After this claim, the 
argument proceeds in three different ways. First, it is claimed that: the function 
‘Process Order’ needs to use the customer management system, since every func-
tion that uses the billing system needs to use the customer management system in 
order to access the required customer data (cf. top argument of Fig.  29.3 ). In the 
second branch, respectively the middle argument of Fig.  29.3 , it is stated that: in 
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order to use the billing system an organisational unit is required, namely the account 
manager, so the function ‘Process Order’ includes the account manager as a resource 
for its execution. Additionally with the acceptance of this argument, it becomes 
necessary that every function, which utilises the billing system, has to be operated 
by an organisational unit. Continuing the argument process, it was further stated 
that: if an account manager operates a function, then a decision has to be made fol-
lowing that particular function. Therefore during the processing of an order, the 
account manager has to decide about its acceptance. Disregarded the top branch of 
the discussion, a fi rst business process model can be derived from these claims, 
illustrated on the left side of Fig.  29.4 . During the evolution of this particular busi-
ness process model, the account manager might become a superfl uous component 
of order processing, because of the involvement of customer relationship manage-
ment tools and IT infrastructure. As a result of the identifi cation of redundancy 

  Fig. 29.3    An exemplary universe of discourse regarding a business process       

  Fig. 29.4    Derivation and evolution of conceptual models from discussions       
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within the process, it becomes necessary to check the automatically processed 
orders by an offi ce assistant. Therefore the lower argument of Fig.  29.3  rebuttals the 
middle argument accordingly, which requires an adaptation, respectively an 
 alignment, of the arguments and a continuation of the discussion. This alignment 
has to consider, e.g., where the validation has to be executed within the process. 
Furthermore there may exist design decisions that were decided with respect to the 
inclusion of an account manager. In the given example the decision succeeding 
the function ‘Process Order’ was justifi ed with reference to the execution through an 
account manager. So with the exclusion of the account manager this design decision 
has to be reconsidered as well. Since the arguments of this path mainly rely on the 
consideration of an account manager, the middle argument of Fig.  29.3  needs to 
excluded or reconsidered. However, it is possible to infer which parts of the conceptual 
model can still be used based on the remaining arguments. So it is possible to distin-
guish between the valuable parts and the parts of a discussion that have to be excluded 
from the conceptual model due to the evolution of the business process. Furthermore, 
the language excludes the incorporated rules of the discussions as well, which were 
derived from the qualifi er and warrants. With the elimination of the invalid arguments 
from the discussion it is possible again to specify a function that relies on the billing 
system, but does not rely on an organisational unit. So the enterprise wide rules for the 
application of the particular language have evolved as well.

29.7         Conclusion 

 This paper has presented a conceptual discussion for an extension to Toulmin’s 
Argumentation Model to support the use of argumentation for addressing the need 
to reveal the theories embedded in conceptual models. Given the capstone nature 
of conceptual models to software development process, extracting such richness of 
design decisions has considerable implications for improvements to software practice. 
The paper has proposed formalising TAM into a language, ArgML using language 
engineering techniques as well as an initial abstract syntax and an approach to its 
use has been presented. Insights such as the recursive nature of arguments, the 
dependencies between arguments and how uses of the language end up extending 
the language itself have been described and illustrated with an appropriate example. 
However, the ArgML provides a frame of modelling and is applicable to any model-
ling language, which should be used for proposing claims and referring to grounds. 
Different applications scenarios evolve from the domain of enterprise modelling or 
enterprise architecture management as well as the conceptual modelling of software 
system, from which existing modelling languages can be used to formalise the 
different arguments and hence, the design decisions. 

 Future research will concentrate on a tighter integration of the ArgML with a 
language environment. The contribution of the ArgML towards domains, like enter-
prise modelling and enterprise architecture management, depends on the expressive 
power of the respective DSL. For now the expressiveness of the claims relies on the 
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language, which is used for an argument. Moreover the expressivity of qualifi ers 
and warrants relies briefl y on the OCL. It is anticipated that the ArgML language 
will change as new requirements come to light as a result of further research.     
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Abstract Product architecture derivation is a crucial activity in Software Product 
Line (SPL) development since any inadequate decisions made during the architec-
ture design directly impact on the non-functional properties of the product under 
development. Although some methods for architecture derivation have been pro-
posed in the last few years, there is still a need for approaches that model the impact 
among architectural design decisions and quality attributes and use this information 
to drive the derivation of high-quality product architectures. This paper, presents a 
set of guidelines for the definition of pattern-based quality-driven architectural 
transformations in a Model-Driven SPL development environment. These guide-
lines rely both on a multimodel that represents the product line from multiple 
viewpoints as well as on a derivation process that makes use of this multimodel to 
derive a product architecture that meets the quality requirements. The feasibility of 
the approach is illustrated using a case study on the automotive domain.
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30.1  Introduction

In recent years, Software Product Line (SPL) development has been widely adopted
as a means of improving productivity and product quality. SPL is defined as a set of 
software intensive systems that share a common managed set of features, developed 
from a common set of core assets in a prescribed manner [1].

Software architectures support the achievement of business goals by satisfying 
functional and quality requirements. In SPL development, there are two architec-
tures; one for the product line as a whole and another for each individual product. 
The product line architecture contains a set of variation mechanisms that support 
the quality and functional requirements of the entire set of products that constitute 
the product line. The product architecture is derived from the product line architec-
ture by exercising its built-in architectural variation mechanisms [1]. However, 
when particular levels of quality attributes1 are required, and cannot be attained via 
the architectural variation mechanisms, the product architecture can be transformed 
by applying architectural transformations [2].

In previous works [3–5] we have presented an approach with which to attain the 
desired quality attribute levels by deriving product architectures from the product 
line architecture using a multimodel that represents the different viewpoints of the 
system and the relationships among the elements in these viewpoints.

In this paper, we present a set of guidelines for the definition of pattern-based
quality-driven architectural transformations in a Model-Driven Development 
(MDD) context. Pattern-based architectural transformations allow product architec-
tures, derived from the product line architecture to be improved, when the required 
quality attribute levels cannot be achieved by exercising the product line architec-
ture’s built-in architectural variation mechanisms. This work generalizes and 
extends the work presented in [3] by providing guidance on how to define the model 
transformations by making use of this multimodel. The multimodel has also been 
extended in this paper to introduce a new viewpoint (the transformation view), 
which permits the explicit representation of architectural transformations and shows 
how its application impacts on the quality attributes.

The remainder of the paper is structured as follows. Section 30.2 discusses 
related works in the area. Section 30.3 describes the multimodel for the representa-
tion of SPLs. Section 30.4 introduces the guidelines for the definition of pattern- 
based architectural transformation. Section 30.5 illustrates the feasibility of the 
approach through a case study in the automotive domain. Finally, conclusions and 
future works are presented in Sect. 30.6.

30.2  Related Work

Several approaches that employ model transformations to deal with the improve-
ment of software architectures have been reported (e.g., [6–9]).

1 A quality attribute level indicates a threshold at which a system must perform to be useful to the 
stakeholders [20].
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Merilinna proposed a tool that helps architects when selecting architectural 
transformations based on quality attributes [9]. The software architect determines 
and applies the best architectural transformation by considering the information 
gathered in the StyleBase database. Drago et al. proposed a framework with which 
to explore the solution space and select the architectural transformation that best fits 
the required quality attributes [6]. Maswar et al. presented an approach for improv-
ing the quality of architectures by applying architectural patterns based on the qual-
ity requirements [8]. The architecture is evaluated to check its conformance with 
certain quality requirements and the architect decides the refactoring pattern that 
will be applied via model transformations. Finally, Li et al. presented AQoSA, an
approach for applying genetic algorithms to multi-objective architectural optimiza-
tion [7] which relies on the exploration of the search space to optimize the alloca-
tion of components in computation nodes. However, neither [7] nor [8] consider 
relationships among alternative transformations and quality attributes. Although [6] 
and [9] define relationships among transformations and quality attributes, they do 
not establish the impact on quality that the application of a specific transformation 
has. This tradeoff information may be useful when deciding which transformation 
apply or for pruning the search space. Finally, none of the abovementioned 
approaches were defined to be used in SPL development.

There are, meanwhile, several approaches for the derivation of product architec-
tures from product line architectures in SPL development (e.g., [10–12]). 
Botterweck et al. presented an approach for deriving the product architecture by 
means of a model transformation process taking a domain architecture model and 
a feature model as input and generating a product architecture model, by simply 
copying elements [10]. Similarly, Cabello et al. produced product architecture 
models by means of a QVT transformation that takes a feature model and the mod-
ular view of the architecture as input to generate the PRISMA component and
connector view of the architecture [11]. Perovich et al. automate the derivation of 
product architectures by taking a feature configuration model as input [12] in order 
to populate the component and connector view of the architecture. However, none 
of them consider the quality attribute requirements when deriving the product 
architecture nor they consider the application of architectural patterns or architec-
tural transformations.

In summary, most of the works in this area focus on improving software architec-
ture quality by applying optimization techniques, rather than using the relationships 
among the architectural patterns and quality attributes to prune the solution space. 
With regard to the use of MDD techniques, there are some approaches that automate 
the derivation of product architectures by means of model transformations, but do not 
adequately integrate the quality attributes into the process. In our approach, we not
only consider quality attributes in the derivation of the product architecture but we 
also conduct a quality-driven transformation approach. A priori knowledge is 
therefore used to apply only those architectural patterns that have a positive impact 
on the required quality attributes.
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30.3  A Multimodel for Describing Software Product Lines

A multimodel is a set of interrelated models that represents different viewpoints 
of a particular system and permits the definition of relationships among elements in 
different viewpoints [13]. A viewpoint is an abstraction that yields a specification of 
the whole system restricted to a particular set of concerns. In any given viewpoint it
is possible to define a model of the system containing only the objects that are visible 
from that viewpoint. Such a model is known as a viewpoint model, or a view of the 
system from that viewpoint [14]. A multimodel conforms to a meta-model that 
defines the viewpoint models, the relationships among elements within different 
viewpoints and the metaclasses required to define those relationships.

The multimodel for representing SPLs is composed of four interrelated viewpoints: 
functional, variability, quality, and transformation. In the last view we specify,
among other aspects, the architectural patterns that model the design decisions 
which exist in the MDD-SPL transformation processes.

The multimodel plays a key role in the SPL development process at two separate 
levels: (i) in the Domain Engineering phase it expresses the impacts and constraints 
among variations, functional components and quality attributes, providing a more 
comprehensible and integrated model of the product line, and (ii) in the Application 
Engineering phase in which the final product is derived the relationships drive the 
different model transformation processes to produce the final product by reusing the 
information introduced during the domain engineering phase. Figure 30.1 shows an 
excerpt of the metamodel of the multimodel, which is composed of the individual 
metamodels of the feature, quality, functional, and transformation models. In addi-
tion to these four views, the metaclass Impacts represents the relationships that 
elements in the different views have on the quality attributes and has an attribute 
(Weight) for quantifying the relative importance of that relationship.

In order to represent the inter-viewpoint relationships, and to minimize the cou-
pling among the metamodels involved, we use the proxy pattern [15] to extend the 
metaclasses that participate in these relationships. The proxy pattern is applied to the 
Attribute, Feature, ComponentType and Alternative metaclasses (defined in their cor-
responding metamodels) resulting in the EAttribute,2 EFeature, EComponentType and 

2 The proxy metaclasses follow the naming convention E+ClassName, where ClassName is the
base class that is extended.

Fig. 30.1 Excerpt of the multimodel metamodel

J. González-Huerta et al.



375

EAlternative metaclasses (defined in the multimodel’s metamodel). The EFeature, 
EComponentType and EAlternative metaclasses also extend the ImpactingElement 
abstract metaclass to define the relationship with the Impact metaclass which allows 
us to define the impacts that EAlternatives, EFeatures and EComponentTypes have on 
the levels of the quality attributes.

Each of the views of the multimodel are introduced as follows: Variability View: 
The variability view has been defined using a variant [16] of the cardinality-based 
feature model [17], specifically defined for application in a model-driven SPL 
development context. The main element of this model is the Feature, which is a 
user-visible aspect or characteristic of a system [1].

Functional View: The functional view contains the structure of a system represented 
by the SPL architecture and the core assets (software components) that satisfy the 
requirements of the different features. The functional view has been defined using 
the Architectural Analysis and Design Language (AADL) [18]. AADL defines a 
textual and graphical representation of the runtime architecture of software systems 
as a component-based model.

Quality View: The quality view has been defined using a quality model for expressing 
non-functional requirements for SPL defined in [3]. This quality model is an extension 
of the ISO/IEC 2500 (SQuaRE) standard [13] which supports quality assurance and 
evaluation activities in SPL development. The quality view contains the hierarchical 
structure of quality in characteristics, sub-characteristics and quality attributes and also 
allows non-functional requirements to be expressed as constraints in this quality view.

Transformation View: The transformation view contains the explicit representation 
of design decisions (architectural alternatives) in the various model transformation 
processes that integrate the production plan for a MDD-SPL. Alternatives appear in 
a model transformation when a set of constructs in the source model admits differ-
ent representations in the target model. The application of each alternative transfor-
mation could generate alternative target models that may have the same functionality 
but might differ in their quality attributes.

Figure 30.2 shows an excerpt of the transformation view metamodel, describing 
the hierarchical structure of Transformations and DesignDecisions that each trans-
formation contains, Alternatives in a design decision and the TransformationRules 
constituting the transformation definition of each alternative.

The multimodel permits the definition of relationships among elements in different 
viewpoints such as composition, impact or constraint relationships [4]. In this work
we focus on the impact relationship defined between elements in the transformation 

Fig. 30.2 Transformation view metamodel
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and quality views to represent how the selection of one alternative in a design decision 
can affect one or more quality attributes (e.g., applying the triple redundant pattern 
improves safety and reliability). The proxy metaclass EAlternative in Fig. 30.1 has 
been defined as a subclass of ImpactingElement, signifying that we can define Impacts 
between instances of EAlternative and instances of EAttribute. This relationship 
allows the quality attributes to become an additional decision factor when selecting 
from alternative architectural transformations.

30.4  Defining Pattern Based Quality-Driven Transformations

This section presents the guidelines for the definition of pattern-based quality driven 
architectural transformations.

30.4.1  Quality-Driven Architectural Transformations

The architect designs the product line architecture to cover the entire set of products 
in the product line, including the variations permitted within the product line scope, 
and the architectural variation mechanisms needed to achieve them. Product line 
architecture is used to create the product architecture in the application engineering 
phase [1]. However, in some cases the product architecture has to be modified by 
applying architectural transformations to ensure the attainment of certain product- 
specific quality attribute levels that cannot be attained by exercising the architec-
tural variation mechanisms [2].

In this work, we focus on architectural patterns [19], represented as architec-
tural transformations, which specify how the system will deal with one aspect of its 
functionality, impacting directly on the quality attributes [20].

In our approach, three model transformation processes are used iteratively to
obtain the product architecture that satisfies the required quality attributes: (i) the 
product architecture derivation in which the product architecture is generated as an 
instance of the product line architecture; (ii) the product architecture evaluation in 
which the measures defined in the multimodel’s quality view are evaluated on the 
product architecture to determine its quality levels; and (iii) product architecture 
transformation in which the pattern-based architectural transformations are applied 
to the product architecture in order to meet the required quality attributes.

30.4.2  Guidelines for the Definition of Quality-Driven 
Architectural Transformations

The application of the following guidelines facilitates the definition of architectural 
transformations that apply pattern-based quality-driven architectural transforma-
tions. A model transformation process relies on a transformation definition 
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containing the transformation rules responsible for transforming a particular selection 
of the source model into constructs of the target model [21]. A transformation rule 
consists of two parts: a left-hand side (LHS), which accesses the source model, and 
a right-hand side (RHS), which expands in the target model [21].

In this work, we use transformation rules as specifications of graph relations
between elements in the left-hand and right-hand models. The transformation pro-
cess is controlled by matches. A match occurs when elements from the left-hand 
and/or right-hand model are identified as satisfying the constraints specified by the
declaration of a transformation rule. A match triggers the creation (or updating) of 
model elements in the target model, and is driven by the declarative and/or imple-
mentation parts of the matched rule.

The guidelines are illustrated by using the QVT-Relations syntax but can also be
applied by using any other transformation language (e.g., ATL, QVTOperational).
The guidelines comprise the following steps:

(I) Identification of Pattern-Based Architectural Transformations
The quality attribute requirements that cannot be achieved using the built- in 
variation mechanisms are identified during the product architecture derivation 
process. Architectural transformations are selected to enhance these specific 
attributes. Each architectural transformation is previously associated with a set
of transformation rules that affect the specific aspects of the architecture 
related to improving certain quality attributes.

Depending on the domain of interest, the set of applicable transformations 
can be reduced owing to the nature or the SPL architecture’s topology.

(II) Architectural Transformation Reorganization
The next step is to reorganize and group the selected transformations into 
separate transformation processes, which are in turn organized into design 
decisions. Architectural transformations are grouped into the same design 
decision when they represent alternative transformations (i.e., they are applied 
to the same structures in the source model, sharing their left-hand side), or 
when they represent mutually exclusive design decisions (e.g., to apply 
dynamic or static allocation). The application of pattern-based architectural 
transformations can also be scheduled, to establish the sequence in which the 
architectural patterns should be applied.

The transformations are then represented in the transformation view of the 
multimodel as instances of the metaclasses supporting the hierarchical struc-
ture of Transformations, DesignDecisions, and Alternatives in each design 
decision (see Fig. 30.2). Finally, if the rules are reused in that particular trans-
formation process, they are created as instances of the Rules metaclass in the 
transformation view.

(III) Transformation Rules Definition
After grouping the architectural transformations, the next step is to define the 
transformation rules in order to select and apply them. Two types of rules are 
distinguish in this approach: pattern-rules and discriminant-rules. The transfor-
mation rules responsible for applying each pattern are adapted to become a 
pattern-rule and a new discriminant-rule is added for each design decision.
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Pattern-Rules: The pattern-rules are responsible for creating or updating 
elements in the target model. Pattern-rules are not executed automatically; 
they need to be invoked from a discriminant-rule. They consist of two domains: 
(i) the source model domain which defines the structures integrating the left- 
hand side of the rules and (ii) the target model domain which specifies the 
structures created in the target model (see Fig. 30.4b, in Sect. 30.5).

Discriminant-Rules: A new discriminant-rule is defined for each design 
decision, grouping all its alternatives. Discriminant-rules are executed auto-
matically each time the left-hand side of the pattern is found in the source 
model. Discriminant-rules select one alternative in a design decision depend-
ing on how it supports the required quality attributes and invoke the pattern- 
rule which applies the selected architectural transformation. Discriminant-rules 
have three domains: (i) the source model domain, specifying the common 
structures on the left-hand side; (ii) the transformations model domain, speci-
fying the design decision that the discriminant rule belong to; and (iii) the 
target model domain, specifying the common structures that are updated or 
created in the target model. The precondition of the rule specifies the query 
call which selects the alternative that best supports the required quality attri-
butes levels Qa,… Qn, which are introduced in the transformation as external 
parameters. The query has access: (i) to the tradeoff results that express how 
each alternative supports the different quality attributes and (ii) to the param-
eters that express the quality attributes to be satisfied. The postcondition of the 
rule initiates the invocation of the corresponding pattern-rules, based on the 
value returned by the query on the precondition (see Fig. 30.4a, in Sect. 30.5).

(IV) Alternative transformations Tradeoff
During the tradeoffs, domain experts determine how the alternative supports 
each quality attributes, based on empirical evidence or on their experience. 
The tradeoffs analysis is performed by applying the Analytic Hierarchy 
Process (AHP) [22]. AHP is a decision-marking technique used to resolve 
conflict when it is necessary to address multi criteria comparisons. The results 
of the AHP is a weigh that shows the relative support for an alternative with 
regard to a quality attribute. These results are stored in the relationship defined 
between the transformation view and the quality view through the Impact 
metaclass in the multimodel. The transformation process uses these impacts to 
select and apply the alternative transformation that best fits the required qual-
ity attributes.

30.5  Case Study

This section illustrates the feasibility of the approach with a case study in the con-
text of the safety-critical embedded systems of the automotive industry. This case 
study describes a Vehicle Control System containing several features such as the
Antilock Braking System, the Traction Control, or the Cruise Control System.
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These features comprise a set of embedded systems present in modern automobiles. 
Figure 30.3 shows the architecture of each one of these systems, which is used to 
illustrate the guidelines defined in Sect. 30.4.2. It consists of capturing input signals
from sensors, processing and transforming those inputs and sending the processed 
output to an actuator that potentially affects the state of other systems or mechanical 
parts of the car (e.g., engine, throttle position, brakes).

30.5.1  Identifying Pattern-Based Architectural Transformations

The first step when defining quality-driven architectural transformations is to select 
the transformations to be applied in a specific domain. In this case study, we focus
on architectural transformations for embedded systems [19], represented as pattern- 
based architectural transformations. Table 30.1 shows the catalog of architectural 
transformations considered. The catalog specifies the left and right-hand sides of the 
patterns, described using the AADL graphical syntax, and the rational associated 
with each pattern.

30.5.2  Architectural Transformation Reorganization

The transformations catalog shown in Table 30.1 is reorganized in a unique transfor-
mation. A design decision TransfGroup1 is defined grouping the three alternatives 
{T1, T2, T3}, since they are concerned with the safety and reliability aspects as is 

Fig. 30.3 Architecture of the Vehicle Control Systems

Table 30.1 Pattern-based architectural transformations catalog

Name Rationale Left- hand side Right-hand side

T1: Triple Modular 
Redundancy
(TMR)

Only detects random faults. Since the
channels are homogeneous, any 
systematic fault in one channel must 
be present in both of the others

T2: Sanity Check 
Pattern (SC)

Detects gross deviations from the controlled 
value to the actuator value. Provides 
minimal coverage against faults

T3: Watchdog 
Pattern (W)

Lightweight pattern rarely used in 
safety-critical systems. Best at 
identifying deadlocks
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shown in Table 30.1, they share the same left-h and side. In this case study we are
focusing in one design decision with three alternatives. However, the same schema 
can be followed to manage N design decisions with M alternatives.

After reorganizing the architect transformations, the next step is to create the 
transformation view of the multimodel with the structure of transformation, design 
decisions and alternatives. The safety and reliability transformation is defined as an 
insurance of the Transformation metaclass, which contains a DesignDecision 
instance TransfGroup1 with three EAlternative instance {T1, T2, T3}.

30.5.3  Defining Transformation Rules

The definition of the transformation rules for the alternative in the TransfGroup1 
design decision includes the definition of a discriminant-rule in order to group 
all the alternatives. There are three pattern-rules associated with the three alter-
natives of this design decision: TripleModularRedundancy, SanityCheck and 
WatchDog.

Figure 30.4a shows an excerpt of the discriminant-rule implementation that 
makes the selection from the alternatives. Note that the rule group the alternative
architectural transformations and contains the invocation to BestRankedAlternative 
query in the when clause. This query access the tradeoff results and the 
QFaultTolerance and QLatency required quality attribute levels, which are intro-
duced as external parameters by the application engineer before executing the 
transformation. The query selects the alternative that best supports the required 
quality attribute levels on the basis of these two inputs. Finally, the when clause 
performs the invocation of the corresponding rule based on the value returned by 
the query.

Fig. 30.4 Discriminant (a) and pattern rules (b) excerpt
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30.5.4  Alternative Transformations Tradeoff

In the tradeoff analysis each alternative is compared as regards the Q quality attributes 
by using the AHP technique, which is applied once for the entire product line in the 
domain engineering phase. For each quality attribute Qa, the N potential alternatives are 
compared in a pairwise comparison. In order to express how an alternative Ax supports 
the quality attribute Qa, in comparison to the alternative Ay, an AHP weight is assigned 
ranging from 1 for equally important to 9 for extremely more important [22].

For example, the domain expert defines that as regards fault tolerance, TMR is
strongly more important (weight of 5) than SC, TMR is very strongly more impor-
tant (weight of 7) than W, finally, W is strongly more important (weight of 5) 
than SC. As regards latency, W is moderately more important (weight of 3) than 
SC, and W is strongly more important (weight of 5) than TMR, finally, TMR is
moderately more important (weight of 3) than SC.

The result of this comparison is an N x Q matrix that shows the relative support of
the different architectural patterns to the quality attributes, as shown in Table 30.2a. 
Then, these values are normalized by applying the formula (30.1) to Table 30.2a in 
order to produce Table 30.2b, and finally, the impact that an architectural pattern has 
on a quality attribute Qa is calculated by applying the formula (30.2) to produce 
Table 30.2c [22]. The normalized impact values I shown in Table 30.2c ranging from 
0 to 1 are stored as Weights on the Impact instances in the multimodel.
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30.5.5  Transformation Execution

In the application engineering phase, the application engineer introduces the quality
attribute levels Q that the specific product must fulfill as normalized weights ranging 
from 0 to 1 as external parameters when executing the transformation. For k quality 
attributes, the transformation process calculates the ranking R for each pattern j by 
applying formula (30.3) to the impact values shown in Table 30.2c.
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The transformation applied to the architecture shown in Fig. 30.3 results in the 
product architecture shown in Fig. 30.5a or Fig. 30.5b depending on the quality 
attributes selected by the application engineer.

If the application engineer selects the fault tolerance by introducing a weight 
of 1 for fault tolerance and 0 for latency the transformation process will select the 
TMR pattern (TMR: 1*0.68 + 0*0.24 > SC: 1*0.09 + 0*0.13 > W: 1*0.23 + 0*0.63).
The resulting architecture is shown in Fig. 30.5a. However, if the application 
engineer selects the fault tolerance and latency by introducing a weight of 0.4 for 
fault tolerance and 0.6 for latency the transformation process will select the W 
(W: 0.4*0.23 + 0.6*0.63 > TMR: 0.4*0.68+ 0.6*0.24 > SC: 0.4*0.09 + 0.6*0.13).
The resulting architecture is shown Fig. 30.5b.

30.6  Conclusions and Future Work

In this paper we present a set of guidelines for the development of pattern-based
quality-driven architectural transformations. These guidelines rely on a multimodel 
that represents different viewpoints of a system, permitting the explicit representa-
tion of relationships between architectural patterns and quality attributes. The guide-
lines provide guidance on how to define pattern-based architectural transformations 
that use quality attributes as a decision factor when alternatives exist.

The feasibility of the approach has been illustrated with a case study in the auto-
motive domain. The guidelines have been applied to define pattern-based transfor-
mations that select from architectural alternatives depending on the required quality 
attributes.

As future work we plan to develop a tool with which to support the definition 
of pattern-based quality-driven transformations. We also plan to apply this 
approach to other domains in which different patterns and quality attributes have 
been identified.

Acknowledgements This research is supported by the MULTIPLE project (MICINN TIN2009- 
13838) and the ValI+D program (ACIF/201 1/235).

Fig. 30.5 System architecture structure after applying the transformations
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    Abstract     Models are becoming the new programming code to specify software 
products. However, most tools that support model descriptions are oriented to a single-
user with specifi c skills, which avoids the involvement of different roles to perform 
collaborative modeling (such as domain experts, stakeholders or end- users). In this 
paper, we present an approach to achieve collaborative modeling by bridging hetero-
geneous modeling languages. Specifi cally, our approach enables an existing modeling 
language to involve a different role who uses a different modeling language. On the 
one hand, we apply interoperability mechanisms to bridge heterogeneous modeling 
languages. On the other hand, we apply variability mechanisms in a novel way to set 
gaps in partially instantiated models that are completed using models of the different 
modeling language. We show the feasibility of the approach through a sample scenario 
that bridges two existing modeling languages to develop web information systems.  

  Keywords     Collaborative system development   •   Model-driven development   
•   Model transformation   •   Variability management   •   Domain-specifi c languages   
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31.1         Introduction 

 Models [ 1 ] have replaced source code as the main ingredient of the development 
process. This model-centric schema has been increasingly used in the last few years 
by emerging modeling languages in different domains. Therefore, there is a broad 
agreement in the fact that it is important and useful to involve different roles in the 
construction and modifi cation of models [ 2 ] (i.e., domain experts, stakeholders or 
end-users). Thus, the nature of collaborative modeling is widely accepted as a pro-
cess where a number of people actively contribute to the creation of a model [ 3 ]. 
However, most modeling languages are oriented to create a model by a single-user 
with specifi c skills [ 3 ], so different roles cannot be involved in collaborative model-
ing. Moreover, most modeling languages are not designed to interoperate with other 
modeling languages, which makes them isolated alternatives. 

 Interoperability mechanisms is a growing trend [ 4 ] and it can provide several 
benefi ts, i.e., existing modeling languages can be used as complementary alternatives 
to perform the modeling tasks from different domains (such as system design, busi-
ness processes, etc.), from different roles (such as project managers, system designers, 
domain experts, etc.), and from different software representations that could have a 
different abstraction level (such as a visual language that helps the description of 
models). There are approaches such as [ 5 – 7 ] that achieve interoperability to perform 
modeling tasks from two different modeling languages. However, these approaches 
are focused on transformations from one model to another and they do not tackle 
collaborative modeling to allow a new user to describe subsets of a model. 

 We propose a method named Medem that enables collaborative modeling by 
bridging two different modeling languages. Specifi cally, Medem enables the user of 
an existing modeling approach to defi ne a set of gaps. Another user can fulfi ll these 
gaps using models of a different modeling approach. To do this, we combine 
interoperability and variability mechanisms in a non-intrusive way for the existing 
meta-models. On the one hand, we apply interoperability mechanisms by means of 
both a weaving model that links model concepts of each approach, and model trans-
formations that obtain model descriptions from one model to another. On the other 
hand, we apply variability mechanisms in a novel way to determine gaps that may 
be fulfi lled by the new user. We show the feasibility of Medem through a sample 
scenario to develop web information systems. 

 The remainder of the paper is structured as follows: Sects.  31.2  and  31.3  describe 
the sample scenario and how Medem is initialized and used. Section  31.4  presents the 
lessons learned. Section  31.5  presents the related work and Sect.  31.6  concludes.  

31.2       A Sample Scenario 

 In the Valencian Regional Ministry of Infrastructure, there are different modeling 
languages that are being developed to represent organization’ needs. These languages 
are supported by a FREE CASE that is built on Eclipse. Among these languages, 
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there are two that are focused on the development of web information systems User 
Interface Modeler (UIM) [ 8 ] and Sketcher [ 9 ]:

•     UIM  supports organization’ needs on web information systems (e.g., online pro-
cedures that citizens may complete to request subventions, grants, etc.). 
Specifi cally, UIM allows software development experts to specify interfaces and 
how they are related in an abstract way with the information system. UIM uses 
concepts in its models such as ClassView, Visualization Set, Filters, Patterns and 
Package Unit Interaction, so the use of UIM may be complex and it requires 
that software development experts spend time in learn the modeling language. 
The left side of Fig.  31.1  shows several snapshots of different UIM models from 
the UIM editor. Although UIM use visual elements, its complexity is related to 
the amount of concepts, properties, and the navigability among models.

•       Sketcher  expresses an initial representation of user interfaces in a closer way to 
users. Sketcher is based on the standard notation of sketching tools, which favors 
the users’ validation in early stages of development. The right side of Fig.  31.1  
shows a snapshot of simple Sketcher models, which specify the elements of a 
web interface.    

 In particular, software development experts use UIM to develop web information 
systems but they also need to collaborate with domain experts in documentation. 
Domain experts in documentation are in charge of designing user interfaces because 
they know the information that citizens have to complete to carry out the organization’ 
procedures. However, domain experts do not use UIM as software development 
experts do, domain experts use Sketcher to express the initial representation of user 
interfaces. Afterwards, software development experts manage all Sketcher interface 
descriptions to integrate them in UIM models. Thus, the web information system is 

  Fig. 31.1    Snapshots of UIM and Sketcher    models       
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developed including descriptions of both roles. Therefore, we have detected two 
main problems: (1) software development experts are forced to translate and inte-
grate descriptions from Sketcher models to existing UIM models; and (2) domain 
experts are not guided during descriptions, so isolated features can arise and software 
development experts are forced to integrate them.  

31.3      The Medem Method 

 For the sample scenario presented above, interoperability mechanisms can be 
applied to transform model descriptions using Sketcher (domain experts in docu-
mentation) to UIM (software development experts). However, domain experts do 
not have the knowledge to describe features of the web information system as soft-
ware development experts have using UIM, so collaborative modeling mechanisms 
are required. 

 To tackle this, we propose the Medem method that is made up of four main steps: 
(1) User 1  creates from scratch or reuses a model conforms to the model structure 
(meta-model 1 ) of a modeling approach using the  Medem interface for model  1 . 
This model is identifi ed as  partially instantiated model  1  (see Fig.  31.2  (1)); (2) 
User 1  also defi nes a list of gaps in the  partially instantiated model  1 . Each gap should 
be described by User 2  (see Fig.  31.2  (2)); (3) User 2  describes each gap using the 
 Medem interface for model 2. Each gap description is stored in a model conforms to 
the model structure (meta-model 2 ) of another modeling approach (see Fig.  31.2  (3)); 
and (4) Gap descriptions are transformed in models1 to complete the previously 
defi ned gaps. Thus, a fully instantiated model  1  is obtained (see Fig.  31.2  (4)) by 
including description of both User 1  and User 2  in a collaborative way.
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  Fig. 31.2    The Medem method       
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   To support these steps and to validate the feasibility of the Medem method, we 
have developed a toolkit prototype as the underlying tool framework. Next, we 
describe both how the Medem toolkit is initialized and how the toolkit is used in each 
step by applying the sample scenario. 

31.3.1     Initializing the Medem Toolkit 

 The initialization of the Medem toolkit is carried out by a user who has knowledge 
in modeling languages (from now onward meta-model Architect). It is worth noting 
that the Medem toolkit initialization is only carried out once at the beginning, soit is 
reused even though the steps of Medem are reapplied (i.e., if User 1  or User 2  change 
model descriptions). To initialize the Medem toolkit, the Architect carries out three 
phases as the left side of Fig.  31.3  shows:  Existing ,  Feasibility  and  Initialization .

31.3.1.1       The  Existing  Phase 

 This phase represents the required input elements to initialize the Medem toolkit. 
The top of Fig.  31.3  shows that this phase takes as input two ecore meta-models 1  
(metamodel 1  and meta-model 2 ). Each meta-model is a model that describes the 
structure of models from a different modeling approach. Moreover, this phase takes 
as input two model editors (Model editor 1  and Model editor 2 ) that enable the creation 
or modifi cation of models conform to a meta-model (meta-model 1  and meta- model 2    
respectively). 

 In the sample scenario, we take as input both the UIM and Sketcher ecore meta- 
models and the UIM and Sketcher model editors.  

31.3.1.2     The  Feasibility  Phase 

 The Architect determines if meta-models are able to exchange model descriptions 
(interoperable) (see the center of Fig.  31.3 ). To do this, the Architect looks for 
strong differences among meta-model concepts that avoid model 1  descriptions are 
transformed to model 2  descriptions. For example, strong differences can be found if 
meta-model 1  concepts cannot be transformed in meta-model 2  concepts, so they are 
not able to exchange model descriptions. If strong differences are found, the meta- 
models are not interoperable and Medem is not feasible. Also, the Architect looks 
for structural heterogeneities among concepts. According to [ 10 ] structural 
heterogeneities can be found in internal properties (such type, cardinality, etc.) and 

1   An ecore meta-model is a model of a model using the Eclipse Modeling Framework (EMF). EMF 
implements the Object Management Group’s (OMG) Meta Object Facility (MOF) specifi cation, 
which standardizes a meta-model for object oriented analysis and design. 
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element relationships (such as inheritance) and they can be resolved with model 
transformations. For example, structural heterogeneities may emerge if a concept of 
the meta-model 1  can be described using two concepts of the meta-model 2 . If struc-
tural differences are found or not, the meta-models are interoperable and Medem is 
feasible. Next, the Architect determines the feasibility of Medem if model editors 
can be extended to support gap descriptions. 

 In the sample scenario, we have not found strong differences among meta-model 
concepts. By contrast, we found some structural heterogeneities in internal proper-
ties and elements relationships. For example, a  MenuItemAction  UIM concept is 
linked with two Sketcher concepts ( Navigation  and  TargetIU ). In addition, the UIM 
and Sketcher editors are online available and they can be extended to support gap 
descriptions. Then, Medem is feasible in UIM and Sketcher.  

31.3.1.3    The  Initialization  Phase 

 The Architect initiates the Medem toolkit by (1) designing a weaving model to link 
concepts between meta-models, (2) obtaining model transformations according to 
the weaving model, and (3) extending the model editors to support Medem (see the 
bottom of Fig.  31.3 ).
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  Fig. 31.3    Initializing the Medem toolkit by the meta-model architect       
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    1.     Designing the weaving model . The weaving model is a model that contains dif-
ferent kinds of relationships to link meta-model elements. To design the weaving 
model, we use the existing weaving approach Atlas Model Weaver (AMW) [ 11 ], 
which consists in defi ning a specifi c mapping model (called weaving model) 
between the meta-model 1  and meta-model 2 . The weaving model provides Medem 
with a bi-directional way to link elements of the meta-models involved. In addition, 
the weaving model is non-intrusive with the meta-models, so we do not need to 
modify the meta-models which sometimes can be unfeasible. Instead of using AMW 
to create the weaving model, the modeler can use different weaving approaches such 
as the proposed by Didonet et al. [ 10 ] that provides matching transformations, 
which automatically create a weaving model. For the sample scenario, we defi ne 
a weaving model to link UIM and Sketcher meta-model concepts. As the weaving 
model covers many concepts of both UIM and Sketcher, a full description of each 
link included in the weaving model is out of scope of this paper.   

   2.     Obtaining model transformations . The weaving model contains abstract and 
declarative links that are used to produce model integration transformations. 
Model transformations are used to enable interoperability between the model 1  and 
model 2  descriptions. To support the sample scenario, we use the weaving model 
to obtain model transformations using ATL 2  as the transformation language. 
As we described in the design of the weaving model, the modeler can also use a 
different approach to obtain model transformations according to the weaving 
model. For example, the approach proposed by Didonet et al. [ 10 ] also provides 
mechanisms to semi-automate the development of transformations. Moreover, 
there are approaches such as the proposed by Cuadrado et al. [ 12 ] that brings 
generic model transformations to promote reusability. This can accelerate the 
development time of transformations [ 10 ], or it can favor the reuse of model 
transformations if the modeling languages change.   

   3.     Extending the model editors for supporting the defi nition and description of 
gaps . To do this, we use a proposal sent by IBM, Thales, Fraunhofer FOKUS 
and TCS for the OMG Common Variability Language (CVL) [ 13 ] Request For 
Proposal (RFP). CVL proposes two main concepts to express variability: place-
ment fragment and replacement fragment. Table  31.1  shows the main Medem 
concepts, the CVL concept that supports them, and a brief description.

2   http://www.eclipse.org/atl/ 

   Table 31.1    Relation between Medem and CVL concepts   

 Medem  CVL  Description 

 Gap list  CVLmodel  The gap list is stored in a CVL model using an input model 1  
(base model). The CVL variability model indicates which 
gaps must be described and how these gaps must be involved 
and related to other elements of the model 1  

 Gap  Placement 
fragment 

 Each gap described by User 1  is stored as placement fragment in 
the CVL model 

 Gap description  Replacement 
fragment 

 It contains model descriptions that fi t in a gap 

31 Collaborative Modeling Through the Integration of Heterogeneous…

http://www.eclipse.org/atl/


392

       Therefore, CVL allows Medem to: (1) manage the placements of a base system 
model; (2) manage the components that can fi t into the placements; (3) defi ne a set 
of boundary points that give the boundary between a placement and the rest of the 
model; and (4) express gaps independently of the m 1  and the m 2  models. Moreover, 
CVL provides tool support to display CVL concepts (such as placements) in a model 
editor. We identify each extended editor as  the Medem interface for model  1   or model  2 . 
On the one hand, the Architect extends the model editor 1  to enable the CVL graphical 
editor by implementing a set of CVL APIs. Thus, the editor supports the creation of 
placement fragments by selecting model elements. On the other hand, the Architect 
extends the model editor 2  to include the following areas: Components (shows a guide 
with all the placement fragments of the variation model that should be completed), 
Components personalization (provides an empty template where a placement 
fragment can be completed using m 2  concepts), and Information (helps with the 
description of components). 

 We omit implementation details for space limitations, but it is worth noting that 
the toolkit supports gap description using both the model transformations previ-
ously obtained and the EMF Model Query framework, 3  which provides an API to 
build and execute query statements. These query statements are used to discover 
and modify model elements. For example, we have implemented a  select  statement 
by using EMF Model Query to obtain all the placement fragments of a given 
resource (the CVL variability model):

        

31.3.2          Using the Toolkit 

 The previously described Medem steps are automatically supported using the ini-
tialized toolkit (represented by a grey square in Fig.  31.2 ) as follows: 

  (Step 1 and Step 2) User   1    uses the Medem interface for Model   1   .  Following the 
sample scenario, the software development expert defi nes gaps in a reused UIM 
model that should be described by User 2 . The toolkit automatically supports the 
creation of both the partially instantiated UIM model (Step 1) and the gap list (Step 2) 
as we previously described. For example, left side of Fig.  31.4  shows a subset of 
a UIM model. This model includes different UIM concepts that represent a new 
editable information view to a new procedure. These elements are represented as a 
class with two attributes (name and id), and a fi lter to select those elements that have 

3   http://www.eclipse.org/modeling/emf/?project=query 
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to be shown to the user. The right side of Fig.  31.4  shows the CVL variability model 
that has been obtained by the toolkit to store a gap (placement fragment). Thus, 
User 2  will be able to describe the  EditableInformationView .

    (Step 3) User   2    uses the Medem interface for Model   2   .  Figure  31.5  shows a snapshot 
of the Medem interface for model2 that instantiates the toolkit to support domain 
expert’s descriptions. The top of the fi gure shows the  Components  area with the 
placement fragment that user 1  defi ned above. The center of Fig.  31.5  presents the 
 Components personalization  area to describe each gap (placement) using Sketcher 
concepts. The fi gure shows a description of the  EditableInformationView  placement 
fragment. According to the description presented in the fi gure, the  EditableInformation 
View  description will have several visible attributes that allow citizens to provide the 
required data for the new procedure.

  Fig. 31.4    An example of an UIM model and gap description support       

  Fig. 31.5    The Medem interface for Model 2        
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    (Step 4) Transformation of m   2    model descriptions into m   1    model descriptions to 
complete gaps.  The toolkit also automatically supports this step once gap descriptions 
are completed. Following the new procedure example description, the toolkit 
 performs the following: (1) it uses the model transformations to obtain a UIM 
model; (2) it creates a new replacement titled  EIViewReplacement  in the CVL 
model; (3) it updates the  EIViewReplacement  to include the concepts obtained from 
the UIM model. To do this, the toolkit uses EMF Model Query update queries; 
(4) it creates a substitution element and a resolution element in the CVL model to 
relate the  EditableInformationView  placement to the new replacement fragment. 
The substitution element and the resolution element are CVL concepts that deter-
mine the set of decisions of the model; and (5) it uses the CVL model to execute a 
transformation that is provided by CVL, which obtains a resolution model. The 
resolution model is an m1 model (in the running example a fully instantiated UIM 
model) that is completed with the decisions of the CVL variability model.   

31.4      Lessons Learned 

 On the one hand, we consider that we provide solutions to the problems that were 
detected in UIM and Sketcher in Sect.  31.2 . On the other hand, we detect that the 
initialization phase of Medem using the toolkit (designing the weaving model, 
obtaining the model transformations and extending the model editors) may 
require more time than the remaining steps of Medem. However, this phase is 
reusable even though users change model descriptions or create new ones. 
Moreover, this initial time can be reduced using existing approaches as the previ-
ously described [ 10 ,  12 ] to accelerate the development time of the weaving model 
and model transformations. 

 We also detect a problem that appears in the transformation that the toolkit auto-
matically carries out if Sketcher descriptions cause a confl ict with UIM descrip-
tions. For example, the same component is already used in UIM descriptions, or the 
same component is used to different purposes. To solve this, we have extended the 
Medem toolkit to show an information message in the Medem user interface for 
model2 if this confl ict occurs after gap descriptions are transformed. To do this, we 
defi ne a set of rules and we also use EMF Model queries between gap descriptions 
and the m1 model.  

31.5      Related Work 

 There are related works [ 5 – 7 ,  14 – 17 ] that provide interoperability mechanisms in 
different modeling languages in order to achieve different goals. Some modeling 
approaches were carefully designed to interoperate from a different modeling 
approach in order to provide a different language to edit models. For example, Berti 
et al. [ 14 ] describe CTTE, which is a system that helps domain users convert natural 
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language descriptions of tasks and scenarios into a hierarchy of subtasks. Lin and 
Landay [ 15 ] describe Damask, which is a system that prototypes ubiquitous 
 computing applications and test them with domain users. Giachetti et al. [ 5 ] propose 
a process, which integrates Unifi ed Modeling Language and Domain-Specifi c 
Language models in a unique Model-Driven Development solution. 

 Other solutions use model transformations and weaving models to interoperate 
in order to simplify the implementation of the integration components needed. For 
example, Opdahl [ 6 ] presents a modeling approach that facilitates language 
interoperability in the context of business processes. Klar et al. [ 7 ] show how 
interoperability can be used to support a complete development process. However, 
these approaches are focused on providing mechanisms to interoperate among 
fully instantiated models and they do not tackle collaborative modeling to allow a 
new user to describe subsets of a model.  

31.6      Conclusions 

 In this paper, we have presented a method called Medem that enables collaborative 
modeling by bridging two different modeling languages. Specifi cally, Medem 
enables the user of an existing modeling approach to defi ne a set of gaps that another 
user can fulfi ll using models of a different modeling approach. On the one hand, we 
apply interoperability mechanisms by means of both a weaving model that links 
model concepts of each approach, and model transformations that obtain model 
descriptions from one model to another. On the other hand, we apply variability 
mechanisms in a novel way to determine gaps that may be fulfi lled by the new 
user. To do this, Medem uses the CVL variability language to defi ne a model that 
expresses placements and completes them independently of both m 1  and m 2  
models. 

 Thus, Medem offers a balance between keeping the properties of m1 models and 
having the fl exibility to describe properties using m 2  models. Medem also uses an 
API to build and execute query statements for discovering and modifying elements 
of both the weaving model and the CVL variability model. We would emphasize 
that both the weaving model and the CVL variability model are non-intrusive with 
the meta-models of the modeling languages. 

 We showed the feasibility of Medem by applying a sample scenario to enable 
collaborative modeling between two different roles (software and domain experts) 
who use different existing modeling languages (Moskitt UIM and Sketcher respec-
tively). The practical application is supported by a toolkit prototype that we have 
developed to make the application of Medem feasible. Moreover, the lessons learned 
triggered an extension of the Medem toolkit to show information messages if a con-
fl ict occurs in the transformation of model 2  descriptions in the model1 descriptions. 

 The main innovation of Medem is the combination of both variability and model-
ing techniques to (1) delimit the concerns that may be described by each role by 
describing gaps and completing them, and (2) reuse the Medem initialization if a 
new model descriptions are carried out. We believe that Medem is especially useful 
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for both taking advantage of the experience of different roles in modeling tasks and 
preventing those roles are forced to use different modeling primitives in order to 
participate in the same project.     
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    Abstract     Payments via mobile and wireless terminal devices (i.e. cell phone/
smartphone handsets) have been introduced by businesses for more than a decade 
now—alas mostly with less than desired success. There are numerous barriers to 
widespread adoption and the required wireless architectures are often prone to 
 competitive as well as technological incompatibilities. However, one important 
acceptance/appropriation determinant is users’ trust. A review of current literature 
indicates insuffi cient levels of consumer trust in mobile payments—despite its 
widely acknowledged potential. Moreover, this seems to be accompanied by a 
dearth of research aimed at establishing, isolating and operationally defi ning the 
factors that infl uence consumer trust in these payments. This study explored such 
trust factors in an explorative, qualitative study using focus group sessions in a 
signifi cant Middle Eastern country. The results are formulated in a factorial frame-
work based on fi ve main conceptualisations: user/consumer characteristics; environ-
mental (social, business and cultural) infl uences; provider profi les; mobile-device 
specifi cations; and the nature/level of perceived risks.  

  Keywords     Consumer trust   •   Mobile commerce   •   Mobile payment   •   Trust in mobile- 
payment services and applications  

32.1         Introduction 

 We have entered a new ‘all mobile’ era, in which mobile phones are used as phones, 
internet connections, organizers, jukeboxes, games consoles, messaging devices, 
shopping tools and others. This diverse range of options over mobile phones has 
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made it possible for mobile users to expect their devices to function as an all-in-one 
wallet. Thus, the popularity of mobile devices is increasing day by day. Utilising 
mobile devices in the business and commerce fi elds leads to the concepts of mobile 
business and mobile commerce. Mobile commerce (m-commerce) refers to 
exchanging products and services via mobile telecommunications networks [ 1 ,  2 ]. 
M-commerce has many applications, such as mobile shopping, mobile marketing, 
mobile banking, mobile ticketing, mobile entertainment and others. 

 In order to complete an m-commerce transaction, a customer needs to exchange 
values, goods and services with a wireless mobile device. This monetary transaction 
that is associated with m-commerce is called a mobile payment. A mobile payment 
(m-payment) is defi ned as “a payment where a mobile device is used to initiate, 
authorize and confi rm an exchange of fi nancial value in return for goods and ser-
vices” [ 3 , p. 141].  

32.2     Trust in Mobile Payments 

 For more than a decade, telecommunications companies have offered mobile 
 payment services. However, and despite the potential of m-commerce and 
m- payments, trust is a major obstacle in its adoption and development [ 4 – 6 ]. Trust 
is a multi- disciplinary term, and has many meanings, dimensions and characteris-
tics. Moreover, trust has been studied in psychology, management, communication, 
sociology, economics and political sciences. Trust in m-payments has many facets 
and dimensions: psychological, social, cultural, technological and technical aspects. 
Thus, trust in m-payments is complex and is not easy to understand. 

 Many scholars in the fi eld of electronic and mobile commerce have argued that 
there is a lack of trust in m-payments worldwide [ 5 ,  7 ,  8 ]. Other scholars argue that 
customer trust in m-payments at least needs to be developed [ 9 – 11 ]. These prob-
lems facing trust in m-payment can be explained by a lack of understanding of the 
factors that infl uence customer trust in m-payments. 

 Trust and culture are closely related constructs [ 12 ,  13 ] and probably one cannot 
be properly understood without the other [ 14 ,  15 ]. Previous research, which exam-
ined culture and online trust across cultures, suggests the need to include culture in 
the framework because trust, and its antecedents, changes across cultures [ 16 – 19 ]. 
With respect to the Arab and Gulf countries, and the United Arab Emirates (UAE; 
“Emirates”) specifi cally, no scholarly research has yet been found that discusses the 
factors that infl uence trust in m-payment. Instead, there are very few relevant stud-
ies with regard to m-payments adoption and development in few Arab countries, 
which discuss trust as an independent construct. The literature points out the impor-
tance of trust when adopting m-payments, without clarifying how this trust could be 
achieved, and what factors infl uence it. As a result, we do not understand the factors 
that infl uence customer trust in m-payments in Arab countries. This study aims to 
understand the factors that infl uence customer trust in Consumer–to-Business 
(C2B) m-payments. The Emirates is a Middle Eastern developing country, and is 
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one of the Arab and Gulf states. Trust has been indicated as an important factor that 
impacts the adoption of m-payment services in the Emirates and other Arab coun-
tries [ 20 – 23 ], but its specifi c relevance to m-payments has not been studied, and its 
factors have not yet been assembled. A resultant framework could shed valuable 
insight into this important fi eld, and through a distinct cultural lens. 

 The next section presents the research methodology, followed by the section of 
the fi ndings demonstration. Finally, the last section rounds off with discussion and 
conclusion.  

32.3     Methodology and Data Collection 

 As mobile payments are a relatively new research area in the UAE with little previ-
ous empirical work on the subject, a qualitative approach using focus group inter-
views was chosen to explore consumer trust in m-payments. The focus group 
technique has been used in social research, but possibly it’s most obvious use has 
been applied to investigate consumer habits and preferences [ 24 ], and to test cus-
tomer reactions to products or services [ 25 ]. 

 The focus group discussions followed a semi-structured guide, which was tested 
with a pilot group of fi ve participants. The group was consistent with the research 
design, and thus there was no need for major modifi cations to the guide. Four focus 
group sessions took place in the Emirates, in the four main emirates (Dubai, Abu 
Dhabi, Sharjah and Al-Ain). Three of these sessions were conducted in Arabic, 
while one was in English. 

 To ensure proper discussion and interaction during the sessions, the four natu-
rally forming groups were selected for the current study. In order to maximise dis-
closure among focus group participant, occupation-based homogeneity between 
each focus group members was followed as a key consideration in establishing 
selection criteria for individual groups. In other words, members knew each other as 
friends, classmates, co-workers, or through a common hobby. The following groups 
were interviewed: professional adults, academic staff and students, professional 
young adults, and adults of parents and young workers. The group sizes varied 
between six and seven participants, consistent with academic suggestions [ 24 ,  26 ]. 
The interviews lasted between 70 and 90 min. 

 In total, 27 multi-national volunteers (Emirati, Jordanian, Syrian, Palestinian, 
Egyptian, Sudanese, Indian, Pakistani, Bangladesh, Spanish, Australian and American) 
aged between 19 and 52 participated in the sessions. They shared an awareness of 
m-payments concepts, technologies and experiences in m-payments services in the 
Emirates. With participants’ permission, all sessions were recorded and some notes 
were taken to commentate on the participants’ perceptions. The sessions were then 
transcribed and sent back to the participants for checking and validation. Afterwards, 
Arabic transcripts were translated into English and prepared for analysis. 

 The participants were reached through three main entities: telecommunication 
companies, banks and online social groups and forums. These entities have been 
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particularly selected because the term m-payment is closely related to telecom 
 companies and banks, and their customers are seen to be the most familiar with the 
m-payment concept and characteristics, have some knowledge about the concept, or 
already have used it.  

32.4     Findings and Analysis 

 The key themes are identifi ed from the focus group discussions process. The infor-
mation provided is considered to be appropriate due to its relevance to the stated 
research objective, and its value in revealing patterns, themes and concepts relating 
to the factors infl uencing customer trust in mobile payments. 

 To analyse the discussions’ data, we used the Constant Comparative Analysis 
(CCA) strategy, which is widely applied in qualitative research [ 24 ]. The CCA strat-
egy consists of three processes: (1) open codes, (2) axial codes, and (3) selective 
codes. The fi rst step begun with is open coding, which is the process of identifying 
concepts, and discovering their dimensions by breaking down, comparing, concep-
tualizing, and categorizing data [ 27 ,  28 ]. Afterwards, axial coding is used to group 
the codes developed during open coding into categories. In axial coding, the coding 
occurs around the axis of a category, linking categories at the level of properties and 
dimensions [ 27 ]. The transcripts are inspected for similarities or differences and 
grouped into groups of conceptual units. In the last step, selective coding is used to 
integrate and refi ne the concepts emerged during axial coding. 

 By applying the CCA approach, analysis revealed many important aspects that 
play a role in affecting customer trust in mobile payments, such as: customer past 
experience in m-payments, social infl uences, security and technical risks, reputation 
of the m-payments provider, and other issues associated with the mobile device. In 
more details, the factors emerged during the focus group discussions were catego-
rized into fi ve main groups: customer characteristics, environmental (social and cul-
tural) infl uences, provider characteristics, mobile-device characteristics, and 
perceived risks. Next sequenced sections describe these groups and the factors 
included in each group. 

32.4.1     Customer Characteristics 

 The focus group discussions exposed some personal characteristics and intrinsic val-
ues of customers that could infl uence their trust in m-payments. For instance, the 
majority of all participants argued that customer past experience in using m- payments 
services and other online payment methods can strongly infl uence their trust in con-
ducting an m-payment. For instance, one participant argued: “Previous experience in 
m-payments is a factor of trusting it… My personal experience in conducting an 
m-payment determines my trust in it”. Another participant argued that trust in 
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m-payments could be gained through a cumulative practices and past experiences of 
this payment method, by saying: “Trust increases or decreases by usage. To me, at 
the beginning of launching m-payment services in the Emirates, I had some concerns 
in using it, but these concerns were away when I started using this service, and trust 
has become higher and higher”. Discussions further noted that the fi rst experience in 
and usage of an m-payment service or application signifi cantly infl uence trust in 
m-payments. Moreover, the relationship between customer past experience in 
m-payments and trusting it was illustrated, depending on positive and negative prac-
tices and past experiences he/she had with m-payment services and applications. 

 Away from past experiences and practices, the majority participants argued that 
customer’ knowledge in and awareness of m-payments services and applications 
would infl uence their trust in m-payments. In a participant’s words, “the signifi cant 
issue which is related to trust in m-payments is that to what extent customers are 
aware of this service and how much they know about it”. According to one partici-
pant, awareness of m-payments means “to be aware of m-payment services, appli-
cations, its characteristics and details”. The interviews specifi ed that awareness 
could be associated with several sources of knowledge, such as education, profes-
sion and culture. 

 Two demographic variables were identifi ed as contributing factors of trust in 
mobile payments through the discussions. Some participants indicated that the age 
of customers could infl uence their trust in m-payments. For instance, one partici-
pant argued that age is associated with trust in technologies in general, and with 
m-payments in specifi c, in a direct relationship. “I would say age plays a signifi cant 
role in trust in m-payments… I would say the older the age the less the trust”. Other 
participants preferred to use the term generation instead of age. For instance, a par-
ticipant argued: “I agree that age is a factor of trust. I cannot say the older the people 
the less the trust, perhaps it is a matter of generations. Our generation has grown 
with this technology… The older generation are more conservative and take a while 
to pick up and use such a new technology”. Arguably, few participants indicated a 
relationship between gender and trust in m-payments. For example, a participant 
argued: “I feel males are more likely to trust in m-payments than females”. Another 
person disagreed with him, arguing that “females tend to trust in m-payments with-
out deeply thinking… They may not think of security and technical troubles when 
conducting the payment, so they trust in it more than males”.  

32.4.2     Environmental (Social and Cultural) Infl uences 

 The majority of all participants argued that social infl uences, especially the word 
of mouth, are factors of trust in m-payments. For example, a participant argued: 
“I trust my friends. If I trust a friend, I trust his/her perceptions and experience in 
m-payments”. Similarly, another participant argued: “I think here [in the 
Emirates] word-of-mouth is very effective… In the past, I did not trust in buying 
air tickets online by my mobile in the past, but I was encouraged by a friend. 
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I tried it and started trusting it since then. His advice resulted in my trust…”. 
Participants illustrated the effect of word of mouth and the social interactions 
among customers by the signifi cant others, such as family members, relatives, 
friends, colleagues and others. 

 Discussions identifi ed mass media as another source of social infl uences. 
Participants argued that media can make customers aware of m-payments character-
istics, the thing that can lead to trusting in it. “My trust could be affected by Media 
means… Media provides me with the awareness and knowledge required to under-
stand this technology and start trusting it”. Similarly, another participant agreed and 
continued: “Media is very affective on my trust… Media can offer customers the 
consciousness of m-payment services and affect my mind without I know…when 
getting such information about the service; I will naturally feel that I have a positive 
attitude towards this service and makes me trust it”. Interviewees further noted that 
media could play a major role in trusting m-payments, especially if the service is 
newly adopted and not many customers had tried it before. Other interviewees con-
sidered this infl uence as conditional, subject to the advertiser (service provider) and 
how trustworthy it is. However, the infl uence of the provider is mentioned later in 
the paper. 

 Many participants suggested that external parties could infl uence customer trust, 
such as governmental legislations for customer protection, and supporting the ser-
vice by an external party. For instance, a participant argued that “if m-payment 
services are supported by governmental legislations and policies then customer trust 
in these services would increase dramatically… banks could also play that role by 
monitoring payments and protect their customers”. Another participant agreed and 
said: “Such policies protect customers and provide compensations in case of trou-
bles”. In addition to the regulations legislated by governmental agencies, partici-
pants supported the acting of fi nancial institutes as a third mediated party between 
the provider and the customer, which indicate the importance of a third party certifi -
cate when conducting an m-payment. 

 Participants also considered the culture factor and its impact on trust in m- payment. 
Some of the participants viewed culture as the background of a person, or as a liter-
acy, while others defi ned culture as the atmosphere around a person. The majority of 
the participants considered culture as an important factor that infl uences customer 
trust in m-payments. A participant argued: “culture shapes a person’s behaviour. If 
you come from a background or a culture that tend to trust new technology easily, 
you will be initiative to trust in it”. Similarly, another participant said: “there are 
people who are open minded to new technologies where others may not… it could 
be also related to the environment surrounding them… I think the multi- cultural 
environment here makes the people somehow willing to trust new technologies”. 

 Many participants argued that the availability of m-payment services and the 
abundance of its application in a country could impact customer trust in m- payments 
as a cultural infl uence. For instance, a participant argued: “to what extent m- payment 
services and applications are available for usage and how they are spread impact a 
person’s trust… The more abundant the service the more trustworthy it will be”. 
Another participant agreed and continued: “I agree. Involving some public 

A. Shuhaiber et al.



403

 institutions, such as power and water companies, in the m-payment services would 
increase trust in m-payments… It becomes a norm and a prevailing trend, and this 
automatically increases trust in these services”.  

32.4.3     Provider Characteristics 

 The discussions indicated that trusting the provider of m-payment services is 
 signifi cant for trusting in m-payments. The provider in this context, as determined 
by the participants, is a telecom company (two main telecom companies were speci-
fi ed). The majority of the participants pointed out that the reputation of the provider 
is strongly related to their trust in m-payments. For instance, a participant argued: 
“to me, trusting in m-payments is a result of how I see the service provider and what 
I heard about it. For example, I do not trust in the m-payment service provided by 
the company because I do not trust in the company itself, and this is because I hear 
about its problems frequently”. Individual participants associated the provider’s 
reputation with several issues, such as the effi ciency of the employees’ staff, its 
system processes, its services and products, or the number of years in business. 

 Some participants agreed that the number of years in business could infl uence 
their trust in m-payments. For instance, one participant argued that the number of 
years the provider in business, or provider’s age as he described it, results in more 
knowledgeable and trustworthy its staff members. He said: “provider’s reputation, 
which I think is an important factor of trust, is associated with the provider’s age. 
The older the company, the more experienced its staff members and the higher abil-
ity to deal with problems”. Likewise, another participant argued: “the older the 
company the more experience in the industry and the more professional and solid in 
business, and accordingly the more trustworthy will be”. 

 Another characteristic of the provider that was discussed during the focus group 
sessions was the size the company. Some participants demonstrated the size the 
provider (the telecom company) as the number of branches it has, the extent of 
availability and the degree of spanning domestically or abroad, while others related 
the size of the company to the number of the company’s employees and customers. 
Many of the participants argued that the size of the provider affects their trust in 
m-payments. For instance, one participant said: “…the more the customers and staff 
members, the more the branch numbers, the higher availability and spanning of its 
services, the higher trust”.  

32.4.4     Mobile Device Characteristics 

 A minority of the participants argued that the brand of the mobile device has an 
infl uence on their trust, and that there are some mobile devices that are more secured 
than others. For instance, a participant argued: “some mobile devices are more 
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secure than others, by its operating systems, and some other devices are more 
 vulnerable to security breaches. For example, Galaxy mobile devices are less 
secured than iPhone or LG. Therefore, I would trust in iPhone or LG for my 
m- payments more than Galaxy mobiles”. Similarly, another participant argued: “In 
the Emirates, some mobile devices are provided with some settings to connect them 
with banks for shopping. For instance, BlackBerry has special built-in software that 
connects the user with the telecom and the Abu Dhabi National Bank to ease the 
process of purchasing online. This service distinguished BlackBerry from other 
mobile devices such as Nokia or Samsung, and made m-payments more trustwor-
thy”. Thus, some participants consider some sort of mobile device brands to be 
more trustworthy than other devices. 

 The design of the mobile device is related to trust of few participants in 
m- payments. For example, one participant argued: “the device could play a role in 
trust, especially when using a touch screen mobile”. Another participant agreed and 
gave some justifi cations, by arguing: “my concern in the device is the touch screen 
option. This can cause in entering wrong numbers and amounts of money, or can 
transfer the amount to someone else’s account”. The discussions further indicated 
that lack of trust in m-payments could be related to the mobile software than its 
hardware, and other individuals related the latency of the device and its battery life 
to trust in conducting an m-payment.  

32.4.5     Perceived Risks 

 The participants perceived fi nancial risks as the amount of money to be paid by the 
mobile device, while they associated technical risks with mobile networks and tele-
communications. Security risks were perceived as hacking possibilities, fraud cases, 
and stealing credit card numbers, whereas privacy issues were discussed as expos-
ing personal information and details when conducting an m-payment transaction. 
Participants’ main concerns were about fi nancial and security issues. Technical 
issues came second, whereas few of them showed privacy concerns. 

 The majority of all participants argued that their trust in conducting an m- payment 
is associated with the amount of money they will pay by their mobile devices. They 
preferred conducting micro m-payments more than conducting macro m-payments. 
Around half of the participants argued that they would not trust in paying more than 
500Drhs (≈USD137) by their mobiles. One participant argued: “the amount of the 
m-payment I am a going to conduct is important to me and impact my trust. I do 
trust in m-payments but I have concerns regarding paying big amounts of money by 
my mobile. It could be the same case for my other online payments…”. Another 
participant agreed, and continued to describe the relationship between the amounts 
of money to be paid by the mobile and his trust in m-payments. He said: “The bigger 
amount of money paid through the mobile, the more risky transaction will be, the 
lower trust people will have in m-payments”. 
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 Similar to fi nancial risks, the majority of the participants agreed that security 
risks infl uence their trust in m-payments, such as hacking, fraud, and steeling credit 
card numbers. For instance, one participant argued: “I have some hacking concerns. 
A hacker can steel my credit card info and other personal details”. Likewise, another 
participant argued: “I think there are lot of security breaches while conducting an 
m-payment, hacking and so on. Hacking is spread all around the Emirates, and 
people here are aware of it… I have other concerns, such as dealing with Visa Cards 
and some information about the card owner”. The participants indicated that the 
mentioned security issues are also related to other online payment methods. 

 Many of the participants indicated that there are some technical issues associated 
with m-payments, and these issues can infl uence their trust. For instance, one par-
ticipant argued: “…I cannot trust in m-payments blindly. Although the technology 
of m-payments is well developed here in the Emirates, most times I am scared of 
technical problems, such as getting disconnected or network malfunctioning”. 
Participants identifi ed some forms of technical risks that are associated with mobile 
payments, such as system is down, fault in the service, uncompleted processes, or 
an instantly loosing coverage when moving from one coverage area to another. 

 Few participants concerned about privacy concerns and argued that it can infl u-
ence their trust in m-payments. For instance, one participant said: “I do have some 
privacy concerns. I understand their need for my credit card information, but I think 
that further details such as the balance of my bank account, or unneeded data such 
as my age are part of my privacy that I do not like to share with others publicly”. 
Similarly, another participant argued: “…I know some people who fear from pri-
vacy breaching when using their mobiles for payments. They feel like others track-
ing their activities and behaviour online and accordingly they may not trust in 
paying by their mobiles”.   

32.5     Discussion and Conclusion 

 The purpose of this paper was to explore factors that infl uence consumer trust in 
mobile payments. The fi ndings, as summarized in Table  32.1 , lists these contribut-
ing factors categorized into fi ve main groups (trust determinants) along with their 
positive or negative infl uences, and the degree of consensus on them.

   The fi ndings suggest that the trust in mobile payments are related to specifi c 
group of factors; customer characteristics, environmental (social and cultural) infl u-
ences, provider characteristics, mobile-device characteristics and perceived risks. In 
addition, it is found that customer past experiences, customer awareness, word-of- 
mouth, uncertainty avoidance, provider’s reputation, fi nancial and technical risks 
are the most agreed on factors that infl uence customer trust in m-payments. 
Furthermore, the fi ndings indicate that the mostly used applications for mobile pay-
ments include paying bills (power and water), Car parking, traffi c registrations and 
fi nes, and mobile-banking payments. The most trustworthy amount of payment to 
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be conducted using a mobile device varied from micro-payments (AED100 ≈ USD28) 
to low end macro-payments (AED500 ≈ USD137). Participants were also asked to 
give score of their general trust in m-payments in the Emirates in a 0–10 scale. The 
average score of their trust was 7.13 out of 10. 

 These fi ndings suggest that in order to deal with the lack of trust, customers need 
to be better familiarized with current m-payment services and applications. A wide 
adoption of m-payment services and application could result in increasing the cus-
tomer awareness in this relatively new type of payment, and consequently becomes 
part of their culture. Providers can associate governmental agencies or fi nancial 
institutes in the payment provide, which in turn could make the customers feel more 
confi dent and more trusting in m-payments, regardless the perceived potential risks. 

 In addition, these fi ndings are found consistent with trust in electronic and mobile 
payments literature. For instance, customer past experience and awareness of 
m-payments were found signifi cant to customer trust in m-payments in several stud-
ies [ 5 ,  7 ,  8 ,  29 ]. Another example is the word-of-mouth, third party recognition, 
provider’s reputation, security and privacy risks were also evident to have signifi -
cant infl uence on trust in m-payments [ 4 – 10 ,  30 ]. However, what is found original 
to our knowledge and to date are: mass media, provider’s size and age, technical 
risks, and all factors associated with the mobile device (brand, security, and design). 
The last bunch of factors are seen to be exclusively associated with m-payments 

   Table 32.1    Factors affecting consumer adoption of mobile payments   

 Trust determinant  Contributing factor 
 Proposed 
effect on trust 

 Degree of 
consensus 

 Customer characteristics  Past experiences  +, −  Vast majority 
 Customer awareness  +  Majority 
 Customer demographics 

 Age  +  Some 
 Gender  +  Few 

 Environmental (social 
and cultural) infl uences 

 Word-of-mouth  +  Majority 
 Mass media  +  Some 
 Third-party certifi cate  +  Many 
 Uncertainty avoidance  +  Majority 
 Prevalence of 

m-payments 
 +  Many 

 Provider characteristics  Reputation  +  Majority 
 Number of years 

in business 
 +  Some 

 Size  +  Some 
 Mobile-device characteristics  Brand  +  Minority 

 Security  −  Minority 
 Design  −  Few 

 Perceived risks  Financial risks  −  Majority 
 Security risks  −  Majority 
 Technical risks  −  Many 
 Privacy risks  −  Few 
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because of their direct relation to the device of payment, whereas the remaining 
 others could be related to the Emirati technological culture and environment. 

 This study provides important theoretical contributions to the existing trust 
research, by providing a comprehensive overall picture of factors infl uencing trust 
in m-payments from a customer perspective. The existing trust models, however, 
focused on certain aspects of these factors. Testing and validating a framework of 
the factors would be considered for future quantitative work.     
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    Abstract     One of the most signifi cant current challenges for the Web is enabling 
human real time communication via voice and video known as a Real Time 
Communication (RTC). Many web applications with this functionality need some 
kind of plugins, downloads or installs. This paper introduces a novel approach on 
how to integrate real-time multimedia communication into  web browser  as the most 
natural way. After analyzing problems and addressing open issues of browser RTC, 
paper focuses on one identify issue—multiple peer connections, presenting poten-
tial network topologies with their pros and cons in terms of implementation, cost 
and quality. Our research is then focus on implementing one multipoint network 
topologies which enables videoconferencing. Proposed solution is based on using a 
WebRTC standard as work in progress with the biggest positive echo in research 
and developers in that fi eld [ 12 ].  

  Keywords     Web Real-Time Communication   •   WebRTC   •   Real-time audio/video in 
browser   •   P2P and multipoint communication  

33.1         Introduction 

 Researchers and developers have devoted many efforts, often in a nonstandard way 
and without documentation, for fi nding appropriate solutions for RTC [ 9 ]. RTC has 
been corporate and complex, requiring expensive audio and video technologies to 
be licensed or developed in house. Integrating RTC technology with existing con-
tent, data and services has been diffi cult and time consuming, particularly on the 
web. Many web services already use RTC, but need downloads, native apps or 
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proprietary plug-in such as Adobe Flash or Microsoft ActiveX. This includes Skype, 
Facebook (which uses Skype) and Google Hangouts (which use the Google Talk 
plugin) [ 6 ,  8 ]. Downloading, installing and updating plug-in can be complex, error 
prone and annoying. Plugin can be diffi cult to deploy, debug, troubleshoot, test and 
maintain—and may require licensing and integration with complex, expensive tech-
nology. It’s often diffi cult to persuade people to install plugin in the fi rst place [ 6 ]. 
These are just a few reasons which stresses the importance of standardize solution. 
 Can we solve these open issues implementing RTC in web browser?  WebRTC is an 
upcoming standard which enables that idea but in peer to peer communication. 

 This article examines the biggest issue of WebRTC—problem of multiple peer 
connections. Next sections of article will fi rst, explore WebRTC in more details with 
his architecture, components and open issues. Then, we present several network 
topologies for multipoint communication and consider their operating costs and 
quality of service across different domains in terms of scale. Based on one proposed 
network topologies, we provide a solution for WebRTC multipoint communication, 
implementing video conferencing system as one most important (multipoint) fi eld of 
use. We consider our solution a valuable and signifi cant contribution for the future 
research in this area.  

33.2     Web Real Time Communications 

 This section presents a short review of Web Real-Time Communication (WebRTC) 
in elements of defi nition, evolution, component structure and architecture while 
some very important open issues are discuss in Sect.  33.3 . But let’s fi rst explain 
what WebRTC is? 

 WebRTC is an upcoming standard that aims to enable real-time communications 
capabilities like voice calling, video chat and P2P fi le sharing, among new generation 
of Web browsers via simple Javascript APIs without any plug-ins, downloads or 
installs [ 8 ]. Its purpose is to help build a strong real-time communication platform 
that works across multiple web browsers and across multiple platforms [ 3 ]. WebRTC 
“system” includes web servers, browsers running various operating systems on vari-
ous devices including desktop PCs, tablets, and mobile phones, and other servers. 
Additional elements include gateways to the Public Switched Telephone Network 
(PSTN) and other Internet communication endpoints such as Session Initiation 
Protocol (SIP) phones and clients or Jingle clients. WebRTC enables communication 
among all these devices [ 8 ]. 

 Enabling RTC in browsers is under joint development of two main Internet 
standardization bodies IETF (Internet Engineering Task Force) and W3C (World 
Wide Web Consortium). Each of them establishes a working group with their aims. 
These two different but interrelated working groups are: RTCWeb within I ETF and 
WebRTC within the W3C [ 6 ,  8 ,  9 ]. 

 RTCWeb group has focused on the  protocols  and  interactions  that the I ETF 
must address, including interoperability with legacy systems (such as existing 
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 telecommunications systems). WebRTC group is working to defi ne an  APIs  allowing 
browsers and scripting languages to interact with media devices (microphones, 
webcams, and speakers), processing devices (encoders/decoders), and transmission 
functions, all called with term WebRTC [ 8 ,  9 ]. Currently, WebRTC is a work in a 
progress with advanced implementations in the Chrome and Firefox browsers [ 6 ]. 

33.2.1     Architecture 

 According to [ 3 ] the WebRTC architecture is presented on Fig.  33.1 .
   Figure  33.1  represents the overall architecture of WebRTC where the fi rst layer, 

 Web API  is the main interface designed towards the web application developers rand 
their applications. This layer is standardized by W3C and it defi nes the interfaces 
which are exposed to client side (browser) javascript engine.  WebRTC C++ API 
(PeerConnection ) layer defi nes an API which every browser maker must consume 
if they wish to provide a support for WebRTC standard. Behind this  PeerConnection 
API  are the classes and interfaces which  PeerConnection  handles and those are: 
 Session management ,  Voice Engine ,  Video Engine  and defi nitions for  Transport . 
Each of these modules is targeted to solve specifi c set of problems for RTC, such 
as echo cancellation, automatic gain control, noise reduction, dynamic jitter buf-
fers, error concealment, network traversal and session setup. The bottom layer 
defi nes three components which are overridable by browser makers and those are: 
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  Fig. 33.1    WebRTC architecture       
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 Audio capture renderer ,  Video Capture  and  Network I / O . These three components 
defi ne the basis for  get UserMedia  inside browser and allow browser to access audio 
and video hardware devices.  

33.2.2     WebRTC Components 

 According to specifi cation [ 1 ,  2 ,  6 ], WebRTC currently consist of three major 
components:

    (1)    getUserMedia (aka. MediaStream)   
   (2)    RTCPeerConnection   
   (3)    RTCDataChannel    

  All of those components are available for end-user developers through Javascript 
API’s. First component,  get UserMedia  is the main component which is responsible for 
access synchronized multimedia streams (video, audio or both) from local devices 
(IP cameras, web cameras, microphones). Each  MediaStream  object, when created, 
has input, which is a  LocalMediaStream  (representing an audio and video data received 
from local computer), and an output which might be a video element or an 
 RTCPeerConnection  object. To represent its data on the screen we use video element 
tag, and to send it over network an  RTCPeerConnection  has to be created beforehand. 
The main goal behind this API is to enable a  MediaStream  for any streaming data 
source, currently it only supports camera and microphone, but experimental code has 
already exists. It has plenty potential fi elds of use, such as surveillance, recording or 
real-time communication, better customer service support, education and so on. 

 To exchange media data which is received from  MediaStream  between browsers 
(communication channel between peers),WebRTC uses a second component, mech-
anism to establish communication known as  RTCPeerConnection . This component 
is most complex of the big-three, because its task is to provide a stable and effi cient 
communication of streaming data. It handles voice (capture and render), video 
(capture) and transport (network I/O) processing. Codecs and protocols used inside 
WebRTC do all the work which makes real-time communication possible and solves 
a lot of implementations problems for which VoIP developers does not have to 
worry about anymore, such as: echo cancellation, bandwidth adaptively, packet loss 
concealment, dynamic jitter buffering, automatic gain control, noise reduction and 
suppression, image ‘cleaning’, etc. 

 This mechanism uses a process known  Signaling  which is not part of 
 RTCPeerConnection . WebRTC application developers have to specify which 
messaging protocol they want to use, such as SIP, XMPP, and Websockets (or any 
other duplex communication channel should fulfi ll the requirement). According to 
[ 6 ], the purpose of signaling is to exchange these types of data:

•    session control messages: to initialize and/or close communication channel  
•   network confi guration: get computers IP address and port  
•   media capabilities: which codecs and resolutions are handled by two browsers 

which uses a WebRTC communication.    
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 Signaling must be done before RTCPeerConnection can be established. Third 
component,  RTCDataChannel  enables peer to peer transport of any arbitrary data, 
besides audio and video, with high throughput. The major potential fi elds of use of 
this API are gaming, fi le transferring, remote applications, decentralized networks, 
etc. The idea behind  RTCDataChannel  is to leverage existing  CPeerConnection  to 
enable powerful and fl exible peer-to-peer communication. 

 It supports multiple simultaneous channels, different delivery semantics (reliable/
unreliable), built-in security (datagram TLS), etc. 

 Because of lack of space, a detail implementation of each component is not 
presented here, but code snippet can be found in [ 6 ].   

33.3      Open Issues of WebRTC 

 A cross-industry effort to create a new/common platform of RTC in browser is not 
without problems. Some open issues discussed in this section are based on stand-
points of industry experts in this fi led found on web, authors of scientifi c papers and 
books and us as a system architects. 

33.3.1     Security, Privacy and Technical Issues 

 One important open issue is  security . There are a number of possible ways where 
WebRTC application can break the security model. For example, unencrypted data 
might be intercepted with some of the man in the middle attacks, application might 
record and distribute video or audio without user knowing, malware might be 
installed with WebRTC application which can cause big problems. To avoid these 
issues WebRTC implements some basic line of defence. According to [ 6 ,  11 ] cur-
rent implementations of WebRTC use secure protocols such as Datagram Transport 
Layer Security (DTLS) and Secure Real-Time Transport Protocol (SRTP), for all 
WebRTC components (including signaling mechanism) usage of encryption is 
required. All of the components of WebRTC runs inside of browsers sandbox (not 
as a plugin—separate process), does not require installation and they are updated 
with the browser which makes the security model of the RTC much secure and 
reduces the issues to minimum. 

 Both working groups have to consider  privacy  issues that arise when exposing 
local capabilities and local streams,  technical  issues on implementing data channels 
in particular [ 2 ], defi ning set of protocols, enhancing security model, etc.  

33.3.2     Network Topology Issue: Multipoint Communication 

 According to [ 4 ,  5 ,  8 ,  10 ] there are network topologies for  point to point  (P2P) ses-
sion between two browsers, or between a browser and another endpoint called 
 Triangle  and  Trapezoid  indicating the shape of Signalling. 
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 But, one of the most common problems in architectural design of the WebRTC 
application is choosing the right  network topology  for data exchange to support 
multipoint or conferencing sessions involving multiple browsers. This is known as 
 multipoint videoconferencing problem . The lack of documentation and research/
design patterns in this area leave the architect empty handed which forces him to 
do such research on their own. WebRTC only defi nes connection between two 
endpoints in the network, and videoconference requires support for the multiple 
endpoints connected simultaneously. This is straightforward but complex problem: 
 how to connect multiple endpoints over different devices on the web?  

 Enabling video conference is dependent on very robust network for handling the 
demands of the video, audio and other arbitrary data which takes place on it. 
Although, WebRTC addresses a lot of problems which are connected with robust 
network, network challenge becomes even well-marked as the number of endpoints 
in the video conference grows. There are two standpoints from which we need to 
consider this problem. First is  economic standpoint : more endpoints to support, the 
bigger operating cost is, therefore we need to consider different network topologies 
which will reduce the operating cost of the video conferencing system thereat not 
endanger the second standpoint which is  quality of service  (QoS). These standpoints 
are argumented with Earon [ 7 ], where he with different scenarios describes different 
operating costs and quality of service factor for different topologies. 

 This issue—choosing the right network topology for multipoint communication 
is the focus of our research and in next sections we propose several multipoint 
communication network topologies and present one of the possible solutions for the 
videoconferencing problem using WebRTC standard.   

33.4     Multipoint Network Topologies 

 This section describes the multipoint network topologies in detail. Proposed topologies 
for multipoint web real time communication are: Media Server, Mesh Topology, 
DAG Topologies. 

33.4.1     Media Server Topology 

 Media server topology is one of the topologies with high operating costs at scale but 
very effi cient and easy to implement video conferencing application with WebRTC 
standard. When we talk about media server topology in WebRTC context we need 
to mention several server cluster topologies which we used in our research. 

  Single-server topology  provides a fully functional application server which is 
capable of serving a small to medium community. In this architecture databases 
(persistent and caching), message queues, application (RESTful API) and web servers 
are defi ned on one machine which handles all the traffi c. 
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 In  stand-alone topology  all the components which defi ne the system for handling 
RTC requests are on different physical machines. The combinations of machines 
which form a complete distributed system are behind the load balancers in server 
cluster. This topology is useful for medium to large community. 

 The Fig.  33.2  describes the most general case, in which clients connect to our 
server cluster which exposes the API for handling  Rooms ,  Tokens  and  Users .

   The advantage of this topology is that at small scale is very effi cient and provides 
the initial grounds for further testing with its easy to implement interface, but at 
scale operating costs goes up which is main defi ciency of this topology. However 
higher operating costs means that we can handle more simultaneous sessions while 
minimizing the amount of data for processing by each browser. In terms of scaling 
this topology, we can choose vertical or horizontal scaling. 

 To  scale horizontally  we need to add more nodes to server cluster. As hardware 
prices drop and performance goes up, this is considering a low cost for a commodity 
which we are getting. This is also known as scaling out. 

 To  scale vertically  means to add more resource to single node in the server cluster. 
This typically involves adding more CPU or memory power to single machine. 
This enables existing system inside server cluster to use virtualization technology 
more effectively. This is also known as scaling up. 

 Both scaling up and scaling out rises our operating costs, but to conclude does 
it scale the quality of service or experience we have to consider the bottleneck. 
The main bottleneck in this architecture is the network traffi c/bandwidth between 
our server cluster endpoints and our clients, because in this architecture every 
client in the current video conference session connects to the server cluster which 
is  responsible for handling payload on each connected client. The payload from 
one client gets distributed to all other clients in the current session through this 
server cluster and therefore cluster must be equipped to handle high payload. So, 
all the operating costs for scaling must go to solving this main bottleneck. When 
solved effi ciently, this architecture’s provides high reliability from end user per-
spective and sustainability from providers’ perspective. Quality of service and 
quality of experience are very high on small number of video conferencing par-
ticipants (5–10 people) on which we have concluded the tests using the WebRTC 
standard. So, according to [ 8 ] this topology has the advantage of being able to 
scale to very large sessions while also minimizing the amount of processing 

  Fig. 33.2    Media server 
topology       
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needed by each browser when a new participant joins the session, although it is 
perhaps ineffi cient when only one or a small number of browsers are involved, such 
as in peer-to-peer gaming.  

33.4.2     Mesh Topology 

 Another way to implement multi-party sessions in WebRTC is mesh topology. 
To implement this, each browser in our video conference session has to establish a 
peer connection with every other browser in the session. Saving all of the peer con-
nection objects inside client browser application is going to produce very fat clients, 
as the number of the participants inside video conference session grows. This can 
produce a huge bottleneck on the client side and the performance may drop signifi -
cantly because different users will have different bandwidth speed. 

 The Fig.  33.3  shows the topology. As mentioned, every client is connected to every 
other client. This has advantage of no Media Server infrastructure therefore operating 
cost is low while quality of service (media latency and video/audio quality) for small 
number of participants remains intact. This topology may not be suitable for large 
number participants in video conference session because bandwidth required to sus-
tain the overall session grows for each new participant. Because network connections 
are not symmetrical inside one session, users with low bandwidth cannot handle video 
conference session with big number of participants [ 8 ]. Compared to  Media Server 
Topology  this topology cannot scale at price of operating cost.

33.4.3        DAG Topologies 

 Directed Acycling Graph topologies are one of the most interested ones because it 
gives ability to boot performance of the overall network, but they are the hardest to 
implement. This topology is used in very specialized cases such as games or event 
streaming. The idea behind this topology is that top level parent is the creator of the 
room and the initiates the video conference session. Every child has a peer connec-
tion directly to its parent. The Fig.  33.4  shows the DAG topology.

   Implementation of this topology need to be investigate in future work.   

  Fig. 33.3    Mesh topology        
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33.5     Media Server Topology Implementation for Multipoint 
Videoconference 

 After providing a detail view of proposed topologies we describe design solutions 
which we used as  Media Server API . The reason why we decided to implement 
 Media Server  architecture for our research is low operating cost and ability to carry 
out additional stress test’s at scale. When we discuss server side RTC multipoint 
solution there is couple of ways to go about it.  First , server will handle all video and 
audio processing, sending every endpoint exact video stream they should be view-
ing. S econd , server sends multiple streams to one endpoint, while some of the work 
will be delegated to them like decoding multiple incoming streams. In this case 
server will act as a relay of the media. We choose the fi rst case, and the Fig.  33.5  and 
the following text describes it.

   The server side will receive all media streams, and decode them. It will make the 
layout of the end video stream, encode it and send it to all other participants which 
are subscribed. This is classic solution for enterprise videoconferencing because it 
requires very small amount of effort from each endpoints. 

 After we have decided which case we will use, we have to elaborate the designed 
API. Already we have briefl y mentioned three main components of which our API 
consists, those are:  Room ,  Token  and  User. Room class  (Fig.  33.6 ) represents a video 

  Fig. 33.4    DAG topology       
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conference session itself. When created this object represents a conference room. 
Then in this room users can interchange their streams. Each client in room can 
publish his stream and/or subscribe to other streams which are published in this 
room. Each room has attributes: unique identifi er, name—and methods: get and set. 
A  Token  is string object that allows you to add more/new participants to specifi c 
room. When new client wants to connect to a specifi c room, a token need to be 
created which client will consume and use it to connect to a specifi c room. Token 
class (Fig.  33.7 ) consists of name and role attributes. The name attribute represents 
the user which is connecting and role attribute specifi es user role inside the system. 
 User class  (Fig.  33.8 ) represents the participant which is connecting to room with 
specifi c token. Before creating the user object, a token has to be created because 
user class accepts the same attributes—name and role of the participant which 
requested connection to specifi c room.

     After defi ning main objects, we have to explain the main interface for manipula-
tion of those objects. With those three, there is also a main  Service Manager  inter-
face which handles initialization and CRUD operations of those objects. The  Service 
Manager  interface (server side) implements methods from  RoomManager , 
 TokenManager  and  UserManager  classes. This interface is represented by UML 
Class diagram shown at Fig.  33.9 .

   This interface will be behind developers RESTful service and atop of implemen-
tation which enables every client to make a  PeerConnection  towards the server. 
Then the server will act as an aggregation unit of all those  PeerConnections  inside 
one room. Inside room each user can subscribe to any or all streams inside room and 
it can publish its own media stream. Each of the manager classes will handle the 

  Fig. 33.6    Room class       

  Fig. 33.7    Token class       

  Fig. 33.8    User class       
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persistency of data across the sessions with backend database. Any production ready 
database could work in this case, but we used noSQL database—mongoDB, because 
we wanted the entire web stack to be in JSON. Such webstack is really viable for 
web environment because it minimizes the need for serialization/deserialization of 
data types and it minimizes the traffi c which is generated. Now that we have defi ned 
this API, we need to defi ne access towards it—we have done this with RESTful API 
which consists of these created routes:

•     /new _room  - POST method  
•    /new _token/<room_name>  - POST method  
•    /rooms  - GET method  
•    /users/<room>  - GET method    

 When we make a POST request towards /new_room  route we have to send new 
rooms name. Then this procedure will get triggered and it will call our API for 
 creating a new room— createRoom . Then the  Room Manager  will create a new 
Room class on the socket and it will save this room to database. When POST request 
is directed to /new_token/<room_name>  route it will execute  create Token  method 
inside  Token Manager  and it will create SHA1 universally unique identifi er which 
will represent key for connecting to specifi ed room. Now on the client side when we 
wish to connect to specifi c room we have to obtain this token which we connect 
with  PeerConnection  initialization towards the server. GET request on our RESTful 
API are for retrieving some important data. Route /rooms  will retrieve all of the 
rooms which are active inside that service [Fig.  33.9 ]. Route /users/<room>  will 
retrieve all the users inside specifi c room. This feature is usually necessary for user 
interface design—to see who is online. 

  Fig. 33.9    UML class diagram for Service Manager interface       
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 This implementation (API) is embedded to NODEHALA project which go alive 
(26.04.2013) at conference event at Faculty of organization and informatics, called 
 Skills exchange , where were present 35 participants. We stream this event as video-
conference for session of 4 h and have 41 people on stream. During this period of 
time, we have 25 concurrent connections. Everything was smooth and only problem 
was interference of white color, what is a big success of our research.  

33.6     Conclusions and Future Work 

 In this paper authors present short review of current state in Real Time Communication 
with an emphasis on WEBRTC as upcoming standard which will enable Real Time 
Communication into web browser. The paper points out how problem of multipoint 
network topologies fi ts into the context of WEBRTC and present potential network 
topologies for solving this problem. The paper presents an implementation of one 
possible solution which enables videoconferencing. Our research—developed API, 
shows that at least one multipoint network topologies is possible and can be imple-
ment, enabling browser to browser communication via simple Javascript APIs and 
HTML what is valuable and signifi cant contribution. Future work our research will 
be focused on DAG network topology and fi nding a way of their implementation.     
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    Abstract     Mobile business intelligence (BI) enables the mobile workforce to attain 
knowledge by providing access to information assets anytime anywhere. Mobile 
BI’s main aim is to support decision-makers during the decision making processes. 
In decision situations many issues may be relevant, but it is impossible for decision- 
makers to attend to all of them as decision-makers are constrained by their limited 
capacity of attention. This paper uses the attention-based view theory to explore 
mobile BI and discuss its implications in terms of decision-makers’ attention and 
design process. The results of this study are based on analyses of published mate-
rial, e.g. trade press and white papers, and semi-structured interviews with impor-
tant stakeholders in the mobile BI fi eld. This paper shows that the access to issues 
and answers anytime anywhere via mobile BI and its alerting capabilities affect the 
focus of attention of the decision-makers. The stakeholders should be actively 
involved in the design process so that the effi ciency and effectiveness of mobile BI 
in the distribution of the decision-makers’ attention will be enhanced.  

  Keywords     Mobile business intelligence   •   Decision-making   •   Attention-based view  

34.1         Introduction 

 Commentators on decision support and Decision Support Systems (DSS) have called 
for serious discussion of the discourses underpinning decision support and DSS 
[ 1 ,  2 ]. Carlsson [ 3 ] taking part in these discourses—which are critical to the advance-
ment of the DSS fi eld as well as to DSS practice—proposes the attention- based view 
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as a basis for DSS design. It is important to design DSS which are congruent in 
how an organization channels and distributes the attention of its decision-makers. 
Along these lines, attention becomes an essential construct. The attention problems 
such as its limited time and capabilities are highlighted and brought into the centre 
of theories and models in some of the organizational decision- making literature. 
In many decision situations many issues are relevant to consider, therefore decision-
makers receive too many signals but not every signal can be attended to at once or 
attended at all. The attention-based view theory of the fi rm explicitly links structure, 
activity and cognition and the view stresses that organizational decision-making is 
affected by both the limited attentional capacity of humans and the structural infl u-
ences on a decisionmaker’s attention. 

 Since 1970s, in an attempt to support the decision-making process, a wide area 
known as Decision Support System (DSS) has emerged. During the history of DSS, 
different sub-fi elds have emerged such as: Personal DSS, Group Support Systems, 
Negotiation Support Systems, Intelligent DSS, Knowledge Management-Based 
DSS, Data Warehousing and Enterprise Reporting and Analysis Systems [ 4 ]. Among 
the sub-fi elds most present in practice, business intelligence (BI)—categorized in 
Enterprise Reporting and Analysis Systems—has been heavily implemented in dif-
ferent industries [ 4 ]. BI combines data gathering, data storage, knowledge manage-
ment with analyses and provide the right information to different users in an 
organization, enabling them to take decisions and act [ 5 ]. Traditional BI delivers the 
information via web-based portals or desktop applications. Therefore, the employ-
ees can access it via their PC or laptop devices usually connected to the network of 
the organization. 

 However, the advancements in technology are not limiting the users to their PCs 
and laptops in the offi ce, but also are empowering them while ‘on the road’ [ 6 ]. 
Hosack et al. [ 7 ] did a study about the future of DSS and one of the trends pointed 
out is mobile computing. They argue that mobile devices offer a platform which 
challenges the traditional DSS. It allows the users to interact with the data anytime 
and anywhere. The mobile devices in this case create a new platform where the size, 
speed and reach of data lead to technological advances to decision-making. Due to 
the new technological developments, mobile BI as a new sub-fi eld of BI has 
emerged. Mobile BI enables the mobile workforce to attain knowledge by providing 
access to information assets anytime anywhere. Along these lines mobile BI users 
are encouraged to take decisions ‘on the move’. 

    O’Donnell et al. (2012) found that senior executives have already started to 
implement mobile BI in their companies for a variety of operational purposes and 
developing BI on mobile devices is one of the main topics of concern among 
practitioners. Nowadays, decision-makers are faced with an information overfl ow 
generated from different sources. Sometimes, many sources may contain confl icting 
information and decision makers have to decide which source to trust and above all 
where to focus their attention. On the other hand, based on the discussion of Carlsson 
[ 3 ], DSS shall be designed and managed to regulate and govern organizational 
attention in direction which are in line with the organization’s strength, weakness, 
opportunities and threats. Additionally, he calls for more studies on how attention- 
based view can guide the design of DSS. Considering the limited academic research 
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conducted in this new sub-fi eld (mobile BI), the main contribution of this paper is 
to explore mobile BI using the attention-based view of the fi rm as an evaluation 
framework. Consequently, this paper will shed light on (1) the effects of mobile 
BI on decision-makers’ attention and (2) the implications of the attention-based 
view in the mobile BI design process. 

 The remainder of the paper is organized as follows. The theory of attention- 
based view, which will be adopted throughout this study, is presented. Section  34.3  
discusses the methods used followed by the discussion. Conclusions are presented 
in the fi nal section.  

34.2     Attention-Based View Theory 

 In order to explain fi rm behaviour one shall actually explain how fi rms and their 
structures channel and distribute the attention of the fi rm’s decision-makers [ 8 ]. 
According to Ocasio [ 10 ], attention includes noticing, interpreting, and focusing of 
time and effort by decision-makers on different issues and answers. Issues are related 
to the problems, opportunities and threats faced by the company whereas the answers 
are the actions taken such as projects, proposals and routines. Attention plays also an 
important role in strategic renewal. “While it is diffi cult to specify the conditions 
under which the identifi cation or creation of opportunities will occur, we can state 
that innovations and solutions cannot be created without organizational attention…
Organizational attention refers to the allocation of information processing capacity 
within the organization to a defi ned issue or agenda” [ 11 ]. 

 According to Ocasio [ 10 ] the attention-based view of the fi rm is based on three 
interrelated theoretical principles: (1) focus of attention, (2) situated attention, and 
(3) structural distribution of attention.  The focus of attention  principle says that what 
a decision-maker is doing depends on what issues and answers a decision- makers 
focus. The decision-makers will select from the repertoire of issues and answers, the 
ones they fi nd appropriate to attend at a specifi c time. This means that they are selec-
tive and they can also ignore other issues, which they may fi nd irrelevant.  The situ-
ated attention  principle says that what issues and answers decision- makers focus, 
and what they do, depends on the specifi c context, setting and the situation they fi nd 
themselves in. Therefore, the situation with which decision makers are encountered 
will infl uence their focus of attention and consequently their actions.  The struc-
tural distribution of attention  principle says that what specifi c context, setting, and 
situation a decision-maker fi nds herself in, and how she attends to them depends on 
how the fi rm’s rules, resources, and social relationships regulate and control the 
distribution and allocation of issues, answers, and decision-makers into specifi c 
activities, communications and procedurals. Hence, the attention of the decision-
makers is infl uenced and shaped by the organization as well. 

 Simon has noted that information and information systems might have a signifi -
cant negative impact upon decision makers’ attention focus: “What information 
consumes is rather obvious: it consumes the attention of its recipients. Hence a 
wealth of information creates a poverty of attention” [ 12 ]. If information and IS can 

34 Affecting Decision-Makers’ Attention through Mobile BI…



424

have a negative impact on decision-makers’ attention it is most likely that they can 
also have a signifi cant negative impact upon organizational actions and moves and 
ultimately fi rm performance. 

 According to Carlsson [ 3 ], the attention-based view is a promising view of organi-
zational decision making and this view can be a bases for DSS design. He discussed 
the implications of attention-based view for the decision support portals (DS-P) to 
channel and distribute the attention of organizational decision-makers. A DS-P can 
be seen as a personalized front end through which a user (decision- maker) can 
access all the information, applications and services needed to perform decision and 
knowledge related work and activities. According to the attention based view of the 
fi rm, the design of DS-P shall be based on the three theoretical principles. A DS-P 
affects a decision-maker’s attention and the decision-maker’s actions and moves by 
providing access to issues and answers ( focus of attention  principle). A DS-P is a part 
of a decision-maker’s context, setting and situation ( the situated attention  principle) 
and is also a part of the organization’s rules, resources, and social relationships which 
regulate and control the distribution and allocation of issues, answers and decision-
makers into specifi c activities, communications, and procedurals ( structural distri-
bution of attention  principle). It can be argued that DS-P differences lead to changes 
in the procedural and communication channels and that these changes may have 
signifi cant impact on organizational actions, moves and performance.  

34.3      Research Method 

 In order to explore the impact of mobile BI on decision-maker’s attention, two 
complimentary main sources are used: publications and interviews with main stake-
holders in the mobile BI fi eld. 

 In terms of published material, the searches have been concentrated to two main 
business literature databases: ABI/Inform’s Global and the Business Source 
Complete. The keyword used during the search was “ mobile business intelligence .” 
ABI/Inform’s Global yielded 43 articles whereas Business Source Complete 20 
articles. Most of them formed the practitioner publications where trade press, maga-
zines, product reviews were included. Additionally, a search on the key mobile 
BI vendors’ websites produced fi ve white papers. Of 68 articles from the databases 
and white papers only 45 articles were further analysed. The excluded articles were 
omitted because of: (1) duplicates in the databases, (2) referring only to BI, and (3) 
referring only to mobile applications in general. 

 In terms of publications, Fig.  34.1  shows their distribution over the years. An 
increase of mobile BI publications is observed during 2010, which corresponds with 
the release of the tablets in the same year.

   In addition to the mobile BI publications, other empirical data were collected 
through seven interviews with representatives from mobile BI vendor companies 
and a consultancy (see Table  34.1 ). These companies were selected as they are the 
main players in the mobile BI fi eld. The interviewees at the mobile BI vendor 
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companies and consultancy are persons with adequate knowledge of the area. The 
interviews ended once the thematic saturation was reached, where according to 
Creswell [ 13 ] that point comes where no new information can be obtained to add 
understanding of the main categories and themes emerging.

   The participants were contacted via e-mail. Due to their different locations most of 
the interviews have been conducted via Skype. The interviews lasted for approximately 
1 h each. Interviewees’ experiences, perceptions and ideas on mobile BI were the main 
drivers of the interview guide. Semi-structured interviews were chosen because it made 
it possible to add or ask the questions in different ordering as the interviews unfold. 
The interviews were recorded with the consent of the interviewees. They were tran-
scribed and e-mailed back to the participants for comments or feedback. Once confi r-
mation was obtained, the transcripts were ready to be analysed. 

 The analysis technique used is content analysis, which, based on Krippendorff 
[ 14 ], valid inferences from texts will enhance the understanding of mobile BI. 
All the articles and interview transcripts have been read carefully, being attentive to 
the metaphors, stories, and keywords used to get a rich picture of the impact of 
mobile BI on decision-makers’ attention. During the reading, following Miles and 
Huberman [ 15 ], the content was organized into chunks of words, sentences or 
 paragraphs with the same meaning. Based on the meaning, chunks of information 
representing the same theme were labeled and coded.  
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  Fig. 34.1    Published articles over the years       

   Table 34.1    List of interviewees   

    No.  Cases  Responsibility of the interviewee  Location 

 1  Japersoft  Director Product Marketing  San Francisco, US 
 2  Qliktech  Product Manager  Lund, Sweden 
 3  QNH  Mobile BI Consultant  Amsterdam, Netherlands 
 4  Smart eVision  Vice President  Naperville, IL, US 
 5  Tableau  Product Management Director  Seattle, WA, US 
 6  Transpara  Vice President/Founder  Pleasanton, CA, US 
 7  Yellowfi n  Strategic Alliances and Technical Account Manager  Melbourne, Australia 
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34.4     Discussion 

 In this section we will discuss mobile BI using the three main principles of the attention 
based view: focus of attention, situated attention, and structural distribution principle. 

34.4.1     Focus of Attention 

 The access of information anytime anywhere via mobile BI has been accentuated by 
nearly all the interviewees and the business articles. According to Yuan et al. [ 16 ] 
this is mainly due to the capabilities of mobile devices which are wireless, connect 
easily to the networks and thus access the information faster. Consequently, having 
information in the palm of the hand enables ‘decisions on the go’. 

 Based on the analyses of the data and the attention-based view theory, we argue 
that mobile BI adds value in triggering the focus of attention. Having access to the 
necessary information anytime anywhere, a decision-maker’s attention and actions 
are affected. He will focus his attention on a limited number of issues and answers—
problems, opportunities or threats—that the organization is facing and need to be 
handled by the decision maker. Mobile BI provides him the necessary access to the 
repertoire of the issues and answers, and depending on the context he will choose to 
respond or ignore them. 

 Strongly related to the focus of attention, another feature accentuated in business 
articles [ 17 – 19 ] and among the interviews conducted is the alerting/notifi cation fea-
ture of mobile BI. ‘ Armed with mobile BI apps ,  store managers can receive mes-
sages from the corporate -  exception reporting tool ,  alerting them to fast -  or 
slow - moving merchandise ,  allowing them to fi ne - tune assortments and displays on 
the fl y .’[ 19 ]. Based on the attention-based view of the fi rm [ 10 ], the store managers’ 
attention is captured by the alerts and they are provided with the necessary informa-
tion to take further actions. Alerting seems to have an important role in shifting the 
decision-makers’ attention to the most important issues they need to be aware of or 
take further actions. 

 Another example provided by one of our interviewees support the argument of how 
mobile BI by means of its alerting function can be used to address an emergency.

  So, for example, in a bio tech company in San Francisco, somebody got an alert on their 
phone and was able to see the data that one of the batches of the drug was going bad; the 
temperature has dropped below or something went wrong and they were home as it was 
weekend or something; they were able to rush in and save the batch and it was around a 
500,000 dollars batch. So, one instance… software pays for 10 times over at least and I will 
say most of our customers do that. (Interviewee, Transpara) 

   This case is consistent with the fi ndings of Gebauer and Shaw [ 20 ] and Yuan 
et al. [ 16 ] where the use of notifi cations in real time is correlated to the need for 
handling emergency situations. For this bio-tech company time is critical and alerting 
on time empowers the users by giving them access to the essential information at the 
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right time. The users had the necessary ‘weapons’ to take decision about fi xing the 
batch, although they were not in the offi ce; a fast decision which resulted in reduc-
tion of decision cost [ 21 ]. The importance of being alerted depends upon the type of 
the organization. The bio-tech company discussed above is an operational company 
where the data must be up to date 24/7, known as mission critical data. On the other 
hand there are some fi nancial companies where in most cases you have to wait till 
the end of the month to make sense out of the data and alerting signifi cance fades 
away: ‘ Financial thinks in months periods ,  book - keeping periods. Everything that 
happens in between is like in a time vacuum. Just …  not happening until the end of 
the month. So ,  you can get real time fi nancial information but it tells you nothing .’ 
(Interviewee, Consultant). 

 However, alerting can be twofold. Besides the benefi ts described above, some-
times, the alerts can be interruptive and have a negative impact on the decision- 
makers focus. For instance, if he is working in an important task and receives an 
alert, his focus will shift. He will deal with this alert and eventually that will con-
sume some time before he continues with his previous task, although the former 
might be more important than the latter for which he has been notifi ed. 

 We conclude that during the design of mobile BI special attention shall be directed 
on its alerting feature—based on its effects—in order to focus and distribute the 
attention of decision-makers in directions that are “congruent” with the organiza-
tion’s strengths, weaknesses, opportunities and threats. During the design of mobile 
BI it is important to consider the culture and social aspect of the organization where 
mobile BI is being implemented. In general decision makers will consider and attend 
the issues with greater legitimacy, value and relevance. Therefore it is crucial to 
include them in the design process where the main Key Performance Indicators 
(KPIs) and their corresponding thresholds, which the users need to monitor and be 
notifi ed are identifi ed. The rules of the games [ 10 ], which guide the decision makers 
in understanding, interpreting, and taking actions within a specifi c organization shall 
also be taken into consideration in order for mobile BI to be effective in the decision 
maker focus of attention.  

34.4.2     Situated Attention 

 According to this principle, the context triggers the focus of attention of the 
decision- maker and thus depicts its actions. By means of mobile BI, the decision- 
makers have access to the information anytime anywhere, but according to Ocasio 
[ 10 ] they will concentrate their efforts on specifi c issues based upon the situations 
they fi nd themselves in, as well as the positions and responsibilities they have in 
the company. 

 For instance, one fi nancial distributor, an early adopter of mobile BI, described 
how salespeople can check ‘ the latest activities with a customer they are about to 
visit ,  such as the amount of revenue historically generated by that customer ’ [ 22 ]. 
In this case we see the salesperson accessing the large data in his mobile device on 
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his way and takes the necessary actions based on the customer profi le. The decision- 
maker attention focus is affected by the specifi c context: customer site. Based on the 
context, the attention of the sale person is focused in knowing some general infor-
mation about that specific customer such as the amount of revenue generated. 
At this point mobile BI gives him the possibility to access the data at the right 
moment and consequently mobile BI becomes integrated in the context and situa-
tion. Its main role is to support the user to make decisions and take further actions: 
such as how to behave or what to offer to his customer based on the background 
check. Hence, mobile BI supported the user to concentrate his energy and efforts on 
that specifi c issue, without wasting time or channelling his attention to other areas 
such as: whom to call or ask for that specifi c customer. Therefore we fi nd this inno-
vation part of a decision-maker’s context, setting and situation and as such it helps 
the decision-maker to take decisions in different contexts. 

 Another example is when the salespersons are “… going to a client site ,  in a 
meeting ,  they use their mobile device to show some products or use some data to 
their clients or partners ” (Interviewee, Smart eVision). In this instance we notice a 
joint collaboration with the customer where they can both take a decision based on 
the information provided by mobile BI. Again, we fi nd mobile BI becoming part of 
the situation where the decision-maker fi nds himself in. It supports the collaboration 
between the users by proving the necessary information at the right time and place, 
affecting their attention in that specifi c situation. Consequently it enhances com-
munication among participants who are responsible for the decision making process 
[ 21 ]. This leads to decision time reduction, faster customer care service and as a 
result a higher satisfaction. These benefi ts deriving from its usage in different con-
texts and situations may be in line with organization’ s objectives. 

 Therefore we conclude that mobile BI is an integrated part of the context and 
situation that decision-makers attention focus is affected by. According to Carlsson 
and Tona [ 23 ], we argue that mobile BI has great potential to emerge with its users 
and tasks leading to the creation of an emergent entity where it will be hard to dis-
tinguish it from its users, work, processes and contexts. Being part of that context, 
mobile BI supports its users to take decisions faster, collaborate, communicate and 
keep their focus on the specifi c issue they have decided to address. It is important 
that during the design of mobile BI the designers and other stakeholders work itera-
tively through the model of situated attention and make specifi c design decisions. 
So, it is essential to know mobile BI users and the responsibilities they have in the 
company. Trying to customize it based upon the role each user have will support 
them during the decision making process in the different situations and contexts 
which affect their focus of attention.  

34.4.3     Structural Distribution of Attention 

 According to Carlsson [ 3 ], in order to support structural distribution of attention 
mobile BI shall be part of the organization’s rules, resources, and social relation-
ships which regulate and control the distribution and allocation of issues, answers 
and decision-makers into specifi c activities, communications, and procedurals. 
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 The main mobile BI users in an organization are the mobile users. By means of 
this innovation the organization wants to empower especially the users who are in 
the fi eld and in need of information more or less continuously. In an effort to clas-
sify IS mobile users, Dahlbom and Ljungberg [ 24 ] classifi ed them as wanderer, 
traveller and visitor. In addition to this classifi cation, Andersson [ 25 ] suggested the 
ranger as a fourth category. Wandering is related to the local mobility within the 
working environment; a traveller usually travels from one place to another; the visi-
tor spends some time in another location; a ranger is completely detached from the 
organization and very rarely visits the organization. In terms of mobile BI users 
three main categories are observed: executives, sales employees and fi eld personnel. 
We classify executives as travellers since they are usually away on business trips, on 
the move, e.g. in cars, on trains and planes, or in meetings. The sales employees 
have a resemblance to the ranger, as they need to go to different locations and meet-
ings with their customers and clients and being away from the offi ce most of the 
time. Field personnel are rangers who very rarely go to the offi ce and by having 
access to mobile BI they have all the information they need. Based on Andersson 
[ 25 ], mobile BI use seems to be complimentary to traditional BI use in the cases of 
executives (travellers). For sales employees (rangers) and fi eld personnel (rangers) 
traditional BI is not an option. 

 Mobile BI becomes part of the organization’s resources in supporting mobile 
users to be in contact with the issues and answers concerning the organization dur-
ing the time they are out in the fi eld. The attention of decision makers is infl uenced 
by the regulations and procedures settled by the organization such as: being sup-
plied with mobile devices supporting mobile BI, having access anytime anywhere 
on the plethora of information, being alerted or notifi ed in real time for the main key 
issues and answers. Additionally, mobile BI becomes part of the communication 
channel used by the company integrated in the spatial dimension [ 10 ] as technology 
available. It helps during different meetings—within the company and outside it—to 
allocate the fi rm’s attention.

  And now with mobile BI what the CFO can do is to open his iPad in the morning when he 
is in the back offi ce. He favorites or marks the information that he is going to show that 
afternoon to the report session, so in that way he is controlling, self-servicing, he feels 
confi dent with the system and the information, and when he is presenting it, he is also con-
fi dent in front of people, the board, the fi nancial people…so it is really important for those 
guys. (Interviewee, Consultant). 

   During a meeting session, mobile BI provide the users with key information 
which may drive the meeting and as well will help to defi ne the issues and answers 
on which the decision-makers have to focus more. Also, they may handle the issues 
on time, without involving the other BI analysts to provide the necessary reports 
which will result in waste of time. 

 Additionally it supports the interaction among participants within the communica-
tion channel. One of the interviewees argues that ‘k ey to our mobile app is collabora-
tion and you can effectively collaborate in a very effortlessly .’ (Interviewee, YellowFin). 
It relates to the fi nding of Mayer and Weitzel [ 26 ] where communication is more 
accentuated in smaller devices and as such this functionality adds value to the usage 
of mobile BI by enhancing the communication between the decision-makers. 
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 We conclude that the designer shall work closely with the stakeholders to 
distinguish the mobile BI main users’ profi les to be feed with information in order 
to channel their attention towards specifi c issues and answers, which need to be 
handled. As mobile BI will become part of the politics, procedures and communica-
tion channels of the organization, its impact on the distribution of attention among 
its users shall be evaluated and the best approach for a seamless integration shall be 
embraced.   

34.5     Conclusions 

 Mobile BI has emerged recently as a sub-fi eld of BI, in response to the new business 
needs of the market in terms of updated, real time information anywhere at any 
time. This paper discusses mobile BI by using an attention-based view framework 
based upon three main principles: focus of attention, situation attention and struc-
tural distribution of attention. Throughout this study we also argue that the design 
process of mobile BI shall be driven by the attention-based view theory. 

 This paper concludes that mobile BI infl uences the focus of attention of deci-
sion makers due to its capabilities in providing access anytime anywhere to the 
answers and issues on which decision-makers need to focus their attention. 
Additionally, mobile BI becomes part of the situations and contexts the decision- 
makers fi nd themselves and support them during the decision-making process in 
terms of decision reduction time. It enhances the interaction and collaboration 
among the participants within the channels as a result of its integration on the orga-
nization protocols, procedures and communication channels to ‘direct’ the attention 
of decision-makers. 

 During the design of mobile BI, we argue that alerting—as an essential feature—
should be considered carefully (because of its drawbacks) to increase the effi ciency 
and effectiveness of mobile BI in the distribution of the decision-makers’ attention. 
Therefore, the involvement of decision-makers during the design process is impor-
tant in: (1) determining the most relevant and legitimate issues and answers which 
require their focus and attention, (2) identifying the main KPIs and their thresholds 
for which they should be notifi ed on time, and (3) defi ning the frequency of the 
alerts to avoid certain drawbacks like interruption and shift of the attention to unim-
portant issues. Additionally, mobile BI user profi les should be identifi ed so that cus-
tomization can be applied based on each profi le, need and most probable situations 
and contexts in which decision-makers will fi nd themselves in. Along these lines, 
the attention of decision-makers will be infl uenced to remain focused in the most 
relevant and legitimate issues based on the role they play inside the company. 

 Moreover, the features of mobile BI shall be aligned with the procedures, protocols 
and communication channels of the company, as it will become an integrated part of 
them. Having a better comprehension of the company regulations, where mobile BI 
is going to be implemented, will improve the chances of an effi cient and effective 
mobile BI usage.     
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    Abstract     Web 2.0 phenomenon, REST APIs and growing mobile service consumption 
are leading the development of web applications to a new paradigm, named cross-
device web application. Most organizations often possess legacy systems which 
should face an ongoing evolution process to enhance its accessibility and interoper-
ability. In such scenario, a REST API plays a key role, defi ning the interaction layer 
between the legacy system and all its heterogeneous frontends. This work presents 
a model-driven approach to derive a REST API from a legacy web application 
within the frame defi ned by a modernization process. In this work we detail the API 
generation process and provide a sample implementation instrumenting one of the 
studied web development frameworks to evaluate the suitability of the approach.  

  Keywords     Web services   •   Software modernization   •   Model driven engineering  

       35.1 Introduction 

 Since the publication of the REST architectural style [ 1 ], the design and develop-
ment of RESTful web services has been gaining momentum and now it may be 
considered the  de facto  standard to defi ne the interaction between Web 2.0 fron-
tends and their backends [ 2 ,  3 ]. Actually, REST services may be conceived as one 
of the key factors in the success of a web application, so a great effort is dedicated 
to its development and evolution. REST services defi ne, on the one hand, a way of 
lean integration among a service provider and other applications (consumers), and 
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on the other hand, a mean to get a cross-device web application, spreading the 
 original scope of the web application. 

 Legacy systems have always considered web service technology as a proper 
mean to gain interoperability and to decrease their evolution related costs. Since 
RESTful services became mainstream fueled, fi rst, by the Web 2.0 adoption and, 
then, by ongoing mobile service consumption raise, legacy applications have 
searched for alternatives to evolve their interaction layers (web or RPC services) to 
this new standard and become cross-device web applications. 

 The main goal of this work is to present an approach for the automatic generation 
of a REST service layer that provides an alternative access to a legacy web system. 
This process is framed within a whole modernization strategy: the MIGRARIA proj-
ect [ 4 ]. This project defi nes a systematic and semi-automatic process to modernize 
legacy non-model-based data-driven web applications into RIAs. The process starts 
with the generation of a conceptual representation of the legacy system by using 
reverse engineering techniques. According to that project, this conceptual represen-
tation is based on the MIGRARIA MVC metamodel that allows the specifi cation of 
legacy web applications developed by means of MVC-based web frameworks. Once 
the conceptual representation is obtained, the modernization engineer must decide 
the legacy system functionalities that should be part of the target system, i.e. the new 
RIA client. In other words, she must specify the set of components or subsystem to 
modernize. This decision is carried out in our approach by the selection of the differ-
ent views included in the subsystem within the generated conceptual model of the 
legacy application. Note that the modernization process defi ned by MIGRARIA does 
not aim at sustituying the current system by a new one. Indeed, its main purpose is to 
complement the system by the generation of new ways of access and interaction such 
as a RIA client [ 5 ] and its corresponding server connection layer, a REST service 
layer in this work. In that sense, the selection of views to identify the subsystem to be 
modernized is the strategy most aligned with the modernization process defi ned. 

 In this work we present, on the one hand, the architecture of a REST support 
layer defi ned as an extension of the Struts v1.3 web development framework and, 
on the other hand, the model-driven process to adapt such layer to obtain a REST 
service layer conformed to the legacy subsystem to be modernized. It is worth men-
tioning that the presented approach defi nes a conceptual process to generate a REST 
API from a legacy web application. The selection of a concrete technological envi-
ronment, mainly defi ned by Strus v1.3, is just for illustration purposes. 

 The rest of the paper is structured as follows. Section  35.2  introduces our approach 
to generate REST services from a legacy web application. The related work is dis-
cussed in Sect.  35.3 . Finally, main conclusions and future work are outlined in Sect.  35.4 .  

    35.2 The Approach 

 Based on the selected subsystem to modernize, the process must generate, on the 
one hand, a RIA client and, on the other hand, a REST service layer that allows 
the communication between the new RIA client and the legacy web application. 
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In this paper, we focus on the approach defi ned to generate the REST services in the 
context of the modernization scenario defi ned. 

 In the specifi cation of the REST service layer we may identify two different parts 
clearly separated: (1) a part of the system depending on the web framework used to 
develop the legacy application; (2) a part specifi c for the legacy system being mod-
ernized. The former includes all the extensions and adaptations performed in the 
framework to add it the REST capabilities aforementioned. The latter mainly con-
cerns to the specifi cation of the behavior of the service layer for a particular web 
application, namely: (a) the mappings among REST requests and legacy controllers; 
(b) the input (request) and output (response) data conversion among the formats 
expected by, on the one hand, the RIA client and, on the other hand, the controller. 
Obviously, while the fi rst part remains unchanged for different legacy web appli-
cations, the second one depends on the concrete legacy system being modernized. 
The process followed to specify the web application dependent part consists of the 
next activity sequence:

    1.    Identifi cation of the resources related to the subsystem to be modernized.   
   2.    REST URI 1  generation for the identifi ed resources.   
   3.    Identifi cation of the available operations over the resources based on the selected 

views, their requests and the controllers that manage these requests.   
   4.    Generation of request mappings for the operations available for each resource 

and for a particular data format.   
   5.    Delegation of the REST request handling to the controllers available in the legacy 

application and providing the corresponding data conversions.     

 A detailed description of both parts of this REST service layer generation pro-
cess is provided in the next sections. 

   35.2.1  Framework-Dependant REST Service Layer 
Specifi cation 

 In order to generate a REST service layer from the legacy application, the frame-
work used to develop the legacy system must be extended conveniently to enable the 
handling of REST requests. From a modernization point of view, we may rely on 
two different approaches to obtain this REST service layer:

    1.    To generate the REST service layer from its conceptual description by using 
model-to-code transformations.   

   2.    To manually implement the REST service layer and, later, automatically generate 
its confi guration based on the information extracted from the legacy application 
and the functionality to be included into the target RIA client.     

 The main disadvantage of the fi rst alternative concerns to the need of adapting 
(or redefi ning) the transformations once and again for each web framework considered 

1   Uniform Resource Identifi er. 
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in the approach even, in many cases, for its different versions. Moreover, based on 
the structural properties of this REST service layer which clearly contains a static 
part, it does not seem to make sense to completely generate it from scratch by means 
of transformations. Thus, the second alternative seems more suitable although it 
implies implementing and maintaining different versions of the REST service layer 
according to the different frameworks and versions. In other words, this second 
approach requires different implementations for the framework-dependant part for 
different frameworks and versions whilst the variable part is automatically gener-
ated by means of model-to-text transformations. This variable part represents, in our 
case, the REST service layer confi guration and, thus, it will be automatically gener-
ated by the model transformations. The main inconvenience of this second approach 
(implementation and maintenance of the REST layer for different frameworks) is 
alleviated by the low frequency of changes (really low or even null) due to frame-
work evolution. 

 In order to illustrate how a particular web framework is instrumented to provide 
REST support according to our approach, an implementation for the Struts v1.3 web 
framework has been developed. This implementation is graphically described in the 
process shown in Fig.  35.1 . This fi gure is organized according to the lifecycle of a 
request in the Struts framework extended with the REST support. Note that each step 
in the lifecycle has been enumerated in the fi gure. The fi gure shows, on the one hand, 
the request-response lifecycle for a request generated by the legacy web application 
(dashed line) and, on the other hand, the request-response cycle for a REST request 
generated by the target RIA client (solid line). This comparative illustration allows 
appreciating the modifi cations performed to the web framework in order to incorpo-
rate the REST support. Notice that the white boxes indicate modifi ed or generated 
elements. It may be easily observed that the extension has basically required the modi-
fi cation of the classes:  ActionServlet  (that implements the Front Controller 2  in Struts) 
and  RequestProcessor  (which handles the request lifecycle within the framework). On 
the one hand, the  CustomActionServlet  class has the next responsibilities: (1) adding 
support for PUT and DELETE HTTP requests; (2) loading the specifi c confi guration 
of the REST service layer for a concrete web application; and (3) deciding which 
 RequestProcessor  must handle the request. On the other hand,  RESTRequestProcesssor  
is responsible of: (1) generating the needed context for the legacy controller invoca-
tion (step 3-a); (2) generating the response object according to the specifi ed data for-
mat (step 3-b); (3) delegating to the legacy controller ( Action ), according to the 
REST-controller mapping specifi ed in the confi guration, the handling of the request 
(step 3-c); and (4) delegating the response generation in the corresponding component 
according to the specifi ed data format (step 3-d).

   In addition to the commented extensions, the  JSONWriter  class has been added, 
as an alternative new response composer. In this case, it generates a JSON-valid 
response from the data generated by the invoked controller ( Action ). Obviously, 
the generation of responses in other data formats would require the implementation 
of different Writer classes.  

2   http://struts.apache.org/development/1.x/apidocs/org/apache/struts/action/ActionServlet.html 
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   35.2.2 Application-Dependant REST Service Layer 
Specifi cation 

 Next, we describe the main steps of our approach to extract the information to set 
up the framework-dependant REST service layer implementation. Such information 
is obtained from the MIGRARIA MVC model of the legacy web application. 

 To illustrate the approach we have used an excerpt of our case study named 
 Conference Review System . 3   In concrete the subsystem dealing with paper submission 
by authors. 

3   http://www.eweb.unex.es/eweb/migraria/?Case_Studies:Conference_Review_System 

  Fig. 35.1    REST layer for Struts v1 0.3.X       
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   35.2.2.1 Identifying Resources 

 The specifi cation of a REST service layer implies to redesign the interaction 
between client and server from a resource-centric point of view. In that sense, 
the adequate identifi cation of the involved resources and their relations becomes a 
fundamental step in the REST service layer generation process. In order to carry out 
this activity, the modernization engineer must analyze and query the MVC model to 
fi nd out the resources related with those views that compose the subsystem to be 
modernized. Each view container (page) is composed by one or more presentation 
objects that defi ne a concrete data view over the corresponding data objects defi ned 
at the model component, e.g. presenting some of their attributes. These presentation 
objects may represent input or output data and they may be either presented indi-
vidually or organized into collections. In order to identify the model objects, an 
analysis of the controller component is required to identify the actual mappings 
defi ned among presentation and model objects within a concrete view. 

 Figure  35.2  presents the presentation object  paper , included in the view  paper-
Details , and its mapping with the data object  Paper , defi ned in the controller  paper-
Action.details . As the fi nal result of the analysis of the MVC model, the engineer 
must obtain: (a) the data objects involved in the subsystem to be modernized; (b) 
their relationships; and, moreover, (c) the different ways of being presented by 
views and consumed by controllers. All this information is gathered in the potential 
resources column of the Table  35.1  which shows the results for the paper submission 
subsystem in our running example. This table contains also the relations established 
among the collected resources.

       35.2.2.2 Generating REST URIs 

 Taking as input the information regarding the resources and their relations obtained 
in the previous step, all the feasible REST URI combinations for each obtained 
resource are generated by means of the next process. The URIs column of Table  35.2  
shows a brief sample of the collection generated for our running example which 
illustrates the main construction blocks of our process.

  Fig. 35.2    Resource identifi cation on a MVC model       
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   The steps of the process are described as follows:

    1.    Generate base URI pair for each resource:

    a.    /resources   
   b.    /resources/{id}       

   2.    Generate base URI pair for each one-to-many relationship:

    a.    /resources one/{id}/resources many   
   b.    /resources one/{id}/resources many/{id}       

   3.    For each many-to-many relationship, locate the master resource and execute the 
previous step taking the master resource as the main one.   

   4.    Complete the URIs by adding to the query string any control parameter that 
appear in the original requests.      

   Table 35.1    REST resources and relations   

 Views  Potential resources  Resources  I/O  Collection  Relations 

 paperCreate  paperForm  Paper  I  NO  1 Track: N Paper 
 track  Track  O  YES  1 Paper : N Coauthor 

 paperEdit  paperForm  Paper  I  NO  1 Paper: N Review 
 track  Track  O  YES  1 Author: N Paper 
 coauthorForm  Coauthor  I  NO  1 Author: N Review 
 coauthor  Coauthor  O  YES  N Author : M Track 

 paperDetails  paper  Paper  O  NO 
 coauthor  Coauthor  O  YES 
 review  Review  O  YES 

 paperList  paper  Paper  O  YES 
 author  Author  O  NO 

      Table 35.2    REST confi guration process result summary   

 URIs  Operations  Actions  REST requests 

 /paper  Create  paperAction.new  POST 
 Read  paperListAction  GET 
 Update 
 Delete 

 /paper/{id}  Create 
 Read  paperAction.details  GET 
 Update  paperAction.save  PUT 
 Delete  paperAction.delete  DELETE 

 /paper/{id}/coauthor  Create  coauthorAction.new  POST 
 Read  paperAction.details  GET 
 Update 
 Delete 

 /paper/{id}/coauthor/{id}  Create 
 Read 
 Update  coauthorAction.save  PUT 
 Delete  coauthorAction.delete  DELETE 
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   35.2.2.3 Identifying Available Operations 

 Considering that our modernization process takes as input a previously implemented 
legacy application, obviously the set of operations for each resource that the REST 
service layer must provide is limited by the operations available in the original 
system. Therefore, we need to identify the operations previously defi ned over these 
resources to be modernized in order to properly fi lter the set of possible REST 
requests to be provided. Again, this information is obtained by the modernization 
engineer by analyzing and querying the MVC model. This analysis allows, in this 
case, to obtain all the requests related with the set of views that compose the subsys-
tem to be modernized. Although most of these requests are included in these views, 
there may exist other ones not included in the views but being responsible for gen-
erating a view, e.g. a request generated by a menu link. Note that the MVC model 
allows the identifi cation of the controller that must handle a particular request but 
also the controller responsible for the generation of a particular view. The Controller 
component of a MVC model allows the specifi cation of the operation call sequence 
that a controller executes to manage the data objects of the legacy application. Based 
on the analysis of this sequence, the operations being performed over a resource 
within a controller may be identifi ed. A comprehensive analysis of the controllers 
that handle the set of requests related with the modernization provides, as result, the 
list of available operations for each resource. 

 To illustrate the operation identifi cation process, we consider here a specifi c 
request contained in one of the views to be modernized of the running example, 
concretely the  paperDetails  request of the  paperList  view. Based on this request, 
the controller ( ControlFlow ) that handles it is identifi ed by means of the existing 
relationships between the  View.Request  and  Controller.ControlFlow  elements. In this 
case, the  paperDetails  request is handled by the  paperAction.details ControlFlow  
which contains the operation call sequence described in Fig.  35.3 . In this case, for 
example, the operation  get  is invoked over the data object  Paper , passing as param-
eter the  id  of the paper (request parameter) to fetch and receiving a  Paper  object as 
result. As shown, in this model excerpt, all the operation calls are related to concrete 
data operations defi ned in a concrete data object. In a MVC model, all the data opera-
tions are classifi ed according to its defi ned mission among the following categories: 
 create ,  update ,  remove ,  get ,  getAll  and  getFilter . Such classifi cation provides the 
modernization engineer with a common vocabulary to identify unequivocally the list 
of data operations performed by a controller. Such identifi cation is necessary to 
match properly those operations with the correct HTTP method to use in a REST 
request. Table  35.2  shows such mapping.

      35.2.2.4 Generating REST Requests Mappings 

 Following a similar approach to the generation of REST URIs, our process generates 
all the possible combinations of URIs and HTTP methods, producing four different 
request mappings for each REST URI. Next, that collection is fi ltered by the set of 
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available operations, so only the REST requests with a proper matching with a legacy 
controller is maintained, while the rest is removed. Table  35.2  summarizes the 
results obtained for the REST URIs selected in our illustrative example.  

   35.2.2.5 Delegating REST Request Processing to Legacy Struts Actions 

 It comprises the following steps:

    1.    The defi nition of the mappings between REST requests and existing controllers. 
This mapping is derived from the previously obtained information regarding the 
relation request-controller. Therefore, for instance and according to Table  35.2 , 
the management of an HTTP GET request for the path /paper/ { id } will be delegated 
to the  paperAction. details  controller.   

   2.    The conversion of the input data (parameters or message body) of the request to the 
corresponding data format expected by the controller. Since legacy controllers 
are reused in the process, the context that they expect must be built in order to 
ensure a right execution. Thus, it could be needed, for instance, that a particular 
object that represents the information sent by an HTML form (expected by the 
controller) must be populated with the data obtained from the REST request 
(e.g. in JSON format). The generation of this context needed by the controller 
requires to know, on the one hand, the parameters of the source request and, on 
the other hand, the presentation objects related with the source request. All this 
information may be also easily gathered from the MVC model of the legacy 
application by analyzing the structure of the view that contains the source 
request. In our running example, the  new  request contained in the  paperCreated  
view is related with the input presentation object named  paperForm . Therefore, 
the object expected by the controller must be generated to handle that input pre-
sentation object. Figure  35.4  presents, on its left side, the structure of the JSON 
message for the creation of a new paper, and on its right side, the expected object 
by the Action  paperCreate  which will be created and initialized conveniently 
from the JSON message received.

       3.    The generation of the response in a particular data format (e.g. in JSON format) 
instead of generating an HTML page as response. REST service layer clients 
usually expect responses in a particular data format (JSON, XML) in order to 

  Fig. 35.3    Operation    identifi cation on a MVC model       

 

35 Generating a REST Service Layer from a Legacy System



442

properly manage them at client tier. Therefore, the response generated by the 
legacy application, as an HTML page, is not useful in this case and it must be 
replaced by a response generated in the previously accorded data format. 
In MVC based web development frameworks, controllers used to delegate to a 
different framework component the composition of the fi nal response, i.e. a 
presentation template management system. Thus, controller main responsibili-
ties are to generate the needed output objects to populate the template selected 
to compose the response. Based on this approach, we may know the presenta-
tion objects that a particular controller will generate (and their structure) just ana-
lyzing the MVC model.      

   35.2.2.6 Generating REST Service Layer Confi guration 

 In this work, the (semi)automatic confi guration is generated by means of a model to 
text transformation described in ATL [ 6 ]. That transformation implements the pro-
cess depicted above and generates an XML fi le as output. The schema of such fi le 
has been defi ned as an extension of the one used by the confi guration fi le of Struts 
v1.3, so its deserialization can be implemented as an extension of the actual Struts 
confi guration module. For the sake of brevity, we do not explain the concrete exten-
sions performed.    

    35.3 Related Work 

 Concerning the reverse engineering process defi ned by the MIGRARIA project, 
although our intention is to follow the guidelines proposed by Architecture Driven 
Modernization (ADM) [ 7 ], we have declined to use Knowledge Discovery 
Meta- model (KDM) because of its complexity to specify MVC-derived semantics. 
We have also declined to use one of the ripe existing MDWE approaches [ 8 ] cause 
most of them are designed within forward engineering approaches. The abstract 
concepts they defi ne are diffi cult to match with the information resulting of a reverse 

  Fig. 35.4    JSON input to form bean       
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engineering process. In our opinion, the semantic gap may be wide enough to 
motivate the defi nition of a new language to bridge the technology platform of a 
web application and MDWE approaches. 

 Concerning the work presented herein, different approaches and case studies 
exist about generating a REST service layer from a legacy application. [ 9 ] describes 
a common process for re-engineering legacy systems    to RESTful services which is 
focused on data-driven systems. The process description is performed at a concep-
tual level. Parts of its process have been used to derive the process presented in this 
work. Our approach has extended and adapted that process to a concrete scenario of 
the modernization of a web application. We also provide a realization of this process 
in a specifi c web development technology. Both approaches share a common focus 
on URI defi nition [ 10 ] describes the case study of an existing legacy application for 
Internet bidding generalized and replaced by a RESTful service layer. Instead of 
reusing existing implementations the authors designed a new protocol and imple-
mented it in different languages. The main common points is the focus on data- 
centric CRUD operations. Finally, [ 11 ] develops a service layer oriented to resources 
and CRUD operations, by the transformation of an object-oriented model of a leg-
acy application into a resource-oriented one, hereafter generating the URIs is a 
simple step (M2M transformation on the contrary to our M2T translation). Although 
those three model-based approaches have been proposed to defi ne REST services 
from a legacy application, to our knowledge neither of them is contextualized within 
a complete model-driven modernization process and nor provides extensions of 
legacy technology as the approach presented in this work.  

    35.4 Conclusions and Future Work 

 This work tackles a part of the modernization process defi ned within the MIGRARIA 
project which faces the evolution of the interaction of a legacy web system towards 
a Web 2.0 new RIA client. This process requires not only the generation of the new 
RIA client but also the creation of a new connection layer for enabling the data 
interchange between the client and the original system functionalities. In this paper 
we have presented how this connection layer is generated. In particular, the genera-
tion of a REST service layer is described. It provides the client with a service layer 
to handle the user requests. By means of a running example (excerpt of a fully- 
functional case study) we have detailed the activities that comprise the process that 
are mainly divided into two main steps: a) framework-dependant REST service 
layer specifi cation and b) application-dependant REST service layer specifi cation. 
While the former is performed just once and reused for applications developed in 
the same MVC web framework, the latter depends on the particular application 
being modernized so that, in this case, model-driven techniques come to scene to 
systematically automate the process providing benefi ts regarding reusability and 
formalization. Note that the work presented here takes as input the results obtained 
in the previous steps of the process that generates a conceptual representation of the 
legacy system in terms of models (conformed to a new defi ned metamodel). 
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 As main lines for future work on MIGRARIA we consider the following: 
(1) improve the tool support to simplify the developer’s intervention in the process; 
(2) enrich the process with domain semantic information to improve the resource 
and relations identifi cation and the REST request generation.     

  Acknowledgements   Work funded by Spanish Contract MIGRARIA—TIN201 1-27340 at Ministerio 
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    Abstract     In multidisciplinary engineering projects the effective and considerate 
propagation of changes is essential to ensure a consistent view of the project and to 
minimize defects and risks. To achieve this, the changes coming from one discipline 
need to be communicated and coordinated with the participants of the disciplines 
where those changes are relevant. In this paper, we introduce a user-centric context- 
adaptive notifi cation manager (UCAN), which makes use of modelling techniques 
at design and runtime to derive effective change notifi cations that are delivered in a 
considerate manner. We present a prototype implementation of UCAN based on 
industry use cases and discuss its benefi ts and limitations based on the feedback 
from industry partner domain experts.  

  Keywords     Change management   •   Adaptive notifi cations   •   Multidisciplinary 
engineering projects  

36.1         Introduction 

 Multidisciplinary engineering projects require communication and coordination 
among engineers coming from heterogeneous disciplines. In these projects, the 
expert knowledge is often embodied in several overlapping discipline-specifi c data 
models involved in individual processes, methods, and tools. The different local 
representations of common concepts in these data models hinders effi cient 
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collaboration and interaction between disciplines, and makes it very diffi cult to support 
an essential and success-critical task in these projects: change management [ 1 ]. 
If the changes introduced in a discipline are not notifi ed to the affected engineers of 
other disciplines, several discipline models may become inconsistent, increasing the 
risks of costly defects and development delays [ 2 ]. For instance, a change in the 
alarm indicator of a critical measure in a mechanical plan (e.g., temperature level 
alarm indicator) should be notifi ed to software engineers (alarm indicator implemen-
tation), electrical engineers (sensor wiring), and process engineers (processes where 
the temperature sensor is involved). 

 To manage changes across disciplines, current approaches rely on the manual 
use of notifi cation tools, such as emails. These tools do not consider either project- 
relevant aspects (e.g. stakeholders responsible of an artefact, change dependencies, 
urgency of propagating changes) or important engineer-specifi c information (e.g. 
engineer availability, notifi cation preferences). This leads to risks of failing to cor-
rectly communicate changes or overwhelming engineers with notifi cations they do 
not need to receive. For instance, in a typical current setting, when an engineer 
makes a change, he or she creates the change notifi cation and sends it to the rest of 
project engineers without considering whether they are affected by the changes. 
Also, those engineers that are affected may be notifi ed in an unsuitable manner 
(e.g., sound notifi cation during meetings or without the needed information for 
understanding and propagating the changes). Thus, the inappropriate demand of 
attention and interruption of the engineers may cause them to ignore notifi cations 
even when they are important; consequently, changes may be found not taken into 
account at critical points in the project. 

 Therefore, concurrent updates require more sophisticated means of project 
communication [ 1 ] that are aware of the relevant information for managing changes. 
In this paper, we introduce a user-centric context-adaptive change notifi cation man-
ager (UCAN). UCAN represents the relevant information for change management 
in a machine-understandable format, enabling automatic change notifi cations that 
are effective (i.e., containing the relevant information and being addressed to the 
appropriate recipients) and considerate (i.e., requering only attention when it is 
needed and using the appropriate communication resources) [ 3 ]. In these notifi ca-
tions, UCAN provides the engineers with all the needed information for effectively 
carrying out the consequent synchronization and consistency-checking tasks. 
Furthermore, UCAN dynamically adapt the way change notifi cations are delivered 
to properly inform the appropriate engineers using the most suitable communication 
resources for each situation. 

 The remainder of the paper is as follows: Sect.  36.2  summarizes related work. 
Section  36.3  presents research issues. Section  36.4  introduces a real-world use case 
where UCAN is applied. Section  36.5  describes the models for capturing the knowl-
edge relevant to achieve adaptive change management notifi cations. Section  36.6  
describes UCAN notifi cation process. Finally, Sect.  36.7  discusses the results and 
Sect.  36.8  concludes the paper and proposes further work.  
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36.2      Related Work 

 This work presents UCAN - a software manager capable of managing change 
notifi cations in an effective and considerate way. Therefore, the related work comes 
from the following areas: (1) change management in multidisciplinary projects and 
(2) notifi cation adaptivity to the user context. 

 Change management in multidisciplinary projects is currently a time consuming 
task since it is necessary to search what has been changed and determine the effects 
on other disciplines [ 1 ]. Although available tools are strong in supporting engineering 
disciplines in a multidisciplinary project individually, change management across the 
different disciplines involved in a project is still ineffective and ineffi cient [ 4 ]. 

 A well-known example of multidisciplinary projects is mechatronic engineering 
projects [ 4 ], in which several approaches have been proposed to detect inconsisten-
cies between models by using batch processes and consistency rules [ 5 ]. However, 
these approaches do not scale and consume signifi cant execution time. Other 
approaches based on instant consistency checkers have been proposed [ 6 ]. Although 
these approaches observe user activities and evaluate model changes, they do not 
take into account project information or the use of consideration notifi cations to 
inform project members about relevant changes. 

 Regarding Notifi cation Adaptivity, current approaches to adapt interactions/
notifi cations to the context of use are mainly focused on minimizing unnecessary 
interruptions to the user [ 7 ]. However, the amount of studies concentrating on the 
design of unobtrusive interactions is still limited. Approaches in the area of 
Considerate Computing [ 3 ] are mainly focused on predicting acceptability by 
analysing the needed user attention and the cost of interruption. The efforts of these 
approaches have been put on minimizing unnecessary interruptions, overlooking 
how the interactions must be provided. 

 Regarding adaptation of system interactions with users, the approaches have been 
focused on dealing with user interface adaptation in response to context changes. 
Calvary et al. [ 8 ] give an overview of different modelling approaches to deal with user 
interfaces supporting multiple targets in the fi eld of context- aware computing. 
DynaMO-AID [ 9 ] and Blumendorf et al. [ 10 ], defi ne runtime architectures to process 
context data that supports migration, distribution and multi- modality. These works 
defi ne the adaptation space in terms of the environment and the platform. In contrary, the 
work presented in [ 11 ] deals with adapting interaction according to human limitations 
by reconfi guring mobile user interfaces. Our work uses its consideration framework for 
dealing with the management of change notifi cations in a considerate way.  

36.3      Research Issues 

 In this paper, we deal with the challenge of providing effective and considerate 
change notifi cations in multidisciplinary engineering projects. From this challenge, 
we derive the following key research issues: 
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  RI-1: Modelling the required knowledge for effective and considerate user 
notifications : What kind of information in a specifi c project context is relevant 
to achieve effective user notifi cations and deliver them in a considerate way? How to 
model this information in a human and machine understandable format in order 
to support automated user notifi cations? 

  RI-2: Designing an effective and considerate change notifi cations process : Who 
should a certain notifi cation be addressed to? Which priority should it have? Which 
are the most appropriate notifi cation resources and capabilities to deliver a certain 
notifi cation to each involved engineer in each context? 

 For investigating these research issues we gathered requirements from interviews 
with industry partners, and developed a prototype of UCAN.  

36.4          Industry Use Case 

 This section describes a multidisciplinary engineering use case from an industrial 
partner who develops, creates, and maintains hydro power plants. The life cycle of 
a power plant is divided into several phases that have to be managed and are concur-
rently administrated in different discipline-specifi c tool data models by globally 
distributed engineers. Specifi cally, after gathering the requirements and specifi ca-
tions for building the plant in the requirements engineering discipline, the following 
phases are developed: (1) specifying the physical devices (sensors and actuators) 
that are needed in the plant: this phase is performed in the mechanical engineering 
discipline; (2) drawing the topology of the system and designing the circuit diagrams 
that connect the physical devices: this phase is performed in the electrical engineer-
ing discipline; (3) creating and testing the Programmable Logic Controller (PLC) 
software to defi ne the behaviour of the device controllers: this phase is performed in 
the software engineering discipline. 

 While in theory changes are applied only within one phase and in a sequential 
order, the reality shows that changes in any phase are applied at any time, mostly 
due to time restrictions. Thus, concurrent development requires frequent synchroni-
zations between various tool models. The way of keeping the view on the plant 
among the various engineering tools consistent depends on the development culture 
in the company. With respect to our industry partners, changes need to be discussed 
and agreed by all engineers who are affected by a change before being applied to 
every affected tool [ 1 ]. Therefore, involved engineers have to be aware of the 
changes that affect their fi eld of responsibility. Appropriate notifi cation mechanisms 
automatically triggered by introduced changes need to be placed into that process in 
order to allow effective and considerate change notifi cations, and traceable decision 
making processes.  
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36.5      Modelling the Required Knowledge 

 To enable effective and considerate change notifi cations, based on discussions with 
industry partners, we propose a modelling language to capture: (1) the tool data 
models used in the different disciplines and how they are interconnected: to be able 
to analyse the effects of a change; (2) notifi cations and their context: to describe and 
compose all the information needed for effectively notifying changes; (3) notifi ca-
tion resources and when they must be used: to describe the available resources that 
must be used to deliver a notifi cation in a considerate way. 

36.5.1     Tool Data Models and Their Interconnections 

 To specify the tool data models and their interconnections in a formal way, we use the 
EKB framework introduced in [ 12 ], which is a data-modelling approach success-
fully applied in multidisciplinary projects for allowing the representation and que-
rying of project information, and establishing how the different disciplines are 
interconnected. The EKB uses common engineering concepts identifi ed beforehand 
as basis for mappings between discipline-specifi c tools and project-level engineer-
ing knowledge (i.e., the common model), and represents the tool models and the 
common model as well as their data instances (i.e., individuals) using ontologies. 
An ontology is “a specifi cation of a conceptualization” [ 13 ]. It allows semantically 
specifying (1) the concepts and relationships that characterize a domain, and (2) 
specifi c situations in that domain. In this context, change propagation must be 
performed by fi rst mapping the changes from a tool ontology into the common 
ontology, and from there into the other tool ontologies. 

 Figure  36.1  illustrates the application of the EKB framework to the use case. The 
fi gure shows very simplifi ed versions of the data models of three of the disciplines 
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  Fig. 36.1    EKB in the hydro power plant project       
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involved in the development of hydro power plants: mechanical engineering (ME), 
electrical engineering (EE) and software engineering (SE). The upper side shows 
the concept Physical Component from the ME domain, which describes the compo-
nents of the plant. The left side shows the concept Device from the EE domain, 
which describes how the devices are connected. The right side shows the concept 
PLC from the SE domain, which describes the controllers’ behaviour of the devices. 
From discussions with the industry partner it is known that one of the common 
concepts between these disciplines is Signal, shown in the middle of the fi gure. 
Also, the mappings between each tool model and the common model are shown in 
an abstract way; e.g., the attributes has Functional ID of the Device concept, has ID 
of the Physical Component concept, and has Address of the PLC concept, are 
mapped to the component Number of the Signal concept.

   Using the EKB, the tool ontologies, the common ontology, and the mappings 
between both are explicitly represented. The ontologies are described in OWL 
(Web Ontology Language) 1  which is a W3C standard markup language that is 
machine- understandable and facilitates data sharing and integration. The mappings 
are represented using SPARQL 2  Construct queries. The EKB also provides services 
to access concepts, data and mappings at design and run time.  

36.5.2      Notifi cation Context Modelling 

 We propose an OWL ontology-based model for formally representing the relevant 
information of the change and the notifi cation itself, as well as the context information 
of the users involved in the project. We select OWL to represent this knowledge in 
a semantic way and to facilitate its integration with the EKB. 

 Specifi cally, the designed ontology defi nes the following concepts. The Project 
concept defi nes the information of a project and has: an identifi er, a start and end 
date, the phase in which the project is, a goal, the identifi ers of the data models 
created in the project, a project manager, and a set of engineers. The concept User 
describes each one of the participants of a project. Each user is described by its 
contact information, the EKB models is responsible of, its location, whether it is 
accompanied, and its state: available (i.e., the user is working but can receive noti-
fi cations), busy (i.e., the user is working and cannot receive notifi cations, e.g., the 
user is in a meeting), or absent (i.e., outside the user working hours). A user can also 
play different roles. For instance, for the running example (see Sect.  36.4 ), users can 
play two roles: project manager and engineer. A user can be an engineer in several 
projects, but a manager only in one. A user can also change data of the models it is 
responsible of. These changes are represented using the Change concept. When a user 
saves a modifi ed model in the system, the changes instances are created. A change 
instance represents an individual that has been modifi ed, and it is described by who 

1   OWL Web Ontology Language (OWL)— www.w3.org/TR/owl-ref/ 
2   SPARQL— http://www.w3.org/TR/rdf-sparql-query/ 
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has performed the change and when, the reference to the change data, and the change 
type (update, delete, or create). 

 Finally, the Notifi cation concept describes a change management notifi cation. 
When a modifi ed model is saved, a notifi cation is created by each affected model 
and addressed to the engineer responsible of the model. The notifi cation contains a 
set of dependencies that the engineer must check. The dependencies are the map-
pings that are affected by the changes and that are defi ned from the changed model 
to the corresponding affected model. Therefore, a dependency contains a SPARQL 
construct mapping, the set of changed instances that affect the mapping, and the set of 
concepts in the target model whose instances are affected by the mapping. In addition, 
the notifi cation also stores its priority, when it is delivered and when the changes are 
accepted. The priority can be confi gured according to the project. For the prototype, 
it is preliminary set by the number of changed instances grouped in the notifi cation, 
divided by the phase of the project (e.g., see phases in Sect.  36.4 ). 

 Figure  36.2  shows our current ontology for context modelling in multidisci-
plinary systems. The fi gure shows the main classes of the model, their main attri-
butes and relationships, and some individuals in a tree form. The specifi c context 
of the project is represented as instances of the classes defi ned in the ontology. 
For instance, the engineer Petr is defi ned as an instance of the User class, offi ce is 
defi ned as an instance of the Location class, etc. The information about projects, 
users and locations is manually created. The dynamic information about the users, 
like its location, can be automatically updated by a context monitor like the one 
presented in [ 14 ], while the changes and notifi cations are managed by UCAN, the 
notifi cation manager.

36.5.3        Notifi cation Resources and Their Activation 

 To represent the notifi cation resources in a technology-independent way, we make 
use of feature modelling[ 15 ]. Feature modelling is widely used to describe a system 
confi guration and its variants by means of features (coarse-grained interaction 
functionality). The feature model shown in Fig.  36.3  describes the notifi cation 
resources provided by the running project (see Sect.  36.4 ). According to the model, 

  Fig. 36.2    A context model example in Protégé.       
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three notifi cation services can be used: ticket issue (mechanism for sending traceable 
messages to a certain set of receivers), email and SMS. For instance, the notifi cation 
using email service can be provided by one or several of the following resources: a 
visual element, which can be a combination of text (message and/or attachments), 
image and a fl ashing light; an auditory element, which can be sound or speech 
(i.e., reproducing the message); and a haptic element that is provided with vibration. 
Note that the model can be easily reused, adapted or extended to support the notifi -
cation requirements of other projects.

   Depending on the degree of attention required, different notifi cation features will 
be activated to deliver the notifi cations in a considerate manner [ 3 ], i.e., using the 
most appropriate resources according to the user situation and preferences. To do 
this, we use the conceptual framework presented in [ 11 ] in which six consideration 
levels are defi ned according to the initiative and attention factors. In the initiative 
factor, interaction can be reactive (the user access the notifi cations) or proactive 
(the system notifi es the user). With regard to the attention factor, an interaction can 
take place at the background (unadvised interaction), in a completely-aware way 
(the user is fully conscious of the interaction), or in a slightly-appreciable way 
(some effort is needed to perceive the interaction). 

 Using this framework, we defi ne which features should be activated for each 
consideration level and for each user. We refer to this set of features as Feature 
Confi guration (FC). For example, the FC of the feature model shown in Fig.  36.3  
(represented by the grey boxes) is as follows: FC = Email, Visual, Text, Message; 
Email, Visual, Text, Attachments; Email, Visual, Image; Email, Visual, Light; 
Email, Audiotory, Speech; Email, Haptic, Vibration. This FC is assigned to the 
proactive completely-aware consideration level of the user Petr. The feature selec-
tion can be based on the studies of the effects of each modality and modality com-
binations on cognitive load. Note that it is not necessary to defi ne all the 
considerations levels for all the users (see, for instance, Fig.  36.4 ), and that the 
defi ned considerations levels can be reused for users with the same preferences.

   In addition, we also defi ne the context conditions that make the system to choose 
the appropriate consideration level each moment for each user (see Fig.  36.4 ). 
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  Fig. 36.3    Notifi cation resources’ modelling       
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By means of these conditions, the consideration model is enriched with context 
semantics that defi ne the criteria to deliver notifi cations in a context-adaptive way. 
For instance, the completely-aware consideration level is chosen when Petr is available 
and not accompanied. 

 We have implemented the feature model using the OWL ontology proposed by 
Zaid et al. in [ 16 ]. We extended this ontology with the Consideration Level concept, 
which is defi ned by: the initiative and attention factors, the user/s for which the 
level is defi ned, and the feature confi guration that should be activated for the level. 
For instance, we specify the three proactive consideration levels shown in Fig.  36.4  
for the user Petr. The context conditions are specifi ed as SWRL 3  rules, which basing 
on the information of the context model, automatically set which consideration 
level is active for each user.   

36.6      UCAN Notifi cation Process at Runtime 

 In order to notify the changes in an effective and considerate way, UCAN analyses 
and manages the described models at runtime by using SPARQL queries, which is 
the W3C recommended language for querying ontologies, and can also be used for 
updating and creating individuals. To be aware of the changes, UCAN is developed 
on top of the Engineering Service Bus (EngSB) platform [ 17 ], which enables data 
exchange in multidisciplinary systems by using the EKB. Using this platform   , 
UCAN follows the notifi cation process shown in Fig.  36.5 .

   The process starts when an engineer changes the data stored in an engineering 
tool model and makes the changes public by checking them in into the EngSB. 
The EngSB then (1) stores who has performed the changes and when, (2) creates a 
new version of the tool ontology model where the data changes are applied, (3) 
executes the SPARQL Construct queries creating a new version of the common model, 

3   Semantic Web Rule Language (SWRL)— http://www.w3.org/Submission/SWRL/ 

  Fig. 36.4    Example of consideration model for the engineer role       
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and (4) compares the new model with the previous one to identify the changes and 
their type (i.e., create, update, delete). This information, i.e., author and date of the 
changes and the individuals that have been changed in the common model, is sent 
to UCAN -our notifi cation manager-, which creates a Change individual (in the 
context model) for each individual that has been changed. Then, UCAN analyses 
the mappings from the common model (specifi ed in the EKB) to determine the 
dependencies of the changed instances with other tool models (see Sect.  36.5.2 ). 
Based on this information, UCAN asks to the context model the engineers respon-
sible for working with those tool models. 

 Once the context and the dependencies of the changes have been made clear, 
UCAN creates an instance of a notifi cation for each affected model, addressing 
the notifi cation to the responsible engineers. Next, UCAN sets the creation time of the 
notifi cation, a default message with instructions for managing the changes [ 1 ], 
the priority of the notifi cation, and the set of dependencies. 

 After creating the notifi cation, UCAN queries the notifi cation resource model to 
get the FC of the considerate level currently active for the recipient (or its role) of 
the notifi cation. Finally, UCAN sends the notifi cation using the resources specifi ed 
in the retrieved FC. For instance, if a notifi cation is sent to Petr when he is alone and 
available, UCAN will use the notifi cation resources for the proactive completely- 
aware consideration level (resources highlighted in grey in Fig.  36.3 ) since it would 
be his active level according to the SWRL rule shown in Fig.  36.4 . However, if Petr 
is available, is accompanied and the notifi cation priority is high, UCAN will notify 
Petr using the resources assigned for his proactive slightly-appreciable consider-
ation level. 

 Finally, when an engineer receives a notifi cation, he/she can reject the changes or 
accept them.  

36.7      Discussion 

 In this section we discuss the effectiveness and consideration of change manage-
ment notifi cations using UCAN. We analysed empirical results on changes per-
formed in the hydro power plant engineering project presented in Sect.  36.4 . 
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Figure  36.6  shows the overall number of changes performed every week in a selected 
plant part. The shown changes have an impact on instances of the common concept 
Signal, and therefore, require change propagation to other disciplines. The fi gure 
shows the high number of changes and, therefore, the need for a reliable change 
management system.

   To improve the change management process, we developed a prototype of UCAN 
and applied it to the project. We discussed the approach with industry partners. 
Even though they consider that UCAN introduces an added modelling complexity, 
they do believe that UCAN can provide more effective and considerate notifi cations 
than their traditional tools. The main reasons were that (1) all notifi cations are trig-
gered and delivered automatically to and only to the affected engineers, (2) the 
notifi cations contain the needed information for understanding the changes and 
automatically propagate them, (3) enables traceability and analysis of notifi cations 
for further processing, and (4) notifi cation are delivered using the appropriate 
resources for each situation, and consequently, more notifi cations are accepted. 

 Taking into account (1) the high number of change notifi cations that are usually 
managed in multidisciplinary projects and also that are sent to not affected engi-
neers, and (2) that the overall effort of understanding a change and check its depen-
dencies in current approaches is approximately 5 min; it is expected that UCAN 
brings signifi cant benefi ts in change management. However, further evaluations are 
needed to analyse the specifi c levels of effectiveness and consideration that UCAN 
achieves in a real environment. To do this, it is necessary to evaluate: (1) the real 
increase of notifi cations that are properly attended, as well as the decrease of the 
required time to propagate the changes; and (2) the user acceptance of the received 
notifi cations.  
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  Fig. 36.6    Weekly modifi cations on the signals of the project       
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36.8      Conclusion and Future Work 

 Multidisciplinary projects require sophisticated methods for managing changes that 
have effects across different disciplines. In this work, we have presented UCAN - a 
user-centric context-adaptive change notifi cation manager that allows multidisci-
plinary projects to manage change notifi cations in an effective and considerate man-
ner. UCAN is aware of the tool data models managed by the different disciplines, 
their interconnections, the changes performed and the context of these changes. 
Based on this information, the manager notifi es the engineers affected by each 
change in a considerate manner, providing them with all the information they need 
for managing synchronization and consistence- checking issues in an effective way. 
Thus, UCAN can bring signifi cant benefi ts for improving and accelerating change 
management. 

 As further work, we plan to extend the UCAN process so that, when the changes 
are rejected, a notifi cation is automatically sent to the rest of affected engineers to 
inform them that the changes need to be discussed before being applied. On the other 
hand, if all the engineers accept the changes, it will be possible to automatically apply 
the changes by executing the SPARQL constructs from the common model to the rest 
of models. This will create new versions of the target models, which will be set as the 
current model versions of the project. In this context, it will be also necessary to 
extend UCAN to support the management of concurrent changes. 

 In addition, we plan to evaluate the UCAN prototype in real environments for 
checking the specifi c effectiveness and consideration improvements in the change 
notifi cation process. Future work will be also focused on designing an end-user 
interface to allow engineers to easily personalize the consideration model. It is 
worth noting that, since UCAN interprets the models at runtime for delivering the 
notifi cation using the opportune resources, this tool will not have to change any line of 
code to apply users’ personalization, but only will have to change the consideration 
model of the corresponding user.     
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    Abstract     Agile approaches have emerged in Software Development projects during 
the last decade becoming a real alternative for organizations developing software. 
These approaches have been used successfully in several and different projects: 
from small teams of in-site developers to teams comprising hundreds of developers 
all over the world. Nevertheless, Agile approaches are not only suitable for Software 
Development projects, but these methodologies can also be considered to be a 
framework to plan, estimate and manage any kind of project s focused on quick-
response, adaptation to customers’ needs and early delivery of value to costumers. 
This paper presents the result of an experience dealing with using an Agile frame-
work, based on Scrum, in an infrastructure project applied to a Spanish Public 
Administration. According to the results of the project, the paper takes out the main 
lessons learned and proposes further lines of research.  

  Keywords     Agile methodologies   •   Scrum   •   e-Government   •   Public Administration   
•   Infrastructure  

37.1         Introduction 

 Agile methodologies are becoming a solid alternative in the fi eld of software devel-
opment [ 1 ,  2 ], as they provide support to some special needs required by these kind 
of projects, like reduction of “time-to-market,” adaptability and quick response to 

    Chapter 37   
 Using Agile Methods for Infrastructure 
Projects: A Practical Experience 

             C.    J.     Torrecilla-Salinas     ,     J.     Sedeño     ,     M.    J.     Escalona     , and     M.     Mejías    

        C.  J.   Torrecilla-Salinas (*) •         M.  J.   Escalona •         M.   Mejías      
  Department of Computer Languages and Systems ,  University of Seville ,   Seville ,  Spain   
 e-mail: carlos.torrecilla@iwt2.org; mjescalona@us.es; risoto@us.es   

    J.   Sedeño      
  Department of Computer Languages and Systems ,  University of Seville ,   Seville ,  Spain    

     Agencia Andaluza de Instituciones Culturales. Junta de Andalucía ,   Sevilla ,  Spain   
 e-mail: jorge.sedeno@juntadeandalucia.es  

mailto:carlos.torrecilla@iwt2.org
mailto:mjescalona@us.es
mailto:risoto@us.es
mailto:jorge.sedeno@juntadeandalucia.es


460

changes [ 3 ,  4 ]. However, some of the Agile approaches, like Scrum, can be considered 
to be a framework to support project management rather than a software develop-
ment methodology [ 5 ]. This fact enables thinking that Agile approaches can be used 
to handle any kind of project s, whenever their needs can relate to quick adaptation 
to changing needs and early delivery of value. Normally, the work carried out by an 
IT department is not only associated with software development projects, but also 
with technology infrastructure projects, among others, therefore the feasibility of 
expanding the Agile approach beyond software development can allow standardizing 
practices and processes among these departments, by reducing effort and cost. 

 Based on the foregoing, this work presents the result of applying a Scrum-based 
Agile approach to support the processes of estimating, planning and managing an 
infrastructure project developed by a Spanish Public Administration, with the fol-
lowing objectives: assess the feasibility of using Agile approaches in IT projects 
unrelated to software development, with a special focus on the project management 
aspects and take out the main lessons learned with the project, in order to identify 
further lines of research. 

 This paper is organized into the following sections. After this introduction, 
Sect.  37.2  offers an overview of the related work and the proposed Agile approach 
and Sect.  37.3  presents the project and its environment. Then, Sect.  37.4  states the 
results of the project and lastly, Sect.  37.5  identifi es the main lessons learned and 
proposes possible future lines of work.  

37.2      An Overview of the Agile Framework 

 This section presents an overview of the related work and the Agile framework 
used during the project. The approach was based on Scrum and included elements 
of Agile estimating, planning and project management techniques. Figure  37.1  sum-
marizes it as follows:

37.2.1       Related Work 

 Although the majority of research in the fi eld of Agile is focusing on software 
development projects, there are also approaches trying to use Agile approaches in 
other fi elds of System Development. For instance, there are approaches centered on 

  Fig. 37.1    Agile framework       
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the use of Agile techniques in hardware development projects included in the so 
called Agile System Engineering [ 6 ], but they are more focused on assessing 
whether Agile approaches are suitable enough for developing hardware systems 
than on describing the details of the management process in that project. There are 
also proposals regarding the use of Agile approaches for rapid hardware modeling 
[ 7 ], but this kind of projects are more related to the use of software to model hard-
ware than to the assessment of Agile in non-software projects. In addition, there are 
other approaches dealing with the use of Agile approaches in infrastructure projects, 
as the one proposed by Debois    [ 8 ], which describes some case studies and takes out 
patterns concerning the introduction of Agile in this type of projects. However, this 
work is not considering aspects such as how the projects are estimated, planned and 
managed. In our work, we present an agnostic framework suitable for different 
types of projects covering elements such as project estimation, project plan, project 
management and productivity improvement, and assess it in a non-software devel-
opment project with the aim of extracting the lessons learned.  

37.2.2     Scrum 

 In 2001, a work known as the “Agile manifesto” [ 9 ] was published including the 
main principles and values characterizing Agile approaches. One of the most popu-
lar Agile methodologies is Scrum [ 4 ], proposed by Jeff Sutherland and Ken 
Schwaber [ 10 ]. It is a framework that supports product development [ 5 ] founded on 
an iterative and incremental approach for project management. Scrum proposes a 
development process divided into Sprints, time-boxed periods lasting 2–4 weeks 
that will be repeated during the project. The Scrum process uses an artifact called 
Product Backlog, containing all the features to develop during the project, ordered 
by priority. The team selects the features to develop and commits to it at the begin-
ning of each Sprint, creating what is called the Sprint Backlog. The progress is 
checked daily once the Sprint is planned. The resultant work is reviewed in liaison 
with the main stakeholders after each Sprint in a Sprint demo and the development 
process is reviewed in a Sprint retrospective.  

37.2.3     Agile Estimating and Planning Techniques 

 Scrum does not defi ne any technique to establish and estimate the pieces of func-
tionality that are part of the Product Backlog. Thus, some other Agile techniques are 
normally used to fi ll these gaps. In this particular case, the features included in the 
Product Backlog are “user stories” [ 11 ,  12 ]. Two techniques will be used to estimate 
user stories. On one hand, the development team will calculate the size of each story 
by means of an ideal unit called “story points” [ 13 ]. The “ Planning poker ” tech-
nique will be used to perform estimates [ 13 ,  14 ]. On the other hand, the value of 
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each story will also be estimated by means of the “Value point analysis” technique 
[ 15 ]. For this value, the customers or their representatives should perform the esti-
mation. With these two values, we can obtain a relation between the cost and benefi t 
of every user story (it is called “Return of investment” or ROI) by dividing the value 
in value points by the size in story points. This magnitude can be used to order the 
Product Backlog and establish its priority. The process of estimating and planning 
will be constant during the project, reserving a slot of time to review the Product 
Backlog content during each Sprint. This process, known as Product Backlog 
Grooming [ 16 ], can take up to 10 % of the available time on each Sprint.  

37.2.4     Agile Earned Value Metrics 

 An Agile-based approach to the Earned Value Management techniques [ 17 ] can be 
used in order to control the planned schedule and cost the project entails. These tech-
niques deal with measuring the relationship among cost, scope and schedule along 
the project [ 18 ], based on calculating two main indexes, the  Cost Performance Index  
(CPI), which measures the relation between estimated and real cost, and the  Schedule 
Performance Index  (SPI), which measures the relation between estimated and real 
schedule. At the end of each Sprint, the proposed Agile approach to EVM measures 
these indexes to calculate them, through both, the estimated and completed story 
points and the estimated and dedicated work hours.  

37.2.5     Agile Productivity Metrics 

 A number of productivity metrics will be used to facilitate the team’s performance 
process of continuous improvement. They will be obtained by means of planned and 
fi nished story points and dedicated work hours, with the aim of keeping a light-
weight process. These data are also obtained through the EVM calculation. Metrics 
were proposed by Downey and Sutherland [ 19 ] and they are calculated per Sprint. 
The following ones will be used:

•     Team Velocity (in Hours) : It calculates the product of the velocity in story 
points by the team’s average amount of hours per story point.  

•    Work Capacity : It deals with the total amount of hours worked by the team 
during a Sprint.  

•    Focus Factor : It refers to the result of dividing the Team Velocity (in Hours) by 
the Work Capacity.  

•    Percentage of Accepted Work : It is the result of dividing the hours dedicated to 
accepted work by the Work Capacity of the team during a Sprint.  

•    Target Value Increase (TVI+) : It refers to the fi nished story points of certain 
Sprint divided by the average story points of all fi nished Sprints.      
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37.3      The Project and Its Environment 

 This section presents the environment in which the project was developed, the project 
itself and its main results, which will be discussed in the following sections. 

37.3.1     The Environment: The Regional Government 
of Andalusia 

 The project presented in this paper was developed by the regional government of 
Andalusia, a region located in the south of Spain. Junta de Andaluc’a is the name 
of Andalusia’s regional government; counting with more than 200,000 employ-
ees, it is one of the main economic actors in the region [ 20 ]. This project was 
developed by one of the ministries of the Junta de Andaluc’a: the regional Ministry 
of Culture and Sport, which is in charge of developing and coordinating public 
policies both in the cultural and sports areas. Some of its duties are related to the 
management of public museums, archives, sports clubs, art galleries and theaters. 
It is also responsible for supporting regional cultural and sports industries, 
together with other public and private stakeholders. The ICT Department, one of 
the departments of the Ministry of Culture and Sport, is in charge of this project, 
being responsible for all Information Technology policies in the Ministry. It is 
mainly responsible for providing the entire ICT infrastructure needed to operate all 
Ministry internal systems. 

 It is important to highlight that, as in the last years citizens’ demands on quick 
and easy access to public services have increased, governments have launched 
different initiatives to cover these needs, such as e-Government public services 
[ 21 ,  22 ]. Due to the commitment of the regional Ministry on the e-Government 
strategy, the number of systems under the responsibility of its ICT Department has 
increased dramatically.  

37.3.2     The TOPOS Project 

 As it was mentioned, the ICT Department of the regional Ministry of Culture and 
Sport is in charge of providing the entire ICT infrastructure that supports all the 
Ministry systems. On the one hand, in the last years, the number of systems under 
the responsibility of the Ministry highly increased due to the e-Government strategy 
of both the regional and the national government. On the other hand, the effects of 
today’s economic crisis made the organization increase the efforts on costs rational-
ization and optimization. These two main reasons made the ICT Department of the 
Ministry start with a project to improve its internal infrastructure and provide a better 
service with fewer resources. The project was called TOPOS and it lasted more than 
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a year, starting on January 2012 and fi nishing on February 2013. The main goals of 
the project were:

•    Reorganize the environments where the systems were deployed, including a 
development, pre-production and production environment for each system, using 
virtualization solutions. It intended to reduce the number of physical servers, in 
order to save space and energy consumption on the datacenter.  

•   Uniform the version of the software products used to support the systems (operative 
systems, databases, application servers…), in order to reduce the maintenance 
costs required to run these systems.  

•   Update the versions of some homemade software products that support the general 
systems of the Ministry, in order to eliminate some errors and security risks.  

•   Clean and decommission some obsolete systems, in order to clean and free 
resources that could be used to support new services.  

•   Get high availability confi guration of all e-Government services operating into 
the regional Ministry to improve the service offered to citizens.    

 As TOPOS is an infrastructure project, it is affected by the business projects of 
the regional Ministry and their different priorities, whereby to be able to respond to 
possible changes on requirements and priorities, an Agile approach was established, 
with Scrum as a base framework. 

 A team of fi ve members, partially working on the project and coming from both 
the system management team and the e-Government bureau of the ICT Department, 
developed the project by means of internal resources. Then, the following roles 
were played among the members of the team:

•    A  Scrum Master , whose goal was to ensure the adherence of the team to Scrum 
practices and help it identify and remove detected errors.  

•   A  Product Owner , who tried to identify the business needs and prioritize them 
using the Product Backlog.  

•   A  Development Team , who aimed to develop each of the requested features during 
the selected Sprint.    

 It has to be mentioned that a particular aspect of TOPOS project, as it concerned 
the basic infrastructure of the regional Ministry, deals with its impact both on the 
internal and external users (mainly citizens), for they will be affected, for instance, 
by services stops when performing the identifi ed tasks. This element demanded an 
extra effort to work in liaison with the different departments of the Ministry and also 
to manage changes.   

37.4      Results of the Project 

 TOPOS project started in January 2012 with the development of a business case 
approved by the ICT Department board. After the business case approval, a number 
of workshops were conducted during this month to identify its initial scope and to 
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draft an initial project plan. An initial Product Backlog was created containing 21 
user stories, with a total value of 70 story points, as a result of these workshops. The 
number and value of the stories varied during the project due to different aspects, 
such as new user’s needs or stories re-estimation after the clarifi cation of uncertain-
ties. The Product Backlog included 23 user stories with a value of 64 story points at 
the end of the project. With the initial Product Backlog, the team established a 
Sprint length of 30 days, which would be stable during the project. Then, due to the 
lack of historical data, the team forecasted its velocity, estimating it in 7 story points 
and 137 initial available hours. Table  37.1  summarizes these estimations:

   Based on these initial forecast s, a project plan, which included an original cost 
estimation founded on story points, was developed by means of the techniques pro-
posed by Mike Cohn [ 13 ], obtaining €25.90 as the average cost per hour. It must be 
pointed out that, as it was developed with internal resources, all costs cited in this 
paper are estimations to manage the project and not real expenditures. An uncer-
tainty percentage was added to these estimates according to McConnell’s “cone of 
uncertainty” [ 23 ]. Table  37.2  summarizes the initial project plan:

   The usual Scrum Sprint-based cycle started after the approval of the initial project 
plan. Each Sprint began with a Sprint planning meeting, where, depending on the 
available work capacity and the business priorities, the team selected the user stories 
that should run during the Sprint and committed to them. Moreover, each story was 
divided into tasks and each task was estimated. Finally, a Sprint Backlog was devel-
oped as a result of this meeting. 

 This artifact was the main management tool during the Sprint. Both Product and 
Sprint Backlog were created using Excel Spreadsheets and shared using a network 
folder. Before the start of the Sprint, all identifi ed tasks were uploaded in a ticketing 
tool called Redmine. The team members should take responsibility for the different 
tasks during the Sprint upon their completion. Besides, the work performed and a 

   Table 37.1    Initialforecast velocity   

 Available hours  Estimated initial velocity  Hours per story point 

 137  7  20 

   Table 37.2    Summary of initial project plan   

 Magnitude  Value  Uncertainty (±25 %)  Initial forecast 

 Total story points  70  18  70 ± 18 
 Velocity  7  2  7 ± 2 
 Number of iterations  10  3  10 ± 3 
 Sprint length  30 days  N/A  30 days 
 Project length  300 days  90 days  300 ± 90 days 
 Hours per Sprint  137 h  34 h  137 ± 34 h 
 Hours per project  1,370 h  340 h  1,370 ± 340 h 
 Cost per iteration  €3,584.30  €887.01  €3,584.30 ± 887.01 
 Total project cost  €35,843.00  €8,870.10  €35,843.00 ± 8,870.10 
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daily estimation on the remaining work was included in the tool on a daily basis. 
The Scrum Master was in charge of creating a Sprint burndown chart every day and 
distributing it among the team members. Then, the team worked on the identifi ed 
tasks during the Sprint, using this Sprint burndown chart [ 13 ] as a tool to track the 
remaining work in order to accomplish the committed work. It is worth mentioning 
that, the team was not physically placed, thus, it was not possible to hold the Daily 
Scrum meeting to coordinate the work. However, some electronic tools were used 
to be in contact such as the mentioned ticketing tool, wikis, e- mails and instant 
messaging tools. During each Sprint, 10 % of the available time was spent to revisit 
the Product Backlog intending to update estimations or priorities, for instance, in 
what is known as “Product Backlog Grooming” [ 16 ]. 

 The team met twice after each Sprint: the fi rst time for a Sprint Review, to pres-
ent the results of each Sprint and the other for a Sprint Retrospective, to review the 
process itself. It must be highlighted that retrospectives were based on the principles 
of Agile retrospectives [ 24 ], including techniques such as Ishikawa Diagrams, Five 
Whys and other innovation games. The Sprint retrospective started with a general 
assessment of the work performed during the Sprint, giving it a score between 1 and 
5. After that, a radar diagram was developed, assessing four axis of the work: team, 
technology, process and environment. The team selected the most and less valuable 
axis and brainstormed things that should be improved or maintained. Afterwards, 
and using dot voting, the main problems of the Sprint and the best practices are 
pointed out. Lastly, Ishikawa Diagrams and Five Whys were used to fi nd the root 
cause of the main problems and some improvements were proposed for each root 
cause. These improvements were followed up during the later retrospectives to 
ensure the resolution of the identifi ed root causes. 

 The project lasted 11 iterations, being fi nished in February 2013. Table  37.3  
shows the fi nal project results and compares them with the initial estimations:

   As it can be observed, the real data related to the duration of the project and the 
amount of work to carry it out remained within the margins of the initial forecasts. 

 That was not the case of the cost and dedicated hours forecasts, probably because 
of the absence of historical data. Therefore, this initial forecast was corrected at the 
end of each Sprint, as it will be shown later. Figure  37.2  shows the burnup chart of 
the project with the fi nished story points against the remaining story points of the 

  Table 37.3    Project 
results against project 
estimations  

 Magnitude  Initial forecast  Final value 

 Total story points  70 ± 18  64 
 Velocity  7 ± 2  5.8 
 Number of iterations  10 ± 3  11 
 Sprint length  30 days  30 days 
 Project length  300 ± 90 days  330 days 
 Hours per Sprint  137 ± 34 h  67.72 
 Hours per project  1,370 ± 340 h     744.94 
 Cost per iteration  €3,584.30 ± 887.01  €1,777.74 
 Total project cost  €35,843.00 ± 8,870.10  €19,293.95 
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Product Backlog, and Fig.  37.3  represents the evolution of the real velocity against 
the velocity planned through the different Sprints:

    As it is noticed in both fi gures, after the initial Sprints, the team velocity tends to 
stabilize and to be almost aligned with the forecasts. Table  37.4  shows the results of 
each Sprint, including EVM calculations:

   Additionally, the cost estimation per Sprint, and therefore, the cost estimation of 
the project, was updated at the end of each Sprint, in order to adjust them to the real 
data. This also entailed, as Table  37.4  represents, the updating of the estimated hours 
per Sprint. Due to this fact, the estimating ability of the team improved, as both CPI 
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and CSPI show, becoming stable as the project advanced. Table  37.5  shows the results 
of the productivity metrics through the different Sprints of the project:

   It is observed that, on the one hand, the average percentage of Accepted Work 
was almost 60 %, meaning that a signifi cant amount of work during the Sprints was 
dedicated to deliver value to customer and, on the other hand, the average TVI+ was 
around 120 %, meaning that, on average, the team was able to deliver more story 
points than in the previous Sprints. Lastly, the average Focus Factor was around 
140 %, meaning that the team tended to overestimate the efforts needed to achieve 
the expected results. These metrics were used during the Sprint retrospectives to 
guide the discussion and improve the development process.  

37.5      Lessons Learned and Future Work 

 During the previous sections, an example of the application of an Agile framework, 
based on Scrum and including several other Agile techniques, has been presented. 
This framework has been relevant to estimate, plan and manage an infrastructure 
project developed within the Public Administration through 11 Sprints as well as to 

   Table 37.5    Productivity metrics   

 Sprint  Velocity 

 Average 
hours per 
point 
story a  

 Velocity 
in hours  b  

 Work 
capacity 
(hours) c  

 Focus 
factor d  

 Hours 
dedicated 
to accepted 
work e  

 % of 
accepted 
work f   TVI+ g  

 1  2  37.20  74.40  74.4  100.00 %  58.9  79.17 %  100.00 % 
 2  5  21.86  109.29  78.6  139.04 %  60.9  77.48 %  142.86 % 
 3  0  28.81  0.00  48.65  0.00 %  0  0.00 %  0.00 % 
 4  7  21.74  152.18  102.7  148.17 %  51.5  50.15 %  200.00 % 
 5  7  18.34  128.39  80.82  158.86 %  40.85  50.54 %  166.67 % 
 6  8  14.85  118.82  45.55  260.85 %  34.73  76.25 %  165.52 % 
 7  9  14.04  126.39  102.92  122.80 %  78.16  75.94 %  165.79 % 
 8  11  11.94  131.37  51.55  254.84 %  38.75  75.17 %  179.59 % 
 9  7  11.65  81.56  67.25  121.27 %  41  60.97 %  112.50 % 
 10  3  12.02  36.05  56.5  63.80 %  17.5  30.97 %  50.85 % 
 11  5  11.64  58.20  36  161.66 %  22.25  61.81 %  85.94 % 

   a Calculated as the sum of the dedicated working hours on the fi nished Sprints divided by the num-
ber of fi nished Sprints 
  b Calculated as the sum of the completed story points in certain Sprint multiplied by the average 
number of hours per story point 
  c Total number of working hours on a certain Sprint 
  d Velocity in Hours divided by Work Capacity (Hours) 
  e Working hours dedicated to fi nished stories 
  f Hours Dedicated to Accepted Work divided by Work Capacity (Hours) 
  g Calculated as the fi nished story points of the current Sprint divided by the average story points of 
fi nished Sprints  
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help the team continuously deliver value to the customers. The selected framework 
included the techniques to support the estimating, planning and managing efforts, as 
continuous processes along the project and not as an initial phase. The example 
shows how a long-term project can be planned using the Agile techniques, despite 
uncertainties, and based on the plan, be managed in an Agile way. 

 The team has obtained results during the project founded on an Agile framework. 
One important element to highlight is that this approach allows adapting the fore-
casts at the end of each Sprint, according to the acquired knowledge of the team. 
Using Agile EVM was very useful, as it improved the plan at the end of each Sprint. 
The team was able to learn through the project, attending to the average cost of the 
past Sprints and the actual forecast. 

 Using productivity metrics was also very useful as a guide during the Sprint 
retrospectives to constantly enhance the development process, pointing to certain 
problems in certain Sprints (for instance, whether a high percentage of working 
hours was not dedicated to fi nish and deliver stories to the customer) and to effec-
tively know the amount of the teamwork that it is needed to deliver a value. These 
metrics also allow quantifying how much (or how less) the team improved during 
the project. 

 The possibility of extending and systematizing the proposed approach in order to 
defi ne a general Agile framework, suitable for IT projects, at project management 
level, should be useful to face projects with uncertainties on requirements and needs 
of frequent feedback. The possibility of assessing the framework against a maturity 
model, as CMMI [ 25 ], will provide customers with a relevant idea of the quality of 
the followed development process.     
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    Abstract     Building software under current pressure of uncertainties coming from 
quickly changing global world, increased fl exibility of requirements and changing cus-
tomers’ expectations is a central challenge even using agile methodologies. Sources of 
uncertainties include requirements, communication process, involved people and the 
software engineering process itself. This paper is dedicated to revising the software 
engineering process and presenting ways we could eliminate uncertainties leaking 
through the process. This is done within the scope of the uncertainty management 
framework, which is an addition to common project management practices designed to 
identify, manage and control uncertainties within all stages and aspects of software engi-
neering projects. The process related uncertainties management uncertainties’ elimina-
tion techniques include errors injection, stress testing, certainty testing of units, 
integration, features, usability and transportation components. It also concentrates on 
handling objects, which are subject for uncertainties like debt, recognised uncertainties, 
decisions and self-organised teams’ abilities. The software engineering process verifi ca-
tion on uncertainties is a multistage process including planning, decision to execute, 
acting and monitoring, analysis, modifi cation, acceptance and re-evaluation.  

  Keywords     Software engineering   •   Methodologies   •   Uncertainties   •   Process  

38.1         Introduction 

 The main goal of software engineering is to implement tools for customers accord-
ingly to their past and present wishes, vision and business environment require-
ments. These tools will let the customers to achieve their goals faster, easier with 
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less cost. The modern software engineering business faces a lot of new challenges 
due permanently increasing competition on the market, high expectations of 
customers requiring constantly increasing quality, shortening developing cycle and 
increased fl exibility defi ning requirements on the software to be built. The fl exibil-
ity becomes more and more important as the global business environment is starting 
to change with an incredible speed. All this refl ects into the software development 
not only in a form of agile methodologies, but also producing a lot of uncertainties 
ignoring which is impossible nowadays for companies hoping for success. The cus-
tomer satisfactions’ reviews show that despite of modern software engineering 
approaches the gap between delivered and expected software is suffi cient—up to 
27% of all projects fail because of that gap [ 1 ]. Besides, only 20% of functionality 
in average is reported to be used “often” or “always” [ 2 ]. 

 It is important to explore reasons why the shortened development cycle with 
constants demos and enhanced collaboration are not able to bridge this gap. The 
most serious failures are related to different kinds of uncertainties. The more uncer-
tainty in a problem, feature or task, the less precise or correct we can be in solving 
or understanding that problem and the more far away we are from the fi nal imple-
mentation. Most analysts agree that we should understand and assess the uncer-
tainty implementing functionality, making estimates, and balance that uncertainty 
against the precision in customer expectations we seek [ 3 ]. Therefore the uncertain-
ties management becomes very important in order to ensure software engineering 
projects success [ 4 ]. 

 The aim of this paper is to extend the uncertainties management framework 
introduced earlier and discuss the project management process related uncertainties. 
The paper is organised as following: in the second chapter the past works are 
discussed to show the paper starting position, ideas proposed earlier and lay the 
ground for the paper proposals. In the third chapter the process evaluation is pre-
sented aiming to eliminate the uncertainties introduced by the process itself. Here 
different tests are proposed serving to assure the process functionality, handling of 
objects and phases of the process verifi cation. The question of individuals and tools 
reviewed next. The chapter ends with dependability and project management system 
attributes discussion.  

38.2     Related and Past Works 

38.2.1     Related Works on Uncertainties 

 Uncertainties sometimes are equated with lack of knowledge or risks, but neither of 
those are correct assumptions. The best was to describe the topic is to present the 
classifi cation. Uncertainties include not only the lack of knowledge, but also unpre-
dictability also known as ontological uncertainty, variability and ambiguity (pres-
ence of multiple frames or view on the same topic) [ 5 ,  6 ]. Generally uncertainties 
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can be classifi ed by objects (for example, the project assumptions, team, perception 
by customers, environment at the completion phase, impact of the new solution on 
the existing systems, interfaces etc.) or nature. The last includes incompleteness of 
knowledge (lack of information, unreliable information, ignorance or lack of under-
standing), unpredictability (how the expectations will change during the project, 
competitors behaviour, technological innovations on the market) and multiple 
understanding (confl icting views, different values or judgements, lack of solid 
understanding on how the problem should be solved or what problem we are solving). 
Sometimes those are divided into variability, unforeseen uncertainties, foreseen 
uncertainties and chaos [ 7 ]. 

 The strategies of dealing with uncertainties greatly depend on the project subject 
within those arise and are not general enough to be comprehensive and coherent. 
At the same time the subject got a suffi cient attention during the past decade and the 
following strategies can be outlined [ 5 ,  8 ,  9 ]:

    1.    Producing/recreating the knowledge through uncertainty assessment, reduction 
and case study;   

   2.    Ignoring or using the reactive approach;   
   3.    Interacting—managing the expectations, communicating uncertainties, using 

dialogical learning, persuasive communication and oppositional modes of 
actions;   

   4.    Preparing by fi nding the worst sequence of events and training to deal with it, 
limiting negative impacts within it etc;   

   5.    Building fl exible enough or resilient solutions.    

38.2.2       Uncertainty Management Framework 

 Uncertainties management is the crucial part of modern software engineering prac-
tices, which is mostly ignored by management and modern software development 
practices or dealt with reactively [ 10 ]. In our past works we have presented an 
uncertainty management framework which is composed of the following elements:

    1.    Transparency   
   2.    Light Agility   
   3.    Handling   
   4.    Communication Ambassadors   
   5.    Well-defi ned Work Procedures    

   Transparency —it is the most crucial element handling uncertainties since those 
occur or grow when transparency is missing. Agile development key elements are 
designed for increased transparency of the process [ 11 ,  12 ] and handling changes in 
customer expectations [ 13 ]. Transparency can be increased by implementing a 
central information repository:

•    Containing enough information about uncertainties nature, time-frame when 
they are likely to be resolved and possible resolution alternatives;  

38 The Uncertainties Management Framework: Eliminating Uncertainties…



476

•   Providing access for different teams to this information on constant basis;  
•   Capturing evolution of the uncertainty including history of changes, discussions 

and feedbacks from customers and experts [ 14 ].    

  Handling —the transparency of uncertainties provides a basis for handling them. 
Uncertainties can be permanent or temporary and the kind of uncertainty defi nes the 
handling technique. Assessing, planning activities to resolve uncertainties, defi ning 
the schedule basing on a time moment when an uncertainty can be resolved and 
synchronisation with other tasks is required to handle uncertainties correctly. 

  Light - agility —The agility still plays an important role handling temporary 
uncertainties that can be resolved via visualisation of the end result. Simulation 
achieved by shortened work-cycle help us to deal with such uncertainties [ 12 ,  15 , 
 16 ]. The light modifi er in the term refers to the fact that not all organisations are 
ready to adopt agility practices fully, but are ready to modify their process imple-
menting the most crucial set of agile techniques to handle uncertainties. 

  Communication ambassador —unfortunately the desired constant collaboration 
[ 10 ,  17 ] is impossible in many cases—consider for example distributed organisa-
tions. Here we are not only unable to resolve uncertainties effi ciently using enhanced 
communication, but also introduce uncertainties by communication gaps or slow 
communication [ 18 ]. Besides, the communication is not only the message transfer-
ring act, but also a process that should be managed. This becomes very important in 
large or distributed organisations and includes chasing other people to provide com-
munication, do reviews etc.; supervising communication fl ow and ensuring that 
context is also transferred; directing the fl ow to the right persons; ensuring none- 
zero communication and monitoring the communication from the time-perspective; 
synchronising efforts of different teams working with different issues in different 
projects and been in different time-zones. 

  Well - defi ned work procedures —undefi ned or unclear procedures introduce a lot 
of uncertainties and therefore should be resolved before executing the software 
engineering process or fi xed during it in case any modifi cations are needed. Besides, 
well-defi ned procedures are required to cope with issues resolving uncertainties. It 
should be specifi ed who is responsible for what and what are procedures deciding 
on alternatives.  

38.2.3     Test Based Verifi cation of the Process 

 Uncertainty can be introduced not only by external factors or people but also by the 
software development process. Even having the well-established process the organ-
isation cannot be certain that uncertainties are minimised since the formal process, 
which is not followed, can be equally dangerous as a missing process since can hide 
problems and so increase the ratio of uncertainties we have to deal with at the 
project fi nal stages. During our past works we proposed an idea that the software 
development process can be verifi ed by stressing or injecting errors in order to 
discover uncertainties leaks. 
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 The idea of the errors injection is to try unbalancing the system by injecting 
problems ourselves into the process and see how the process (the team) will react/
recover from this and so either detect leaks of the process or prove its reliability 
[ 10 ]. It is possible to inject errors in different artefacts and so possible to test every 
stage of the process affecting documents of that stage. 

 The other technique we proposed is stressing the team with a special task to 
verify its resistance and correctness of the reaction [ 10 ]. 

 Both elements can be seen as a unit testing of a process stage where we examine 
an individual phase on uncertainties proneness. Below we are going to extend this 
idea and model it as a subsystem of the uncertainty management framework.   

38.3     Process Assurance 

 The earlier described methodology was applied in different organisations including 
the highly distributed organisations and branches of leading software vendors, 
which gave us a relatively broad feedback. Analysing it we have found that the used 
terms were both unusual, hard to understand and quite frightening to teams and 
managers. The only well accepted one was the  stress test  since it corresponds to 
managers’ earlier experience with other test procedures. Most problems applying 
the proposed method were related to the error injection as nobody felt secure enough 
adding extra errors into the process. Therefore we propose both extend and change 
the terms to align them to the standard testing terminology. In the next chapter we 
fi rst present an overview and then expand it in details in succeeding subchapters. 

38.3.1     Certainty Assurance 

 The processes of verifying the used methodology on introducing uncertainties can 
be divided into the following:

   Certainty element testing:

 –    Certainty unit testing;  
 –   Certainty integration testing;       

 The next stages can be called certainty system testing as next we concentrate 
on system as a whole, although following only one concept or property only 
sometimes.

 –    Certainty features testing;  
 –   Certainty performance testing;  
 –   Certainty usability testing;  
 –   Certainty transportation testing;    
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 Let’s now describe in more details each one: 

  Certainty unit testing : the test of every stage as it was described earlier in our past 
works; 

  Certainty integration testing : investigating the border area between neighbour 
stages in order to fi nd communication and other gaps. First of all notice that indi-
viduals bounded to different stages are most likely to have completely different 
backgrounds and experience, use different terminology and concepts. Therefore the 
information fl ow tends to corrupt fl oating from one stage to the other and our aim is 
to ensure that the organisation has implemented enough protection mechanisms 
against such gaps. It could include a mandatory feedback, team building work, mix-
ing teams and many others. For this paper perspective it is not important—the 
important statement is—we should monitor such border areas and check what hap-
pens there. 

  Certainty features testing : the process dedicated to specifi c kind of activities like for 
example the risk management. Generally saying here we could isolate different 
aspects of the software development process and monitor how this aspect works 
through the entire process. Does it has a proper initiation, receives information and 
result in any actions clear defi ned and bounded to responsible persons and is 
fi nished? 

  Certainty performance testing : performance of the system and its ability to recover. 
This question has been raised also in our earlier works and can be measured using 
stress testing. It is important to ensure that any sudden increase of work load is not 
hidden from other project members risking to get severe problem at fi nal stages, but 
is handled and managed; 

  Certainty usability testing : this test divides into two. The fi rst one is ability of the 
process management system to store enough details to recover the knowledge later 
on demand. It is quite a wide problem in the modern agile software development 
practices—zero or zero-close documentation leads to losing a lot of details and 
decisions made initiating, correcting or fi nalising features development. Sometimes 
even during the same feature development the same logical or behavioural aspects 
of the feature are revised several times wondering about past decisions mainly 
because reasoning of those is not remembered any longer. If the team is forced into 
such cycle then we may have severe problems of our ability to use the software 
development and specifi cation system correctly or it is missing absolutely. 

 The second one is the usability of the uncertainties management routines and 
procedures. The more complex and less transparent is such system, the less people 
use it to handle uncertainties. They may prefer to leave uncertainty to be unhandled 
believing it is easier to cope with its consequences than with the uncertainty man-
agement routines and practices. Such luck of user friendly routines can be called 
“uncertainty in the square” as produces uncertainties about uncertainties and so can 
add power to existing lack of certainty. 
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  Certainty transportation testing : ability of channels to carry on the information 
back and forward without corrupting it. Sometimes channels in use are not ideal and 
pushed to us by the organisational IT or easiness to install and maintain. At the same 
time information corruption can be high in such “simple to use” channels producing 
a lot of uncertainties and so in the end of ends more complex to handle in total. For 
example communicating over the phone is known to lose up to 45% information in 
compare to face to face dialog. This channel can be enhanced by using modern 
video streaming devices (more complicated than just a webcam) allowing having a 
view on the entire meeting room.  

38.3.2     Uncertainties Handling 

 –     Handling Debts  
 –   Handling Known Uncertainties  
 –   Handling Decisions  
 –   Handling Self-Organised-Teams    

 Talking about uncertainties sources and verifying the project process we should 
examine not only processes or activities, but also objects of our processes. 

 One common uncertainty source is the accumulated uncertainty. A small prob-
lem, which has a minimum effect, can be postponed even beyond the release border 
to the next versions, but start to accumulate/grow and hit us seriously once. Therefore 
it is important to examine how do we handle technical or functional debt? The agile 
software development let us release business software without handling all open 
questions. Moreover the business environment forces us to release none error/debts 
free software to meet key events on the market and hit important customers. All this 
is acceptable if we not only postpone solving certain problems to the future, but also 
record, handle and resolve them later. If we have no such system and tend to redis-
cover our debts then we never are able to plan our load correctly as those threads can 
hit us any moment in the future increasing the load dramatically. Here we should 
ask product owners and software architects—whether they are able to list the debts 
of the previous releases. If they are unable to answer then the software vendor has a 
serious problem. If their answer doesn’t correspond to the chief tester or chief 
developer problem the organisation again has a serious problem. 

 The other important question to revisit examining the process is how we handle 
known uncertainties. Do we have a list of them, with an action plan to resolve it, 
responsible person and potential date when it can be cleared out? It can happen than 
even such simple request is not fulfi lled and we again know uncertainties, but do not 
handle them and so have no uncertainty management framework in place. The stan-
dard uncertainties management system should have the following subparts and 
functionalities:

 –     Uncertainties inventory : at the earliest possible stage it should be possi-ble to 
record an uncertainty to proceed with assessment and quantifi cation. The inventory 
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is organised to store all relevant information regarding different kinds of uncertainties 
including choices, available data/information/knowledge to characterize each 
items, discussion logs, possible resolution paths and responsible people.  

 –    Uncertainties classifi cation and clarifi cation schemes collection —the knowl-
edge and the know-how database helping to clarify immediately uncertainties or 
providing the guidelines on dealing with them;  

 –    Uncertainties propagation system : a nonlinear graph based system to visualize 
uncertainties interconnections and how do they bound to different features 
requests from the product backlog.    

 Thirdly we need to examine how we record our decisions, both functional and 
process related. Again the most common source of uncertainties is the lack of 
organisational memory both short and long term. Theoretically we should never 
rediscover our short term decisions, but the complex software with many details 
doesn’t let product owners and other team members remember every detail on their 
past decisions and the reasoning of such decisions. Therefore, if the decision is 
communicated and accomplished by the business scenario explaining its need, it is 
important to register it either directly or using secretary help (manual or automated) 
in form of Wiki or any other system, to be able to revisit it. Obviously the same will 
become crucial if any key person is leaving the company as one month education of 
the person replacing him is not enough to transfer all details and knowledge acquired 
during many years or work experience. 

 Finally it is important to visit our self-organised teams to ensure that any lack of 
autonomy doesn’t produce uncertainties. Are they capable to decide ourselves or 
are waiting for manager input and managers assume they are self-organised? Are 
they able to communicate any problems or discoveries openly or they take autono-
mies as an absolute responsibility to deal alone with raising problems without 
informing product owners that some features may become much more complex than 
initially estimated and so not actually worse to be built up?  

38.3.3     Phases 

 Each process verifi cation test should pass the following phases:

 –    Plan  
 –   Decide to execute  
 –   Execute and Monitor  
 –   Analyse and Modify  
 –   Accept  
 –   Re-evaluate    

 Even if we have a clear understanding of problems in our organisation, it is not 
advisable to execute the verifi cation process without planning. We need to understand 
the size of required certainty tests, agree on responsible people and how we will 
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measure and record results, so everyone involved into the process is aware and 
ready to follow the plan. 

 After we have collected possible verifi cation tests scenarios, we should revise 
them, align to current activities in executed software projects and decide whether it 
is a feasible time to execute them or not. The high load in the current projects can 
be advantage (we can effi ciently measure) or disadvantage (if our activities will 
interfere too much and so affect important deadlines). 

 The next stage is to execute our actions’ plans accordingly to the decided earlier. 
It is important to fulfi l the plan during this stage in all details as re-execution can be 
a costly process. It is also important to document the stages and actions to be able 
not only to monitor and measure the results, but also to avoid faulty reaction of the 
system later after test completion in case such reaction can be produced by our veri-
fi cation actions. For example, it is important, stressing any aspect of the process, to 
eliminate later any environmental changes producing such stress, i.e. not to leave it 
to be permanent. 

 After we completed our execution plan we transfer to the analysis stage where the 
collected information and logs are reviewed and measured. Quantifi cation of discov-
ered uncertainties and gaps on this stage is a key element. Most likely, during this 
stage we will come up with the proposal on how the current software project planning 
and execution process can be improved. During this stage we discuss these changes 
fi rst with responsible managers and the team. We need not only to correct, but also to 
give to the team explanation why changes are done and what those are designed for. 
Otherwise the formal implementation of new rules could not lead to the desired 
improvements. It is also advisable to record changes we do for later tracking. 

 The modifi cation phase is followed by the accept stage where we monitor how 
the implemented proposed modifi cations are working—we monitor here how the 
new process handles uncertainties and accept the modifi cation in case the behaviour 
is correct and no new pitfalls are discovered. 

 The fi nal stage is the re-evaluation. Unfortunately all modifi cations tend to 
change into formal routines which are followed by team members without under-
standing why those are needed. Therefore we can observe a negative effect, that our 
improvements stop working after some time. Therefore it is important to reevaluate 
closed uncertainties gaps periodically to ensure that those were not opened again, 
i.e. keep the closed gaps also under control.  

38.3.4     Individuals and Responsibilities 

 Individuals and interactions—the testing process is dependent on the individuals 
who decide the format of the test, who lead the test, and who actually perform the 
tests [ 19 ]. Therefore it is very important to form a team of people to measure our 
performance handling uncertainties from those who understand the importance of 
the work and uncertainties nature. Ideally these people should have had an 
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experience dealing with uncertainties drawbacks, which will appear at the fi nal 
stage of a project, to understand full importance of the task. 

 The question of responsibilities has two sides: external and internal. Under 
 internal responsibility we mean the assignments of people to carry on uncertainties 
identifying test on the current project. Such an assignment is usually permanent, i.e. 
he or she should redo tests periodically to ensure no new uncertainties sources or 
gaps are introduced after the previously found are fi xed. 

 Under the external responsibility we mean the assignments of people to deal with 
different kinds of uncertainties. It is important information for planning and carry-
ing the process verifi cation tests. Who is responsible for the risk management? Who 
is dealing with feature related uncertainties? Who is responsible for technological 
threads? 

 Finally, it is important, assessing individuals involved into software engineering 
process, to leverage their:

 –    Domain Knowledge  
 –   Experience in the responsibility area  
 –   Technical knowledge in the responsibility area  
 –   Communication skills  
 –   Awareness on internal and external standards—Team integration level  
 –   Learning ability    

 This way we can rank people by ability to produce certainty or vice versa—by 
the probability they will add uncertainties, for example producing unreliable code, 
unreliable reports on fully tested areas and so forth. Basing on this we can decide to 
include such person into:

 –    Education program  
 –   Pair programming/testing initiative  
 –   Supervise by senior position (code review initiative)  
 –   Demand producing documentation on activities.     

38.3.5     Tools 

 The usage of tools is a standalone and interesting questions. We need tools to:

 –    Record our tests and actions to be done next in order to not forget, at the end of 
the verifi cation process, to roll back verifi cation specifi c modifi cations;  

 –   Measure the verifi cation process and monitor the uncertainties handling improve-
ments effi ciency in time;  

 –   Register and handle uncertainties discovered during the verifi cation process;  
 –   Register and handle features, descriptions, decision etc. to avoid uncertainties;    
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 Every company will fi nd its own set of tools to be used. It is important to have 
them in place and make everybody aware of the tools we use including the training. 
One of the common reasons for adding uncertainties to the projects, which is related 
to the process, is using several tools (each sub-team/member insists on own). In this 
case nobody knows which tool information is the most correct and full. People may 
start doing decisions on faulty data. Therefore it is important to avoid using different 
tools for the same purpose and agree on something particular, as described next.  

38.3.6     Dependability 

 It cannot be proved that the software or process is absolutely correct or uncertainties 
free. It is possible to detect problems sometimes by falsifi cations, but if the behav-
iour turned out as predicted, the model is only confi rmed and cannot be proved [ 20 ] 
to be uncertainties free. Therefore we defi nitely should use continuous testing i.e. a 
continuous attempt to “falsify” the company believe into the well- established proj-
ect management system they have. 

 The validation by means of testing increases our dependability on the current 
model although this dependability can never be established with absolute cer-
tainty [ 20 ]. 

 Nevertheless we can measure the current system attributes using qualitative or 
quantitative measures:

 –    Availability  
 –   Reliability  
 –   Integrity    

 The  availability  is important attribute of all system components and is described 
as system’s readiness to correctly serve the organisational needs. All missed, unreg-
istered or unavailable information and statuses produce suffi cient uncertainty of 
different kinds. A similar question can be stated about the  reliability  of the system 
work or produced output. All the incorrect or false information obtained from the 
system leads the organisation in the wrong direction and force to implement incor-
rect features showing a clear lack of certainty of what we do. The absence of  integ-
rity  in the project management system could mean a different view point on the 
current status, requests or expectations. The more subsystem we have, the more 
duplication of information and absence of integrity the more gaps we produce. The 
different views, opinions are reports is produced from different systems creating a 
chaos in the project. 

 Other system attributes are important for evaluating the system, but less impor-
tant for uncertainties management framework:  Safety ,  Maintainability  and 
 Confi dentiality .   
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38.4     Conclusions 

 The most reliable, well-defi ned process doesn’t always guarantee that no uncertain-
ties are introduced by its components. The process is implemented and followed by 
people, who do not always remember to do it correctly, do not understand the rea-
sons of the way it is designed or have enough time to follow it correctly since are 
stressed by other responsibilities and tasks. Therefore it is very important to verify 
the software engineering process we use on uncertainties leakage and deal with 
discovered problems immediately. 

 The process verifi cation is not a complex process. It just needs to be planned and 
organised correctly and accordingly to the presented guidelines to avoid missing 
any components or producing a chaos on the live project. It contains verifi cation of 
routines and sub-processes, objects and individuals involved into the engineering 
process. The question of used and required tools is also vital both handling uncer-
tainties and validating the process.     
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    Abstract     Managing complex software and information systems (IS) development 
projects in a continuously changing business environment is an arduous task. We argue 
that the success of a complex project depends on the underlying capability of the 
specifi c project environment to be adaptive to changes. Organizations have there-
fore a need to assess the capability of the underlying project environment to identify 
how well it supports the management of a complex project. In this paper we present 
the design of an initial “complex adaptive project environment assessment” 
(CAPEA) tool, which has been developed based on the eight key characteristics of 
the complex adaptive systems (CAS): Autonomy, Interdependence, EcoSystem 
Structure, Context Awareness, Non-Linearity, Emergence, Self-Organization, and 
Adaptation. The evaluation of the CAPEA tool is conducted by assessing two project 
methods in order to provide an initial indicative proof of concept. The evaluation of 
the CAPEA tool indicates that it can assist organizations to assess and improve the 
management of complex software or IS project methods, and reduce costly conse-
quences associated with failed projects.  
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39.1         Introduction 

 In today’s society organizations develop, use, and rely upon software and technology 
that are integral part of their functioning. Specifi cally, they help organizations in 
various fi elds such as: design, production, and delivery of products and services to 
their customers. Despite recent developments in both technical and research areas, 
we hear many stories of failed projects [ 1 – 3 ]. The success rate of software develop-
ment and Information Technology (IT) or IS projects is still low. 

 The following success and failure rates have been reported by IT Project Success 
Survey [ 2 ]: ad-hoc projects: 49 % are successful and 14 % are failures; iterative 
projects: 61 % are successful, and 11 % are failures;  agile projects : 60 % are 
successful, and 12 % are failures, and  traditional projects : 47 % are successful, and 
17 % are failures. According to Feldmann [ 1 ] we witness a decrease in the use of 
formal project management methods from 70 % in 2010 to 58 % in 2012. 

 Given the changing nature of the environments, the technology and IS need to 
adapt and respond quickly to organizations’ changing or new requirements. 
Specifi cally, we argue that software and IS are developed and maintained in continu-
ously changing environments, and are therefore characterized by a high degree of 
uncertainty and complexity. Based on the above reports, more adaptive and fl exible 
project methods start to be the preference nowadays, an argument supported by their 
higher rate of success. 

 To help improve the overall rate of projects success, in this paper we turn our 
attention to complex adaptive systems (CAS) theory and view software and IS projects 
as complex projects that display characteristics of CAS [ 4 ]. We argue that the 
success of a complex project depends on the underlying capability of the specifi c 
project environment to be adaptive during the management of such project. 
Specifi cally we suggest that organizations (1) need to assess the underlying capabil-
ity of the project environment to identify how well it supports the management of a 
complex project, and (2) tailor suitable project management method/s to success-
fully manage complex projects. 

 Our aim in this paper is to presents a “complex adaptive project environment 
assessment” (CAPEA) tool that can be used by organizations to assess the underly-
ing capability of the project environment to support the management of a complex 
project. The research work presented in this paper is part of an on-going project in 
which we investigate the factors that contribute to the complexity of a project. As a 
result, the current version of the tool captures a limited number of initial factors as 
key criteria for assessing the project environment capability. We use a design sci-
ence approach to develop and test an initial version of the CAPEA tool. In this paper 
the evaluation of the tool is conducted by assessing the capability of two project 
management methods in order to provide an initial proof of concept. The tool will 
evolve as our research progresses, and is expected to capture and a larger set of 
components of a project environment in order to fully assess the entire project envi-
ronment. We believe that CAPEA tool can assist organizations to assess and improve 
the management of complex projects, and reduce costly consequences associated 
with failures of such projects. 
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 This paper is organized as follows: fi rst, we present the key characteristics of 
CAS in the context of software development and IS projects. Second, we present 
the research method. Third, we discuss the development of the CAPEA tool. Fourth, 
we present the assessment of the tool as an initial proof of concept. Fifth, we discuss 
the limitations of the current work. Last, we conclude with the contributions of our 
 current work to the body of knowledge and future research directions.  

39.2      CAS Characteristics of Software Development Projects 

 It has been observed that software and IS development projects are increasingly 
facing unplanned and unregulated interconnectedness and they began to undergo 
growth in problems of design, management, maintenance and decommissioning 
[ 5 ,  6 ]. As the scale and interconnectedness of required software and technologies 
continues to grow, such projects become more complex and their ability to deliver 
solutions tailored to particular requirements appears to be hindered and more diffi cult 
to predict. 

 To address the complexity inherent in such projects, we refer to complex adaptive 
systems (CAS) theory. Based on prior work, software development projects are 
structured and behave like CAS. Prior literature [ 7 – 11 ] notes that CAS have specifi c 
characteristics that make them more diffi cult to understand and manage. CAS theory 
can therefore be the appropriate lens to help understand and improve to the manage-
ment of complex software and IS projects [ 4 ,  8 ]. 

 Based on a review of CAS literature and referring to the diversity and complexity 
encountered in such projects, we have identifi ed  eight  key CAS characteristics rel-
evant to our context: Autonomy, Interdependence, Eco-System Structure, Context 
Awareness, Non-Linearity, Emergence, Self-Organization, and Adaptation. Below 
we introduce the specifi c CAS characteristics found in software and IS development 
project environments. These characteristics and the factors contributing to complexity 
form the basis for developing the assessment criteria used in CAPEA tool. Note that 
we refer to a small number of factors contributing to complexity for each CAS 
characteristic as they are part of our on-going research project. 

39.2.1     Autonomy 

 Components or agents in CAS have a degree of freedom and are autonomous to 
some extent [ 4 ,  7 – 9 ]. They are subject to simple, localized rules, as opposed to cen-
tralized rules belonging to the whole system. There is a limited control in the overall 
system, however control is considered a mechanism that maintains the system 
together. 

 In software and IS projects we observe a number of centralized norms and rules 
that balance the freedom, and control the agents’ behavior. These rules and norms 
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are part of the processes that help the project moving forward, e.g., having an 
overall project plan, deadlines, milestones, performing resources allocation, com-
munication, coordination, etc. Project norms and rules are captured in project man-
agement methods and are examples of control that typically maintain the stability 
of the relationships among the project components, as well as manage their behav-
ior [ 6 ]. Factors assessing and contributing to the degree of autonomy might be: 
identifying whether the project environment supports the structure of an organiza-
tion or project to be hierarchical or fl at, and whether it supports fi xed or fl exible 
rules driven behavior.  

39.2.2     Connectivity and Interdependence 

 Connectivity refers to the inter-relatedness of individual components within a system, 
as well as to the relatedness among systems [ 6 ,  8 ,  9 ]. In software and IS projects, 
deliverables of one team are connected and impact on the outcomes of the other 
teams, and consequently on the whole project overall [ 6 ]. For that reason, software 
project teams must bring together resources from different parts of the organization/s 
and ensure they are engaging in communication and exchange the vital project 
information to deliver the project. 

 Factors assessing or contributing to the degree of connectivity and interdepen-
dencies might be: identifying whether there is a signifi cant number of business units 
or teams involved in a project, and whether there is a high level of interdependence 
among these units/teams. Specifi cally are the teams involved in a project relying 
upon the best resources they need, are the teams co-located or distributed, and are 
there clear processes in place such as communication and coordination to support 
the exchange of vital project information.  

39.2.3     Eco-System Structure 

 Each system has sub-systems and is part of a larger system/s. Each system operates 
in a nested structure of sub-systems that are interconnected and interact with each 
other; thus a CAS has an eco-system structure [ 8 ,  9 ,  11 ]. 

 In software and IS projects, usually there are a number of teams (sub-systems) 
working in parallel to deliver different parts of the project. The interactions among 
the project members and/or various teams can be viewed as belonging to the whole 
project, that is, they belong to an eco-system. The benefi t and main aim of having 
an eco-system structure is to break down major project activities into manageable 
blocks; e.g., project milestones [ 6 ]. Factors assessing or contributing to the degree 
of the eco-system structure may include: the number of project teams and sub-teams 
involved in the whole project and how these teams interact with each other; that is, 
whether and what processes are in place to support their collaboration, interactions, 
and coordination.  
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39.2.4     Context Awareness 

 Small differences in initial conditions or situation of a system can produce different 
or unanticipated effects [ 10 ,  11 ]. A situation is a position or environment characterized 
by a set of factors called contingencies or situational factors [ 12 ]. 

 In software and IS development environments, the same team delivering the 
same project in different contexts can achieve different performance levels and 
results [ 6 ]. It is therefore critical to acknowledge the characteristics of the environment 
in which the project is conducted because they will impact on its trajectory, progress, 
and ultimately on its delivery. Factors assessing or contributing to the context may 
include project or domain factors (e.g., size, complexity, users, and resources), tech-
nical factors (e.g., development platform, infrastructure), expertize, and external 
factors (e.g., law, organization culture) [ 12 ]. We suggest that understanding these 
situational factors and their dynamics is critical to managing the projects.  

39.2.5     Non-linearity 

 Non-linearity is associated with the concept of change. The assumption is that the 
components of the system interact in less ordered or non-linear way, and can lead to 
unexpected or unknown behavior [ 7 – 9 ]. One consequence of this characteristic is 
that the overall system behavior is very diffi cult to be anticipated and planned for. 

 In software and IS projects, due to the dynamic nature of organizations environ-
ments, often we see ambiguous, unclearly determined, and changing requirements [ 4 ]. 
This leads to unplanned events and actions to be taken during the project in order to 
address and deliver solutions that meet the business requirements. Factors assessing or 
contributing to the degree of non-linearity can be: identifying whether the environment 
allows or supports a high or low level of uncertainty, variability, ambiguity, rate of 
change, ambiguity, novelty, and diversity in requirements and overall behavior.  

39.2.6     Emergence 

 Emergence is related to the concept of the “whole.” A CAS needs to be understood 
and studied as a complete and interacting whole, rather than as an assembly of distinct 
and separate components. In other words it is important to acknowledge that the 
system displays an aggregate behavior. Emergence is a process that is dependent on 
the internal behavior of the system. 

 Prior research on success and failure of projects has highlighted that most software 
and IS projects do not necessarily follow the initial project plan. In many instances 
ad-hoc or unexpected behavior arises as a result of non-linear interactions among 
the components of the project [ 4 ]. Factors assessing or contributing to the degree of 
emergence can be: identifying whether the project environment welcomes variability, 
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whether there are strong interactions among components resulting in new system’s 
behavior and structure, as well as how easily or not change can happen.  

39.2.7     Self-Organization 

 A CAS has the ability to suddenly take on a new form in response to changing 
conditions [ 7 – 9 ]. The process leading to the spontaneous order reached by the system 
in response to changing conditions is called self-organization. 

 In a software or IS project, self-organization can be described as the spontaneous 
coming together of a group to perform a new (often unplanned) task (or for some 
other purpose) [ 6 ]. The group decides what to do, how and when to do it; and no one 
outside the group might direct these activities. The group is autonomous to a certain 
extent; that is, the group will still have to obey certain project rules and norms, given 
the group aim is the overall project delivery. Another example of self-organization in 
software projects is re-assessing and planning in response to variation in available 
resources [ 4 ]. Factors assessing or contributing to the degree of self-organization can 
be: identifying whether the governance of the project is tight or not, whether it allows 
for spontaneous organizing, and the degree of freedom to act in such situations.  

39.2.8     Adaptation 

 As a response to changes in environment, a CAS responds and adapts to accommo-
date and use favorably these changes in order to maintain or improve itself [ 7 – 9 ]. 
In today’s turbulent and changing environments, it is essential that organizations 
and projects are adaptive to the environment. 

 In a software or IS project, adaptation happens in response to environmental 
constraints or the possibility of new opportunities [ 6 ]. Changing regulatory require-
ments for meeting standards or compliance can lead to changes in the tasks or the 
projects in order to meet the new requirements; hence, the projects have to adapt. 
If projects do not adapt, they could fail as the original requirements are outdated and 
project resources are wasted in unnecessary tasks. Factors assessing or contributing 
to the degree of adaptation can be: identifying whether the project tasks can be 
changed or modifi ed to suit new conditions or needs, whether the governance is 
tight or not, and whether change is welcome or not.   

39.3     Research Method 

 This research is been conducted by applying a design science (DS) approach [ 13 ]. 
DS attempts to establish a link between research and practice, and to have a stronger 
impact on practice [ 14 ]. DS focuses on the development and evaluation of a novel 
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artefact. Since the scope of our study was to develop an initial proof of concept for 
the CAPEA tool, which is deemed an artefact; the DS approach was found to be 
appropriate for this research. 

 In the  development phase , fi rst, we identify the problem and explain the motiva-
tion for the development of the CAPEA tool. Second, we identify the main objective 
for developing the proposed solution, i.e., the CAPEA tool. Third, drawing from 
existing CAS literature, and using the “dimension and fact modelling technique” 
[ 15 ], we developed the CAPEA tool. In the evaluation phase, the CAPEA tool is 
used to assess the capability of two project methods to support the management of 
complex projects. This initial evaluation provides an indicative proof of concept and 
directions for further research. The main objective of this initial evaluation is to deter-
mine to what extent this tool is applicable and useful to achieve its design objectives.  

39.4     The CAPEA Tool 

 In this section we present the CAPEA tool. We describe how we designed the tool 
using the CAS characteristics described in Sect.  39.2  and the “dimension and fact 
modelling technique [ 12 ].” 

 Project environments in organizations include project management methods, 
processes, people, practices, tools, and techniques. Depending on the characteristics 
of a project environment, adaptive, traditional, or hybrid project methods can be 
used. We therefore argue that a tool that can assess the capability of the  project 
environment  is needed to support the management of complex software projects. 
By undertaking this assessment, organizations could be in a position to better plan 
and manage their software projects, and consequently increase their rate of success 
In this paper we are assessing only specifi c project management methods, and we 
do not assess a specifi c organization and its entire environment. Once we fi nalise the 
low-level assessment factors, we will design and test the assessment tool for the 
entire environment with a number of organizations. 

 Following the design technique, the CAPEA tool consists of two key compo-
nents: dimension and fact. The  dimension component  refers to the logical grouping 
of data objects, each dimension being represented as a separate table or logical 
schema containing the lower level factors. A total of eight high level assessment 
factors mirroring the CAS dimensions are captured in CAPEA tool (see Fig.  39.1 ). 
The dimension component provides an index of the eight high level factors along 
with their assessment and description. The dimension index is shown in Fig.  39.1 .

   The  fact component  refers to the actual assessment results (see Figs.  39.2  
and  39.3 ), only, of a project method in this current state, against the factors indi-
cated in the dimension index (see Fig.  39.1 ). A particular project method is charac-
terized by key practices that are assessed against each factor listed in the CAPEA 
tool dimension index (see Fig.  39.1 ). The assessment results are aggregated and 
captured in the fact component (see Figs.  39.2 ,  39.3 ,  39.4 , and  39.5  in Sect.  39.5 ).
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  Fig. 39.2    XP evaluation screen example          

  Fig. 39.3    XP assessment summary screen example       

  Fig. 39.4    Scrum evaluation screen example       

  Fig. 39.1    CAPEA Tool Dimension Index based on assessment factors       
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      If a project environment complies with the specifi c dimension, then the factor 
compliance value (FCV) would be 1 otherwise 0 (e.g., default value: 1). An assessor 
can capture the assessment score on the assessment scale value (ASV) between 1 and 
5 (e.g., default value: 5); and their relevant importance (e.g., 5—Very High, High, 
Medium, Low, 1—Very Low; default value: Very High). An assessor can then assign 
a different weight (based on their relevant importance) to each assessment factor 
(e.g., default value: 100) for a particular project or situation-in-hand. The possible 
maximum score for each assessment factor can be calculated by multiplying 
the maximum assessment scale value by the assigned weight (e.g., 5 * weight). 
The actual score for each assessment factor can be calculated by multiplying FCV, 
ASV and the weight. The possible maximum and actual scores can be separately 
added for all the assessment factors in order to determine the total possible and total 
actual scores. The actual total score can be divided by the total maximum score in 
order to determine the fi nal assessment score percentage. The fi nal assessment score 
percentage would show how strongly (higher percentage value) or weakly (low per-
centage value) a project environment complies with the overall assessment criteria 
and therefore how well supports the management of a specifi c complex project. 

 Note that the CAPEA tool is in fact expandable and is not limited to the eight 
identifi ed dimensions—organisations can add or remove dimensions, if found nec-
essary in the future.  

39.5      Evaluation of CAPEA Tool 

 In this section we evaluate the CAPEA tool by using it to assess two well-known 
agile methods, specifi cally, Extreme Programming (XP) and SCRUM. In doing so, 
we offer an initial proof of concept and highlight how organisations can use the tool. 
Note that the description of the two methods is beyond the scope of this paper as full 
descriptions are available and have been published in the public domain. We refer to 

  Fig. 39.5    Scrum assessment summary screen example       
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the key practices employed in both XP and SCRUM in order to assess their 
suitability against the CAS characteristics by referring to the factors contributing 
to complexity. By understanding how well (i.e., interpreting the CAPEA score/s) a 
project method scores against the CAS characteristics, organization will be able to 
select the methods that are suited for their specifi c project contexts. 

 If a method practice (s) complies/y with the specifi c assessment factor, then the 
factor compliance value (FCV) would be 1, otherwise 0. For example, the Eco- 
system factor is not supported by the XP practices, therefore, zero (0) is assigned in 
the FCV column. By contrast, the Emergence factor is supported by the XP prac-
tices such as Weekly and Quarterly Cycles (see Remarks column on Fig.  39.2 ), 
therefore, one (1) is assigned in the FCV column. For the purpose of simplicity and 
brevity and in order to demonstrate the indicative proof of concept of the CAPEA 
tool usage, we only used the factor compliance values (FCV) 1 and 0. 

 Here, we used the default values for ASV as 5, Importance as Very High, and 
Weight as 100.  

39.6     Limitations and Related Work 

 The CAPEA tool construct needs to be considered with a view of its limitations. 
In its current form, the tool mainly supports single assessor. It solely focuses on 
the CAS characteristics of the software project environment and assesses only 
project methods, not the entire project environment. The literature and practice 
are continuously progressing, the CAPEA tool should be considered as an evolv-
ing construct to be revised and extended by future research. Despite its current 
limitations, we believe the CAPEA tool is useful for providing the necessary 
criteria and test cases when assessing particular project methods from a CAS 
perspective. 

 The main purpose of this paper was to present the current CAPEA’s construct 
and usability instead of making any recommendations about the use of some specifi c 
agile or non-agile method for a specifi c project. XP and SCRUM have been used as 
test examples for the evaluation of the CAPEA tool. It can be observed from our 
analysis (see Figs.  39.2 ,  39.3 ,  39.4 , and  39.5 ) that the CAPEA tool: (1) is of acceptable 
quality and fi t for purpose (suited for CAS-type projects) and (2) lays out a founda-
tion how one might rationally approach the process when assessing the complexity 
support of a project method. 

 We compared the CAPEA tool with the IS success model [ 16 ], and found that the 
IS success model provides the support for mainly assessing the quality (e.g., system 
quality, information quality, service quality). We also compared the CAPEA tool 
with the 4-Dimensional Analytical Tool (4-DAT) [ 17 ] and found that the 4-DAT 
mainly provides support for assessing the agility of a project method and does not 
offer any support for assessing the complexity aspect as discussed here in the 
CAPEA tool. We would like to further investigate and extend Qumer and Henderson- 
Sellers’ 4-DAT tool [ 17 ], retest it in, and present it to community for expert analysis 
as an ongoing contribution to both theory and practice.  

C. Raduescu and A.Q. Gill



497

39.7     Conclusions and Future Research 

 In this study, we developed an assessment tool that can allow organizations to assess 
the capability of their project environments to be adaptive and then tailor project 
management approaches to manage complex projects. We used a design science 
approach and CAS theory to develop the CAPEA assessment tool. We tested and 
provided an initial proof of concept by assessing the XP and SCRUM practices 
against the eight assessment factors. The overall result for XP method (75 %) 
indicates that the XP method for software development is well suited for managing 
CAS type projects. We found even stronger support for Scrum method, with 87.5 %. 
In conclusion, we believe that CAPEA tool can be a useful resource for organiza-
tions in their attempt to improve the success rate of their software and IS develop-
ment projects. We believe that such a tool can assist organizations to improve the 
management of complex software development projects, and reduce costly conse-
quences associated with failed projects. 

 This study represents a preliminary step towards the development of a more 
holistic and comprehensive assessment tool. Our future directions are focusing on: 
(1) identifying the low level factors affecting the complexity in software develop-
ment projects to be used in the overall assessment of the project environment; 
(2) designing a tool to assess the degree of software project complexity; and 
(3) integrating the CAPEA and 4-DAT tools into the new overall tool. This will 
allow organizations to holistically and comprehensively assess the project environ-
ments and determine the best suited mix of project methods.     
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    Abstract     We present ISO2   , an approach for the joint development of information 
systems (IS) and ISO 9001 quality management systems (QMS). ISO2 was outlined 
from 14 retrospective case studies, occurred between 2008 and 2012. We then vali-
dated and refi ned the approach through action research. We support the idea that IS 
and QMS synergies are more important than the perspective of one system merely 
supporting the other. The ISO2 combines iterative development steps with a layered 
and incremental design framework, the O 2 . The O 2  metaphor can provide a common 
abstraction level for the joint design. Over one million companies struggle with IS 
and QMS disintegration. Our fi ndings offer new insights for the joint development 
of organizational systems.  

  Keywords     ISO2   •   Information systems   •   Quality management systems   •   Joint 
development   •   Synergies  

40.1         Introduction 

 “If you want to change the world, you change the metaphor” is an inspiring quote 
from Joseph Campbell [ 1 ]. There is a need to change the development of informa-
tion systems (IS) and ISO 9001 quality management systems (QMS). The two 
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endeavors are conducted as separate projects, which are handled by distinct teams, 
using disconnected methodologies [ 2 ]. However, the development of both systems 
has synergies and often depends on each other [ 2 ]. We gathered indications during 
our research that an approach common to both can individually improve them, as 
well as the organizational outcome of their integration. How can we change the 
metaphor? 

 ISO 9001 is a standard for quality management, adopted by more than one million 
companies worldwide [ 3 ]. ISO 9001 requires the internal development of manage-
ment procedures, work instructions, improvement plans and a demanding measure-
ment system [ 4 ]. The external information fl ows are just as important. In addition, a 
company certifi ed by ISO 9001 should assign a high priority to the customer rela-
tionship activities, create suppliers partnerships, and be prepared for external audits. 
Therefore, the QMS becomes a tool to manage the relations between the organiza-
tion and its environment [ 5 ]. 

 The information system development (ISD) must consider the infl uence of the 
business environment and internal characteristics of the company, such as its politics 
and procedures [ 6 ,  7 ]. Moreover, the IS has a signifi cant impact in quality manage-
ment and performance [ 8 – 10 ]. The IS becomes vital for “collecting, storing, analyz-
ing and reporting information on quality to assist decision makers at all levels” [ 11 ]. 
The lack of involvement between the IS and the QMS is well known [ 12 ] and the IS 
and quality departments do not usually leverage the synergistic potential in combin-
ing their efforts [ 2 ]. Grounded on narrow perspectives, quality experts view IT as 
mere support, while the IS experts view the QMS as mere compliance. A joint 
development approach could reduce the pitfalls of the ISO 9001 QMS and the 
possibility of decreasing its benefi ts over time [ 13 ]. It also may provide simple col-
laboration tools that the IS and the QMS teams need. 

 Section  40.2  presents the background of our research, concerning ISO 9001, ISD 
and the potential synergies of the IS and the QMS. We then present the dual meth-
odology used for the research. Section  40.4  presents the ISO2 approach. Section  40.5  
reports the results of ISO2 adoption and the O 2  design framework. We particularly 
stress the IS and QMS design steps. The last section presents the conclusions and 
directions for future research.  

40.2      Background 

 ISO 9001:2008 is a world-recognized standard for developing quality management 
systems. ISO 9001 [ 4 ] was published in 1987, and later revised in 1994, 2000 and 
2008. ISO 9001 guides companies to improve business quality and adopt continuous 
improvement as a strategy [ 14 ]. The ISO 9001 comprise a model by which organi-
zations of any type and sector of activity can establish, document, implement and 
optionally certify their QMS. As noted by [ 15 ], a “document” means information 
in any form or type of medium. The standard establishes requirements that each 
company must fulfi ll with the systems and approaches that it choose. ISO 9001 
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recommend a process approach to management and a continuous improvement 
using the “Plan-Do-Check-Act” cycle [ 4 ]. According to [ 16 ], the development of a 
documented ISO 9001 QMS has the following steps : (1) gaining management com-
mitment; (2) employing external consultants; (3) conducting an awareness cam-
paign; (4) creating a QMS manual; (5) developing a documentation system; (6) 
training employees on the system; (7) creating work processes and procedures; (8) 
conducting system wide reviews; and (9) pre-assessment audit. 

 The methodologies used to develop an IS are still a key research area. They 
include more technical perspectives such as the SDLC—Systems Development 
Life Cycle or the “waterfall model”. Other methodologies consider both technical 
and managerial perspectives, such as RUP—Rational’s Unifi ed Process [ 17 ] or the 
ISO/IEC 12207 [ 18 ]. In contrast with the sequential waterfall model, the agile 
approaches advise a more iterative and incremental perspective in software develop-
ment [ 19 ,  20 ]. The ISD research has also followed sociological perspectives, with 
its foundations in Checkland’s SSM [ 21 ] and socio-technical approaches. An exam-
ple of such approaches is the Multiview [ 22 ]. There are several ISD methodologies, 
but problems still exist. For instance, some methodologies may be too complex and 
infl exible, unfi tting to all the possible situations [ 23 ]. Although ad-hoc and informal 
developments are observed in a number of cases, methodologies are essential for 
ISD and can be adapted or combined into specifi c situations [ 24 ]. The analysis, 
design and implementation of the IS consider the technology and the nature of the 
strategic and operational activities involved [ 14 ]. The ISD must deal with the prob-
lems of diversity, knowledge, and structure at distinct behavior levels such as the 
business, company, project, team, and the individual [ 6 ,  7 ]. 

 A number of authors has suggested synergies between the IS and the QMS [ 2 ]. 
For example, [ 25 ] suggest that quality and IT plans should be simultaneously devel-
oped at the strategic level. Others like [ 26 ] claim that the IS and the QMS are capa-
ble of being combined into an integrated approach. [ 27 ] propose that the integration 
can occur at early stages of the design, while [ 28 ] identify the gaps between quality 
and the IS after the design. The lack of IS and QMS integration leads to ineffi ciency, 
week correspondence between procedures and practice [ 2 ]. The IS and the QMS 
teams must be involved in the improvement initiatives. [ 29 ] and [ 30 ] suggest that IS 
techniques and skills can improve process improvement actions and, conversely, the 
QMS can benefi t the ISD. The development of the IS and the QMS considers orga-
nizational, social, and technological aspects that interact and support each other 
[ 31 ]. The IS and the QMS also require similar organizational cultures [ 32 ] and may 
be combined for a cultural change [ 33 ]. An example of the IS and QMS mutual 
benefi ts is presented by [ 34 ], in the company purchasing process. Other authors 
have found the mutual benefi ts of QMS and ERP implementations [ 9 ,  35 ]. Despite 
the several advantages, a joint development approach is absent from the literature. 
In fact, several barriers may be identifi ed: the QMS does not provide a complete set 
of requirements for the IS; the level of detail and the distinct vocabulary between 
quality and IS practitioners are examples of the potential obstacles; continuous 
change and the internal politics developed in a QMS requires IS support, but may 
create diffi culties for the IS implementation and management [ 29 ,  36 ].  
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40.3     Methods 

 This research adopts a dual methodology. In the fi rst stage, we have used case studies, 
that are best suited when the frontiers between the phenomena and the context are 
not evident [ 37 ]. The retrospective case studies allows the identifi cation of patterns 
indicative of dynamic processes [ 38 ,  39 ]. The data gathering techniques were the 
document collection and 28 semi structured interviews [ 40 ], carried out with the IS 
and the QMS manager of each company. The document analysis and observations 
have focused the documental structure of ISO 9001 and the IS that supports quality 
directly (e.g. document management systems) or indirectly, as a source of informa-
tion for quality (e.g. complaints provided by a CRM or quality costs from an ERP 
system). Two distinct teams have developed the QMS and the IS. We also acted as 
consultants in 13 cases. The fi rst version of the approach was designed from the 
retrospective case studies, as presented in Table  40.1 .

   In the second stage, we have selected action research to test and refi ne the approach. 
Adopting a cyclic process of theory building and refi nement, this approach is suitable for 
increasing the understanding of an immediate social situation, with emphasis on its 
complex and multivariate nature [ 41 – 43 ]. Action research simultaneously aims to 
improve scientifi c knowledge and assist a practical problem, by joint collaboration [ 44 ]. 
We have followed the canonical action research, characterized by the fi ve phases of 
 Diagnosing, Action planning, Action taking, Evaluating and Specifying learning  [ 45 ]. 
To evaluate our research, we have relied on the principles proposed by [ 46 ].  

   Table 40.1    Retrospective case studies between 2008 and 2012   

 Sector  Company size  IT scope (average duration: 1 year) 

 Ceramics #1  Large (>250 employees)  Development of QMS software a ; CRM acquisition b  
 Ceramics  Large (>250)  Dev. of QMS software 
 Ceramics  Medium (50–250)  Dev. of QMS software 
 Batteries  Large (>250)  Dev. of QMS software; acquisition of a process 

modeling software and statistical software 
 Agro food  Medium (50–250)  Dev. of QMS, production control software and 

computerized maintenance management system 
(CMMS) 

 Metal  Large (50–250)  Dev. of QMS software; CRM acquisition 
 Metal  Small (<50)  Dev. of QMS software 
 Paper  Medium (50–250)  Dev. of QMS software; dev. of B2B platform 
 Institute  Medium (50–250)  Dev. of QMS software 
 Institute  Large (>250)  Dev. of QMS software; dev. of B2B platform 
 Environment  Large (>250)  Dev. of QMS software; CMMS acquisition 
 Printer  Large (>250)  Dev. of QMS software; CMMS acquisition 
 Automotive  Large (>250)  Dev. of QMS software; dev. of CMMS 
 Plastics #14  Large (>250)  Dev. of QMS and production software; ERP acquisition 

   a The development of software applications for ISO 9001 requirements, such as document management, 
complaints and non conformity, action plans and others. The cases 1 to 4, 9 and 10 to 12 have also 
included the acquisition of at least one module of a QMS software package 
  b The acquisition only reports to the part of implementing an IT solution already on the market  
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40.4      Retrospective Case Studies and the ISO2 Approach 

 An overview of the fi ndings is provided in Table  40.2 , (I) before, (II) during and 
(III) after the separated IS and QMS development.

   The lack of integration in these cases occurs from the beginning, continues 
 during the development and propagates the problems afterwards. The interaction of 
IS and QMS teams should be replaced by a partnership. The disconnected approach 
may compromise the ISD results and QMS benefi ts. Even worse, when the integra-
tion fails, each system may become superfl uous to the other. All the interviewees 

   Table 40.2    Findings from the retrospective case studies   

 (I) before  The ISO 9001 certifi cation was a top management decision, motivated by a 
combination of factors such as the internal improvement or the external company 
image. However, the development or acquisition of IT was in the majority of the 
cases (11), a quality manager’s decision. In 12 of the cases, the development of 
the IS was planned after the QMS project started, therefore, only at this stage the 
IS team was involved 

 (II) during  In the prevalent scenario, the IS team supports the quality requirements by developing 
or buying software—a supplier role. The IS team defi nes the technologies and the 
preferred ISD approach. Curiously, when asked about the selected ISD method, 
nine of the teams could not identify a specifi c one. The QMS team establishes 
priorities, IS requirements and workfl ows. The QMS team has adopted a customer 
role. Independently, the QMS team creates documents and the IS team creates IT 
solutions, for the same processes and users. Top management involvement is not 
signifi cant in this stage. In most cases, it is merely needed to approve the IT 
investments. We found that the IS team was not completely aware of ISO 9001 (13 
cases), the standard was not used as an input for the ISD requirements—only the 
users and quality experts point of view. In the same cases, the IS team reported 
that wasn’t well informed about the QMS processes or documents development. 
They also pointed out the lack of communication as a cause for delays in the IS 
implementation, late changes and misfi t between quality procedures and the 
developed IS. The process model of the QMS was mostly reported (12 cases) as 
useless by the IS team 

 (III) after     In four of the cases, the IS manager also participates in the improvement teams. 
These cases present a closer relation between IS departments and top managers. 
In the ten remaining, the QMS managers monitor the information effectiveness, 
user satisfaction and improvement suggestions. The IS seems to have a more 
reactive role. Even after 3 years of certifi cation (four of the cases), the IS interest 
in ISO 9001 seems to be on the part that directly concerns with IT (for the ISO 
9001 audit). Ten of the IS development cases were still ongoing by the time of 
the fi nal audit. Due to this delay, some users have started to develop their own 
tools. In 13 cases, surprisingly, the persons responsible for managing software 
validation (mostly the calculations) are the QMS managers. Both the IS and the 
QMS managers have complaints. The most common from the latter is that the IS 
does not correspond to their information needs (9). The majority (7) said that 
they prefer to build their own tools (e.g. spreadsheets, parallel records) than 
waiting for IS changes. The IS managers complains that QMS is a burocratic 
system (14) that does not correspond to practice (8). Additionally, part of the 
problem was precisely the parallel documents that QMS team develops (3) 
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agreed that a joint development approach could bring signifi cant advantages. 
Regarding the benefi ts of that new approach, we highlight four statements that sup-
port “improving the communication process [tactical level by the QMS and ISD]”, 
“encouraging the involvement of the top managers”, “accomplishment of the proj-
ect calendar” and “avoiding duplicated tasks that damage our [IS] internal image, 
creates systems that are more permissive to errors and harder to manage”. As a 
result, we shaped a clear-cut version of ISO2, represented in the Fig.  40.1 .

    ISO2 consider the iterative nature of the development [ 21 ,  45 ], as proposed by the 
PDCA. Our frame of reference for action research is outlined in Table  40.3 .

40.5         ISO2 Action Research and the O 2  Framework 

 We have conducted action research in a private technological institute. The company 
wanted to certify the QMS and to develop quality modules integrated with their ERP. 
The modules included complaints management, non conformance and actions, 

  Fig. 40.1    The steps of ISO2 approach       

   Table 40.3    ISO2 steps   

 Step  Description 

 1   Prepare the mindset:  A common approach must be presented to all the stakeholders. We have 
learned from the retrospective cases that both systems must be aligned from the start and 
the decisions shared by IS and QMS developers. Three training actions of two hours each 
are proposed for (1) presenting the approach; (2) the QMS team presents the main cultural 
aspects of the standard, principles and requirements; and (3) the IS team presents the IS 
methods, the IT options and guidance for requirements analysis. This step may contribute 
for the team coordination, management commitment and an awareness campaign [ 4 ,  16 ] 

 2   Diagnosis (as-is):  Identify current quality and IS practices, ISO 9001, and other 
contextual requirements [ 17 ,  18 ]. Defi ne and assess the current processes by the users 
perspective [ 47 ] 

 3   Defi ne a Vision (ought-to-be):  Defi ne quality and IS politics, create the quality manual 
[ 16 ]. Create a desired process map [ 4 ] 

 4   Design (to-be):  Detail each process and indicators [ 4 ]. Establish the plan and objectives 
for each development [ 17 ,  18 ] 

 5   Code the systems:  Develop the IT artifacts [ 48 ] and the QMS documents [ 16 ] 
 6   Deploy:  Implement the systems, train, internalize, becoming daily practice [ 16 – 18 ] 
 7   Evaluate : Audit, test, validation and user acceptance [ 16 – 18 ,  47 ]. Restart to improve [ 4 ] 
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audit, product design and development. Due to the complexity of the project, we 
have decided to focus our intervention on the fi rst four steps of ISO2, leading to the 
systems design. The lessons learned are summarized in Table  40.4 .

   An example is provided for the product design and development (D&D). The 
process and the O 2  artifacts were jointly designed, as exemplifi ed in Fig.  40.3 .

   The fi gure illustrates the three main views of the O 2  framework. For the D&D 
process, two IT applications are identifi ed: Innovation management (orange) and a 
Cloud project management platform (blue). The O 2  design is executed by:

    1.    For each process, identify the requirements according with the components of 
process tasks, people, IT and context needs (matrix lines). Consider the current and 
the planned. Take into account the outside-in, within and inside-out perspective 
(matrix columns) of the process;   

   Table 40.4    Findings from the action research   

 Step  Description 

 1   Preparing the mindset—focusing on the awareness of synergies  
 Due to the use of a common approach, the ISD and the QMS development could start 

simultaneously. The presence of the top manager and the mere existence of an approach 
successfully transmitted an idea of the relevance of the development to the participants. 
It was decided that both the IS and QMS teams would develop the same processes and 
“documents” at the same time, in the type of medium they prefer. The joint design 
should make the end users’ satisfaction a main concern. Additionally, the design 
outcome should provide a predictable, continuous, reliable and complete information 
fl ow within the company and with their environment 

 2   Diagnosis (as-is)—focusing on the team designers and process users  
 We have started by designing a global process map and then, for each process, carried out 

the diagnosis by observing the current practice and measuring the process acceptance 
by the users with a questionnaire [ 47 ]. We expected that the QMS team raised problems 
in sharing their “power” in information management. Surprisingly, they liked the idea 
because they could now focus on the principles of the standard: improvement and 
customer satisfaction 

 3   Defi ne a Vision (ought-to-be)—focusing on the organization  
 This step was faster than we expected. We involved the top manager in a brainstorming, 

with IS/QMS teams and the process owners. Due to step 1, the participants were 
focused on getting synergies from both the IS and the QMS. The questionnaire inputs 
were used for the new vision and the new process map was then communicated to all 
the organization 

 4   Design (to-be)—focusing on the possibilities and restrictions of the design teams  
 We then quickly realized that the QMS design, although primarily represented as a sequence of 

steps in the QMS literature, are iterative and incremental. Developing documented 
procedures and forms was the main task of the QMS team. Developing or acquiring IT was 
the main purpose of the IS team. Since we were going to develop “documents”, the challenge 
was to defi ne an ISO2 “shared document”. We also found that the “process approach”, by 
itself, was not suffi cient, as we already suspected from the cases and the literature review [ 49 , 
 50 ]. The QMS processes were too general to be used by the IS. A common abstraction level 
was necessary or the joint design would simply not work. Considering the ISO defi nition of 
“document” and the inclusion of IT in our approach, we have conceptualized the ISO2 
document as an IT artifact [ 48 ]: an application of IT that enables some processes in a human 
structure that itself is embedded within a context. We have named it O 2  artifact and its 
framework is presented in Fig.  40.2  
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   2.    Group the requirements by colors (color black represent a shared requirement), 
each one representing an O 2  artifact. Each one is a development project. It may 
be a new IT platform, a paper document, a part of an already existing system 
such as an ERP, or any other mean to allow the information ( oxygen ) fl ow, 
providing to each end user ( system cell ) the vital process information ( breathe) ;   

   3.    Repeat 2 to each process until an ecosystem of O 2  artifacts are designed;   
   4.    Connect all the O 2  artifacts with the processes ( breathing system ).    

  Fig. 40.2    The O 2  framework. 
Represents the proposed level 
of abstraction for the IS and 
QMS teams. Each O 2  artifact 
is the practical result of the 
design cycles. Each O 2  may 
be linked with a structure of 
other    N O 2  and N processes       

  Fig. 40.3    The O 2  matrix (on  top ), the O 2  artifacts ( bottom - left ) and an O 2  map ( bottom - right )       
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  The introduction of the O 2  artifact has completely changed our intervention. 
The action research progression is now presented in Table  40.5 .

40.6        Conclusions and Future Work 

 From our knowledge, ISO2 is the fi rst approach meant for the joint development of 
IS and ISO 9001 QMS. According to the auditors and the developers, ISO2 improves 
the results when compared with the practice of developing both systems indepen-
dently. We combined IS and QMS methodologies in a new approach, coping with 
the ISD problems of diversity, knowledge, and structure [ 7 ]. A common abstraction 

   Table 40.5    Findings from the action research using a metaphor for collaboration   

 Step  Description 

 4   Design (to-be)—focusing on the organization  
 The teams acted as partners, understood that they could help each other and simplifi ed the 

IS and the QMS. Interestingly, the QMS team found that when designing the O 2  
artifacts, the process activities were easier to identify. Even more interesting, the process 
map has changed after the O 2  design. The joint IS and QMS may infl uence how the 
company wishes to operate. The O 2  framework had a major impact in our research and 
has become the focus of the following steps 

 5   Code the systems—focusing on each O   2    artifact  
 The coding and implementation was carried on by refi ning the O 2  concept and understanding 

its impact in the ISO2 approach. Both the IS and the QMS developers have stated that the 
O 2  artifacts were simple to use and provided a proper guide for the development. The 
language was familiar to both teams and the metaphor had the desired effect, which is to 
be adopted simultaneously by the teams and to improve communication among the teams 
and with the end users 

 6   Deploy—focusing on the development results and the people usage of the O   2    artifact  
 A number of documented procedures and IT platforms were implemented at this point 
 Contrarily to what we thought, the O 2  artifact was not helpful for the training to end users 
 The O 2  was best fi t for the step 5. Nevertheless, the platforms that were developed also 

incorporated the QMS procedures and rules, contributing to internalize the QMS practices 
 7   Evaluate—focusing on people satisfaction with the O   2    artifact  

 We have launched the same questionnaire of step 2 for each developed process. The process 
pain points were eliminated [ 47 ]. The auditors have recorded the integration as strong 
point of the QMS. One auditor said that “It’s common that IT supports quality, what is 
uncommon is that we do not need to surf blindly in a jungle of disconnected software to 
fi nd evidences of each requirement […] for each process what we look for are those O 2  
elements […] QMS process maps usually represent what people do, scarcely how they do 
it”. We add that why they do it is also essential. The O 2 artifact shows the organizational 
interfaces and the evolution from a plan to the real. The company achieved the ISO 9001 
certifi cation and the IS and QMS development was completed on schedule. After fi ve 
months, 85 % of the quality preventive and improvement actions aim the IS or are 
achieved through IS joint developments. We did not yet started a new cycle to understand 
how both systems can now evolve combined 
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level is determinant for the teams’ communication and, eventually for the success 
of a joint development. The O 2  artifact is that construct. A process approach was 
followed by both teams. However, it was not suffi cient for a joint development. ISO2 
was designed from practice, with a common and simple message. The developers 
found the ISO2 suitable when developing the IS and the QMS from scratch or after 
a certifi cation. A benefi t of this approach is to focus the participants in the steps and 
the development outcomes, providing detail to the process layer. The O 2  matrixes 
are also a tool for the ISO 9001 auditors to connect requirements, processes, and 
IT. The study of a joint IS/QMS may contribute for the ISO 9001 revision, to be 
published in 2016. 

 In spite of the obtained insights, several limitations can be identifi ed in this study. 
The ISO2 approach is still under development and it requires a higher detail for the 
coding and implementation parts; the O 2  framework creates a structure of several O 2  
artifacts, which are not yet refl ected at this stage of the research; we have considered 
cases with the existence of internal IS and QMS departments and the majority were 
medium or large companies but the positive effect that we found may not be replicable 
in distinct client settings. 

 Several issues remain open. For instance, how both IS and QMS teams can deal 
with a stronger dependence of both systems and manage two integrated systems. 
The number of companies that adopt multiple standards, creating a system of sys-
tems with ISO 9001 in its core, has been increasing [ 3 ]. The auditors have pointed 
that ISO2 could be adopted for managing organizational legislation awareness (out-
side- in), the internal application of the law (within) and how to comply with the 
report obligations (inside-out). The layers of the O 2  framework may be adapted or 
extended to include requirements and politics related with the environment manage-
ment, health and safety, social responsibility, or other standards integration [ 51 ]. 
These are the challenges for the next action research cycle, in an aeronautical sup-
plier with four certifi ed management systems.     
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    Abstract     Natural Language (NL) processing tools, such as tokenizers, part-of 
speech taggers or syntactic processors obtain knowledge from a set of documents 
(e.g., tokens, syntactic patterns, etc.) and produce the different elements that will take 
part on the discourse universe in a NL text (e.g., noun phrases, verbs, sentences, etc.). 
In this paper, we present how NL software systems development can be performed 
incrementally by using a high-performance specifi cation language like Maude. 
A generic algebraic specifi cation for NL is defi ned, including sorts and sub- sorts 
apart from equational properties, such as associativity and commutativity for built-in 
lists and sets. Then, the full discourse universe, available for NL processing, is 
described in terms of the algebraic specifi cation by providing a non-deterministic but 
terminating set of transformation rules. Finally, and as a proof of concept, a set of 
documents for NL processing is given to Maude as an input term and successfully 
transformed into a proper document, exploring all the non-deterministic possibilities, 
as well as resolving the ambiguity in language. The main advantages of implement-
ing NL in this manner are: generality, transparency, extensibility, reusability, and 
maintainability. To the best of our knowledge, this is the fi rst attempt to represent and 
develop complex NL software systems with this formal notation, and based on the 
analysis conducted, this implementation constitute the basis for the design and devel-
opment of more specifi c NL processing applications, such as text summarization.  
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41.1         Introduction 

 Software Engineering (SE) is a systematic and disciplined approach to developing 
software [ 1 ]. It applies both computer science and engineering principles and prac-
tices to the creation, operation, and maintenance of software systems. Important 
principles in SE are abstraction, modularity, incremental development, or functional 
independence, among others [ 2 ]. A popular approach is Formal Methods (FM), 
where a specifi c notation with a formal semantics, along with automatic and effec-
tive tools for reasoning, is used to specify, design, analyze, verify, certify, and even 
implement software [ 3 ]. 

 On the other hand, Natural Language Processing (NLP) is a research area within 
computer science that concerns with the design and implementation of artifi cially 
intelligent systems that are capable of using language as fl uently and fl exibly as 
humans do [ 4 ]. Intuitively, NLP, as a computer science discipline, should create 
computer software following a SE methodology, thus, taking into account SE prin-
ciples. However, when designing and developing NLP systems, SE aspects are gen-
erally neglected [ 5 ], resulting in highly specifi c applications that work only for 
restricted domains that are really diffi cult to reuse, scale, or adapt. Moreover, such 
applications heavily depend on hardware and software local specifi cations, making 
hard to separate the logic of the system from the computing requirements. 

 NLP applications could signifi cantly benefi t when taking into account SE fun-
damentals in the design and development of the components. Currently, natural 
language is modelled differently, depending on several issues, such as the purpose 
of its application, or the available resources. No attention is paid, however, to the 
structures selected for its modelling, and the manner in which NLP systems are 
developed. For this, it should be necessary to study in a more detailed manner, 
methods and models that could be employed in the software development process 
that allow the NLP applications to work independently from the environment char-
acteristics, and produce good quality programs in a systematic, cost-effective and 
effi cient way. 

 An example of these SE techniques could be the Model-Driven Development 
philosophy [ 6 ], which considers models as the main assets in the software develop-
ment process. Models collect the information that describes the information system 
at a high abstraction level, allowing the development of the application in an auto-
mated way following generative programming techniques [ 7 ]. For the Model-Driven 
Architecture, we choose the high-performance specifi cation language Maude [ 8 ]. 
The FM approach for software specifi cation and implementation is perfect here by 
providing high-level specifi cation languages for rapid software development and 
easy-to-check semantics that are also easily extended by repeatedly adding more 
algebraic properties. This would allow us to process natural language in an incre-
mental manner with: (i) the possibility to extent and adapt the developing systems 
gradually, (ii) guaranteeing SE principles, such as transparency, maintainability, and 
reusability of the developed components, and (iii) a high-performance prototype, 
(iv) providing a formal and easy-to-check semantics. 
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 The main goal of this paper is to study and analyze how natural language can be 
formally defi ned and modelled. Our approach follows an algebraic specifi cation 
approach, via the Maude language [ 8 ]. As a result we obtain an implementation con-
sisting of a set of transformation rules that will allow us to process natural language 
for each context and discourse. Achieving this objective, we will have an independent 
implementation for natural language that will be highly scalable and reusable, easy to 
adapt and extend and with the possibility to integrate more knowledge in an easy way 
through an incremental development. Moreover, this prototype may constitute the 
basis for developing wider NLP applications, such as text summarization. Specifi cally, 
this paper makes three contributions. First, it constitutes one of the fi rst attempts to 
represent natural language in terms of a formal specifi cation with a formal semantics, 
bringing NLP and SE/FM together. Second, it introduces the concept of incremental 
modelling for NLP, and shows how algebraic specifi cation implemented through 
Maude can offer great advantages to the incremental development of NLP software 
applications. Third, it discusses how well- known problems of natural language, such 
as ambiguity, are resolved with this approach. 

 In the remainder of the paper, we fi rst provide an analysis of previous work that 
bears some relation to ours (Sect.  41.2 ). Then, we focus on describing our formaliza-
tion approach for natural language (Sect.  41.3 ) and its implementation (Sect.  41.4 ). 
Finally we summarize the main conclusions and outline future directions obtained 
from our research work (Sect.  41.5 ).  

41.2      Related Work 

 Representation and modelling of natural language has always attracted the attention 
of NLP researchers. However, there is no consensus in the NLP research commu-
nity about the form or the existence of a data structure that is able to describe natural 
language texts [ 9 ]. From a NLP perspective, natural language is modelled differ-
ently depending on: (i) the level of language analysis performed, and (ii) the specifi c 
task and/or application to be tackled. 

 Over the years, several mechanisms have been employed to represent natural 
language. Grammars were the ones which experimented a huge progress in the late 
1990s, since they were a key element in the development of syntactic parsers. In those 
years, different types of grammars were developed, including probabilistic context-
free grammars (lexicalized or unlexicalized) [ 10 ], defi nite clause grammars [ 11 ], or 
combinatory categorial grammars [ 12 ], among others. Most of them were derived 
from large corpora, such as Penn treebank. However, grammars had well- known 
limitations [ 13 ]. On the one hand, they were too big to be managed, whereas their 
coverage was somewhat limited. On the other hand, the degree of ambiguity was too 
great that exhaustive search was not feasible. Other existing approaches that also try 
to model natural language employ statistical techniques and probability, such as 
n-grams or bag-of-words [ 14 ], but their objective is to obtain knowledge, consider-
ing that a text is characterized by such elements, rather than proposing a reusable 
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approach for defi ning language. Recent efforts have proposed to represent and 
model the semantics natural language using ontologies [ 15 ], as well to establish 
formal mechanisms (e.g., NLP Interchange Format) to facilitate the interoperability 
of NLP tools [ 16 ]. However, these are still in their early stages. 

 Platforms such as GATE 1  or UIMA 2  allow the integration of different NLP 
resources and tools, that were initially developed in a different way, to build com-
plete NLP systems. Our aim greatly differs from the development of these tools. It 
focuses more on the defi nition of NLP tasks in an incremental and reusable way, so 
that complex NLP processes can be built on top of the basic ones with the addition 
of minimum knowledge. 

 To the best of knowledge there is not previous research work with the goal of 
modelling natural language from a SE perspective, and more concretely using FM, 
and in particular, algebraic specifi cation. By describing natural language in an incre-
mental manner and through a high-performance specifi cation language like Maude, 
as we proposed in our approach, we have a structure fl exible and adaptative enough 
to be used for developing NLP applications following a standard methodology.  

41.3      Formalization of Natural Language 

 To set the basis for modelling natural language by means of a formal specifi cation, we 
can follow one of these approaches: (i) a manual approach, where a linguistic expert 
defi nes all necessary knowledge and takes into account all its possible variations; 
(ii) a fully automatic approach, where existing NLP tools are employed for extracting 
and obtaining knowledge from a set of documents; and (iii) a hybrid approach, where 
(i) and (ii) are combined, in the sense that the output of NLP tools is revised by an 
expert human in order to correct the possible errors made by the automatic processing. 
Our proposed approach follows this latter approach, relying on the knowledge obtained 
from automatic NLP tools, and correcting the output of these tools, when necessary, 
in order to avoid the time-consuming process of (i), and the errors derived from auto-
matic tools in (ii). One important difference is that we explore all possibilities, so 
returning all possible meanings to a human user for further inspection. 

 The process of knowledge extraction follows a top-down methodology. Using 
existing NLP tools that take a document as input and obtain information about their 
components, we employ such knowledge for describing natural language. Two levels 
of language analysis are involved in this process: (i) lexical-morphological analysis 
through a part-of-speech tagger, and (ii) syntactic analysis through a syntactic 
parser. The former is useful for identifying the types of tokens (i.e. words) included 
in a document, whereas the second determines the types of syntactic structures. 

 Then, our framework for describing natural language is as follows. First of all, a 
generic algebraic specifi cation for NLP is defi ned, including sorts and subsorts apart 
of equational properties, such as associativity and commutativity for built-in lists 

1   http://gate.ac.uk/ 
2   uima.apache.org/ 

E. Lloret et al.

http://gate.ac.uk/


515

and sets. This establishes a cornerstone for the assets on generality and extensibility 
of our incremental natural representation. Then, the full discourse universe, obtained 
from existing NLP tools and which must be available for processing natural lan-
guage, is described in terms of the algebraic specifi cation. For each lexical element, 
a transformation rule is defi ned. If a lexical element has some ambiguity, several 
transformation rules would be defi ned, providing a non-deterministic set of trans-
formation rules. Also, for each syntactic association, a transformation rule is defi ned 
but in terms of the lexical elements rather the original text elements. This part is 
clearly non-deterministic, since multiple combinations of associations may be pos-
sible. The addition of extra transformation rules for lexical elements or syntactic 
associations provides the main assets on transparency, reusability, and maintain-
ability of our incremental natural language processing. Finally, a set of documents 
for natural language processing is given to Maude as an input term and successively 
transformed into a proper document, exploring all the non- deterministic possibili-
ties. Since, all the transformation rules are terminating, we know the search space is 
fi nite and, thus, manageable by existing formal methods tools, such as a reachability 
command within the specifi cation language Maude.  

41.4      The Rewriting Logic Semantics of Natural Language 

 This section contains the technical implementation details for representing natural 
language in an incremental and adaptive manner, using the Maude language. Maude 
[ 17 ] is a high-performance refl ective language and system supporting both equa-
tional and rewriting logic specifi cation and programming. Functional modules 
describe data types and operations on them by means of equational theories. 
Mathematically, such a theory can be described as a pair (Ó,  E  ∪  A ), where: Ó is the 
signature that specifi es the type structure (sorts, subsorts, kinds, and overloaded 
operators);  E  is the collection of equations declared in the functional module, and  A  
is the collection of equational attributes (associativity, commutativity, and so on) 
that are declared for the different operators. System modules allow the description 
of the dynamic behaviour of a system beyond data types and operations on them 
by allowing system transition rules that constitute a search space graph. Given an 
initial state and a search pattern, the  search  command performs the search 
through the rules and equations defi ned. These equations are, in fact, rules associ-
ated to deterministic actions and their application do not generate new states in the 
search space. 

41.4.1     Incremental Implementation 

 The cornerstone of our framework is the built-in Maude sort for  Quoted 
Identifi ers  (QID). A QID is denoted by symbol  ‘  followed by letters and num-
bers, e.g.  ‘account 123 , and is a wrapper for strings in order to provide a 
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Maude representation for tokens of Maude syntax, which is essential for the 
meta-representation and meta- reasoning capabilities of Maude. We could have used 
the built-in Maude sort  String  for representing words but its treatment is much more 
ineffi cient than that of QID. The module QID-LIST defi nes a built-in data type of 
lists of quoted identifi ers, and it is our most important tool because it provides an 
associative operator  __  (this represents the symbol with empty syntax in Maude) 
with an identity operator  nil  for an empty list, allowing yuxtaposition of QID’s. 
This is crucial for allowing us to defi ne our types based on sequences of QIDs with-
out having to look for the individual elements in a different data structure. That is, 
if we need to search for the word  ‘a  followed by the word  ‘tree  with zero or 
more words between them, for example to be replaced by  ‘a ‘dog , we just have 
to write the transition rule in Maude where  X:QidList ,  Y:QidList , and  Z 
:QidList  can be substituted by the empty list or any sequence of QID’s. This 
avoids writing code for searching for the word  ‘a  and then searching for the word 
 ‘tree  or restarting the search after fi nding  ‘a  but not fi nding  ‘tree , thus easing 
the way for the specifi cation of NLP.

      
 rl X:QidList ‘a Y:QidList ‘tree Z:QidList
=> X:QidList ‘a Y:QidList ‘dog Z:QidList.   

    From the knowledge obtained through the lexical-morphological and syntac-
tic analysis, we begin with the defi nition of the most basic types, so complex 
types could be then generated from the basic ones. For the implementation of our 
prototype, a corpus of 567 English newswire documents provided by DUC 3  was 
employed. This corpus will constitute the discourse universe for our 
implementation. 

 From the part-of-speech tagger output (lexical-morphological analysis), the dif-
ferent categories were grouped into nine general ones ( determiner ;  pronoun ;  noun ; 
 preposition ;  adjective ;  adverb ;  verb ;  stopword ;  punctuation mark ). The set of tags 
from the part-of-speech tagger 4  was automatically mapped to the previously men-
tioned categories. For instance, the  verb  category would consider tags, such as  VVN , 
 VBD ,  VBG ,  VBZ , or  VBP . Each of these categories will be a different module in 
Maude. 

 For each module, we fi rst defi ne a sort for the category and we specify whether 
it is also a subsort of another one. All these basic categories are subsort from the 
QID sort. The next step is to defi ne the signature and semantics for each of the 
modules. The signature consists of the operations for obtaining the categories. 
The semantics of each module will contain the equations and rules by means of 
which this category is built. For this, we use a symbol representing each category, 
i.e.,  pronoun ,  noun ,  adverb , etc., and the original word is kept as an argument. 

3   http://www-nlpir.nist.gov/projects/duc/ 
4   http://www.sketchengine.co.uk/tagsets/penn.html 
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We could have defi ned a symbol for each word in each category, e.g.  pronoun-he  
or  noun- attack  , but it is easier to implement by keeping the original word as 
an argument. However, this forces us to make all the category symbols to be fro-
zen for further rewriting (denoted by the labels  [frozen strat (0)]  in 
Maude), i.e., to avoid nested applications of the transformation rules in the form 
 ‘you  -+  pronoun (‘you)  -+  pronoun (pronoun (‘you)) , leading to 
an infi nite loop. 

 We next provide an example of the signature and fragments of the semantics for 
the category  noun .

      

mod NOUN is
protecting QID .

sort Noun .
subsort Qid < Noun .

op noun : Qid -> Noun [frozen strat (0)] .

eq ‘advantages = noun(‘advantages) .
eq ‘adventurers = noun(‘adventurers) .
eq ‘adventures = noun(‘adventures) .
eq ‘advice = noun(‘advice) .
[...]
rl ‘account => noun(‘account) .
rl ‘act => noun(‘act) .
rl ‘aid => noun(‘aid) .
rl ‘bear => noun(‘bear) .
[...]
endm   

    As it can be seen, for this module, as well as for the remaining types (determiner, 
verb, adverb, adjective, stopword, and punctuation mark), we defi ne that each type 
can take the form of a QID. The attribute  frozen  is also present in all of them and it 
is crucial in the defi nition, in order to ensure that the program terminates; otherwise, 
we could end up with an infi nite loop. In the semantics of each type, the elements of 
our discourse universe that fall into the corresponding categories are included. Non- 
ambiguous terms (e.g.,  eq.’advice = noun (‘advice) . ) are represented 
through equations (eq.), whereas rules (rl) are used for the ambiguous ones (e.g., 
 rl’account => noun (‘account) . ). 

 Having implemented the basic categories, we exploit the knowledge obtained 
from the syntactic parser (syntactic analysis) for defi ning types of language struc-
tures that are needed for creating sentences, and documents. In particular, the ones 
that we initially use for our research are:  noun phrase ,  verb phrase , which will lead 
to the defi nition of the modules  SN ,  SV  in Maude. Below, the implementation of  SN  
module is shown.
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mod SN is
protecting DETERMINER .
protecting PRONOUN .
protecting STOPWORD .
protecting PREPOSITION .
protecting ADJECTIVE .
protecting NOUN .
protecting QID-LIST .

sort Sn .
subsort QidList < Sn .
op sn : QidList -> Sn [frozen strat (0)] .

rl noun(A:Qid) => sn(A:Qid) .
rl pronoun(A:Qid) => sn(A:Qid) .
rl determiner(A:Qid) sn(B:QidList) => sn(A:Qid B:QidList) .
rl preposition(A:Qid) sn(B:QidList) => sn(A:Qid B:QidList) .
rl stopword(A:Qid) sn(B:QidList) => sn(A:Qid B:QidList) .
rl adjective(A:Qid) sn(B:QidList) => sn(A:Qid B:QidList) .
rl sn(A:QidList) sn(B:QidList) => sn(A:QidList B:QidList) .
endm

  

    The  SN  module inherits the properties of some of the basic categories, as well as 
the built-in QID-LIST Maude module. The rules refl ected in the defi nition of this 
type shows how a noun phrase could be produced. These are recursive rules, that 
will allow the construction of noun phrases following a recursive and transforma-
tional process starting from the basic types of words included in the text. Following 
an analogously process, but taking into account the elements that would constitute 
a verb phrase, we defi ne the  SV  type. 

 With the  SN  and  SV  data types, we can defi ne the signature and semantics for a 
sentence and a document. We defi ne a sentence as a structure that contains a noun 
phrase, followed by a verb phrase, and ended with a punctuation mark. In addition, 
the syntactic analysis carried out also detected as sentences, grammatical structures 
involving either a noun or a verb phrase followed by a punctuation mark. Finally, we 
create a module for representing natural language documents. We assume that a 
document can be formed by a single sentence or a concatenation of them. It should 
be immediate to understand for the reader that all the modules are easily extensible 
and reusable, since all the lexical and syntactical information is defi ned by transfor-
mation rules/equations and all such rules/equations are local to the specifi c word or 
token being used, so there is no necessary global data or context information. 
Furthermore, these modules provide a lot of generality and transparency, since the 
set of new defi ned sorts is minimal.  

41.4.2     Analysis and Discussion 

 Once all the necessary data types via Maude modules were implemented, we conduct 
an analysis of its performance. In this analysis, we want to check if natural language 
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can be represented through our proposed types. Moreover, we want to check whether 
our approach would be computationally effi cient, even though optimization is out of 
the scope of this paper. 

 We conduct a battery of tests in order to evaluate our implementation in a qualita-
tive manner. Next, we provide several representative examples for the different 
types and discuss their results.      

    Example 1   Basic categories.   The following examples show cases where 
individual words are tested in order to check if they belong to the correct 
category.

      

search ‘happy =>* adjective(Q:Qid) .

Solution 1 (state 0)
Q:Qid --> ‘happy
No more solutions.

search ‘happy =>* verb(Q:Qid) .
No solution.

search ‘account =>* verb(Q:QidList) .
Solution 1 (state 2)
Q:QidList --> ‘account
No more solutions.

search ‘account =>* noun(Q:QidList) .
Solution 1 (state 1)
Q:QidList --> ‘account
No more solutions.      

 As it can be seen, the token “happy” is correctly recognized as an adjective, and 
not as a verb. It is worth mentioning how ambiguity is tackled at the execution stage. 
Let’s consider the term  “account” . This word is ambiguous since it can act as a 
noun as well as a verb. At the execution time, we perform a search within a particu-
lar category, so for all the possible states in the specifi c category, the program will 
check whether the word  account  exists. In our examples, when we search this word 
either in the space of a verb or a noun, the word will be recognized. 

 Another issue that is also important to note is the number of states visited and the 
time spent for processing the terms. Maude is really fast, consuming less than 1 s of 
CPU time. The predominant use of rules and equations makes the program to be 
faster than if we had used only rules for implementing the semantics for all the 
types. 
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 Example 2   Language structures for creating sentences.   These examples show 
how natural language structures can be also identifi ed.

      

search ‘the ‘account =>* sn(Q:QidList) .
Solution 1 (state 5)
Q:QidList --> ‘the ‘account
No more solutions.

search
’the ‘dog ‘and ‘the ‘bear =>* sn(Q:QidList) .
Solution 1 (state 22)
Q:QidList --> ‘the ‘dog ‘and ‘the ‘bear
No more solutions.   

    Concerning verb phrases ( SV ), our implementation deals with verb phrase 
that include prepositional phrases form with a preposition, a determiner and 
a noun.

      

search
’play ‘with ‘the ‘cat =>* sv(Q:QidList) .
Solution 1 (state 20)
Q:QidList --> ‘play ‘with ‘the ‘cat
No more solutions.   

    Finally, we provide an example in order to ensure that noun phrases are not 
recognized as verb phrases.

      

search
’the ‘dog ‘and ‘the ‘bear =>* sv(Q:QidList) .
No solution.   

 Example 3   Sentence and document recognition.   Provided that we have the 
vocabulary employed in our discourse universe, our model for representing 
natural language will be able to recognize sentences and documents. In these 
cases, the number of rewriting steps is higher than in the previous examples. 
The longer and more complex the sentence or the document is, the longer it 

    From all these illustrative examples, we can highlight the fact that although the 
number of states and rewriting steps have increased with respect to the search per-
formed for the basic categories, the time spent for obtaining the solution is 
marginal. 
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takes for the system to analyze it. Moreover, for their defi nition, we only have 
used rules and not equations, leading to the fact that the search space is higher.

      

search ‘the ‘dog ‘plays ‘with ‘the ‘cat ‘;
=>* sentence(Q:QidList) .

Solution 1 (state 81)
states: 82
rewrites: 158 in 0ms cpu
Q:QidList --> ‘the ‘dog ‘plays

‘with ‘the ‘cat ‘;
No more solutions.
states: 95
rewrites: 191 in 0ms cpu

search ‘nero ‘specializes ‘in ‘sniffing
‘out ‘bombs ‘and ‘narcotics ‘;
=>* sentence(Q:QidList) .

Solution 1 (state 602)
states: 603
rewrites: 1805 in 12ms cpu
Q:QidList --> ‘nero ‘specializes ‘in ‘sniffing

‘out ‘bombs ‘and ‘narcotics ‘;
No more solutions.
states: 616
rewrites: 1848 in 12ms cpu

search ‘the ‘dog ‘plays ‘with ‘the ‘cat ‘;
‘nero ‘specializes ‘in ‘sniffing
‘out ‘bombs ‘and ‘narcotics ‘;
=>* document(Q:QidList) .

Solution 1 (state 58515)
states: 58516
rewrites: 288541 in 1928ms cpu
Q:QidList --> ‘the ‘dog ‘plays ‘with ‘the

‘cat ‘; ‘nero ‘specializes ‘in
‘sniffing ‘out ‘bombs ‘and
‘narcotics ‘;

No more solutions.
states: 58549
rewrites: 288737 in 1932ms cpu

     

 In this paper, we have focused on the presentation of the framework and further 
optimizations on the search space have to be considered, which is a typical topic of 
research in formal methods applied to verifi cation. The key idea is that the transfor-
mation rules are terminating and, thus, the search space would always be fi nite. 
Although our approach has not been evaluated in a quantitative manner, we have 
verify the adequacy of our method through a set of representative examples, focus-
ing also on the time spent for processing the different modules. More evaluation 
examples and their performance analysis can be found in [ 18 ]. 
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41.5      Conclusion and Future Directions 

 In this paper we modelled natural language following an incremental and adaptive 
algebraic specifi cation approach via a high-performance language (Maude). As far 
as we know, this is the fi rst attempt to represent natural language in this manner. 
NLP tools were employed for obtaining and extracting knowledge from documents, 
and such knowledge was used to defi ne sorts, subsorts and equational properties. 
Not only was a novel method to represent natural language proposed, but also our 
implementation was designed in a way that is highly scalable and reusable, thus 
taking into consideration SE principles, which are not often paid attention by the 
NLP research community. 

 An important advantage of this representation is that it would be very easy to add 
further knowledge, as well as to extend it to other languages. Furthermore, the devel-
opment of more complex NLP applications, such as information retrieval or text 
summarization, could be quite straightforward, given that the necessary language 
analysis levels are performed. 

 Taking this preliminary study as a starting point, there are several interesting 
issues that will guide our research work in the future. In the short-term we plan to 
defi ne more complex data types, as well as optimizing the performance of our initial 
prototype. The addition of new knowledge as well as new data types will constitute 
the basis for the development of complex NLP applications, e.g., text summarization, 
that we plan to tackle in the long-term. Moreover, we also plan to adopt the ideas for 
natural language deconstruction proposed in [ 19 ] that could benefi t our approach by 
providing a fl exible approach and determining which language structures should be 
modelled depending on the aim of the NLP application.     
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    Abstract     Current software applications typically consist of a system of multiple 
components, each being modeled using a different type of meta-model. In addition, 
when developing the application, various integrity-constraint languages are used for 
particular meta-models (e.g. OCL for UML, Schematron for XML schemas, or SQL 
triggers for relational databases). Hence, the constraint expressions need to be con-
verted to expressions over the different meta-models (i.e. modeled) too, which is a 
non-trivial task. In this paper, a new universal language called  Universal Constraint 
Language  ( UCL ) for expressing integrity constraints over various data models is 
introduced. It is formally defi ned and also its parser is implemented within the 
 DaemonX  project. In particular, expressing constraints in UCL for UML class 
diagrams and for XML schemas is supported. Thanks to preserving mutual relations 
between models in  DaemonX  we can also we can also translate the respective 
constraints between the models.  

  Keywords     Constraint language   •   Model-driven architecture   •   Universal formalism  

42.1         Introduction 

 With the progress of advanced software architectures, such as  Service-Oriented 
Architecture  ( SOA ) [ 1 ], the current software applications are no longer composed of 
consistent monolithic software. Information systems rather consist of several simpler 
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components, each being responsible for specifi c functionality part. This decomposition 
of software architecture brings many advantages but also problems. 

 An example of a typical information system is a runtime process that is 
 implemented in an object-oriented language, reads/saves data from/to a relational 
database, and sends or receives SOAP messages (described in WSDL using XML). 
During the design of each component, different models are used—for classes of an 
object-oriented programming language we use  UML class diagrams  [ 2 ], for relational 
databases we use the  relational model , for XML schemas we can use the XML 
conceptual meta-model  XSEM  [ 3 ]. In addition, the individual models are usually 
 semantically  related and interconnected. For example in UML class models a runtime 
object, which is in a relational database stored in columns of a table, or in an XML 
document represented as an element. 

  Integrity constraints  (ICs) are expressions which are used to express the consis-
tency and the accuracy of modeled data. When modeling a software system, various 
IC languages are used for particular parts of the models. And also the ICs can be 
semantically connected and, hence, the ICs must be translated into other languages. 
In complex systems consisting of numerous models and languages, it is impossible for 
a human expert to handle this task manually. 

  Aims of the Paper . In this paper, we introduce a new common language for 
expressing ICs called  Universal Constraint Language  ( UCL ) [ 4 ]. It is based on OCL 
[ 5 ] and satisfi es the following criteria:

•    UCL is able to express ICs over  different data models .  
•   UCL is based on a general data model which is defi ned  formally  and 

 precisely .  
•   UCL constraints can be  transformed to different  specifi c  constraint languages , such 

as SQL triggers.  
•   If elements in separate models as parts of a complex software system are related 

and interconnected, then it is possible to  transform  UCL constraints over  one 
model to  UCL constraints over  another model automatically .    

 We both defi ne UCL formally and provide its implementation. The language was 
designed generally; however, its primary aim was usage within a general modeling 
and evolution management framework called  DaemonX  [ 11 ]. The framework cur-
rently serves as a proof of the concept and demonstrates the ability to use UCL with 
other meta-models as well as mutual transformations of constraints among these 
models. For instance, we may express a UCL expression over, e.g., UML class dia-
grams and XML. These two expressions may represent semantically the same con-
dition of allowed data, but these expressions do not have to be equal. Names and 
relationship between elements can be different. 

  Paper Outline . The paper is structured as follows: In Sect.  42.2  we discuss the 
related work. In Sect.  42.3  we provide description of the DaemonX framework and 
extension of its data model for UCL purposes. In Sect.  42.4  we defi ne UCL for-
mally, we provide several examples, and we outline its relation to other data models. 
Finally, in Sect.  42.5  we conclude and outline possible future work.  
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42.2      Related Work 

 Probably the most popular language for expressing ICs is the  Object Constraint 
Language  ( OCL ) [ 5 ]. It was developed in 1995 at IBM and from version 1.1 (from 
1997) it is a part of the offi cial standard for UML. OCL is a based on the fi rst-order 
predicate logic and it is a strong typed language. Each expression has a type which 
is defi ned statically before the interpretations. The language has a predefi ned set of 
primitive types ( integer ,  boolean ,  string  and  real ). Each class in the 
UML model represents a special type in OCL. 

  Dresden OCL  [ 6 ] is a software platform for OCL developed at the Technische 
Universität in Dresden, Germany. It is probably the most complex tool with the sup-
port for OCL.  Dresden OCL2 Toolkit  is based on  NetBeans Metadata Repository  
( MDR ), is a standalone implementation of  MOF  [ 7 ].  Dresden OCL for Eclipse  is 
based on Eclipse SDK. Its architecture is based on meta-model called  Pivot model . 
Pivot model provides an abstraction for the evaluation of OCL expressions. It is 
based on  Eclipse Modeling Framework  ( EMF ). EMF includes a meta-model  ECore  
[ 8 ] for describing models. 

  Kent Object Constraint Language Library  [ 9 ] ( Kent OCL ,  KOCL ) is an OCL 
implementation from the University of Kent at Canterbury, England. It consists of 
an OCL parser, analyzer and code generator. It defi nes the  Bridge  meta-model over 
various meta-models, a more reduced meta-model than  ECore . It provides its libraries 
for  Kent Modeling Framework project  ( KMF ), EMF and for Java. 

 There are also some studies which analyze derivation of OCL constraints over 
UML to other constraint languages for other meta-models, e.g. the relational model. 
In paper [ 10 ] mapping of OCL expressions to SQL code is presented. The result of 
the study is that almost all constructions of OCL (except for iterate construct) can 
be transformed to SQL. The authors propose a language mapping according to a 
family of patterns. Each pattern represents an idea of translating an OCL construct 
to an SQL query, in particular the  CHECK  constraint. 

 There are some frameworks that work with constraint in OCL. They support 
usage of OCL also for other data models (e.g. usage of OCL for XML schemas). But 
constraints in OCL over different models (e.g. constraint over UML models and 
constraints over XML schemas) are different. Another disadvantage of OCL is its 
complexity. We want to in a different way. We want to defi ne a new meta-meta model 
that is not be so general, but using this model it is possible to defi ne interconnection 
between different meta-models. And it is possible to mutually translate constraints 
over different models using this interconnection.  

42.3      Architecture and Model 

 The UCL is a general-purpose language. However, it was primarily implemented for 
the purpose of usage in the  DaemonX  framework [ 11 ]. The  DaemonX  project is a 
plug-in-able framework for data and/or process modeling. It was developed by the 
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 DaemonX  team at the Faculty of Mathematics and Physics of the Charles University 
in Prague as a student software project.  DaemonX  is currently available with the sup-
port for modeling of UML diagrams for general data structures, ER models for rela-
tional data, BPMN models for business processes, and XSEM model for XML data. 

42.3.1     Architecture 

 Expressions and types of UCL must be based on a specifi c meta-model called  UCL 
Data meta-model . The aim is to use constraints in UCL for various meta-models. 
And, for two different interconnected models of different meta-models, it must be 
able to interconnect also the two mapped models of UCL meta-model. Our aim is to 
mutually transform constraints over different meta-models. UCL Data meta-model 
should consist of the widest possible types of data constructs and relationships 
between these constructs. 

 The architecture of  DaemonX  is based on the  Meta-Object Facility  ( MOF ). 
As depicted in Fig.  42.1 , the considered layers are  instances  (layer M0),  user model 
of the system  (layer M1),  meta-model  (layer M2) and  meta-meta-model  (layer M3). 
As depicted in Fig.  42.2 , at layer M3 we have defi ned the UCL Data meta-model    ( A ), 

  Fig. 42.1    MOF four-layer meta-modelling architecture of  DaemonX        
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the common data meta-model for purposes of UCL. At layer M2, there are also 
UCL meta-models. For each meta-model, we defi ne a particular UCL Data meta- 
model ( B ). E.g. we have the UML meta-model; it defi nes what a class or an attribute 
is. Then at layer M2, we defi ne UML-UCL-meta-model; it defi nes what is a class or 
an attribute in a view of UCL Data meta-model.

    At layer M1, we create for each model its UCL model. E.g. for a UML model we 
create a UML UCL model ( C ). UCL constraints are based on individual UCL mod-
els. Let us have a UML model and we want to express UCL constraints over it. We 
do not express these constraints over the UML model but over the created UML UCL 
model of this UML model, i.e. UCL constraints are based on the UML UCL model 
( D ). Individual models (at layer M1) represent parts of the complex software system. 
These models are semantically related. A software architect must create the mapping 
(interconnections) between elements in the individual models—in  DaemonX  
the mapping is expressed using the platform-independent model (PIM) of MDA ( E ). 

  Fig. 42.2    Integration of UCL within the  DaemonX  MOF architecture       
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The individual UCL models are then interconnected too in a similar way ( F ). Then, 
if we have UCL constraints over one model (e.g. over UML), we can automatically 
derive the UCL constraints over other models ( G ). It is also possible to derive UCL 
constraints for specifi c constraint languages; e.g. derive UCL  constraints over XML 
to Schematron rules ( H ).  

42.3.2     UCL Data Meta-Model 

 UCL Data meta-model must be suffi ciently general to be able to model many different 
data models. There are two ways how to proceed with the analysis of what and how 
many elements will form the UCL Data meta-model. The fi rst option is that it will 
contain only a small number of elements that will be universal, but it will defi ne 
different kinds of relationships and connections between these elements. The second 
option is that UCL Data meta-model will include a wider number of elements which 
will be more concrete and they will correspond directly to specifi c elements of 
selected modeling data models. The overall proposal of the UCL Data meta- model 
is depicted in Fig.  42.3 .

   Data meta-models typically contain simple elements that directly model the data 
values; e.g. an attribute of a class in UML, a column in a relational model, an attri-
bute or a simple element in XML. These kinds of elements from layer M2 will be 
represented at layer M3 by the element  UCL lexical . A UCL lexical will contain 
properties  Name  (string) and  Type  (enumeration of the basic data types  Integer , 
 Real ,  Boolean  and  String ). 

  Fig. 42.3    Constructs of UCL Data meta-model       
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 Data meta-models typically contain also complex elements that contain simple 
elements (represented by UCL lexicals); e.g. a UML class or a relational table. These 
kinds of elements from layer M2 will be represented at layer M3 by the element  UCL 
entity . A UCL entity has property  Name . It can contain inner UCL lexicals and inner 
UCL entities. This models the situation when some data meta-models can contain 
elements to group other elements (e.g. a package in UML) or that complex elements 
can contain other complex elements. 

 Next, the UCL Data meta-model defi nes relationships between UCL entities. 
It defi nes a  neighborhood  at an equivalent level and a  generalization . The neighborhood 
between UCL entities can represent, e.g., the relationship between UML classes in 
the same UML package. Many data meta-models defi ne both binary and  n -ary links 
between their elements; e.g. a UML association or a foreign key in databases. These 
links are in UCL Data meta-model represented by element  UCL  relation .  A UCL 
relation is an  n -ary link between UCL entities. A UCL relation has property  Name  
and it has two or more  UCL relation ends . A relation end is connected to an UCL 
entity and it is assigned with  Name  and  Cardinality . Consequently, a UCL entity can 
contain also inner UCL relations; e.g. when an UML association is inserted in a 
UML package. In UCL Data meta-model, there is also neighborhood between a 
UCL entity and a UCL relation; e.g. when a UML association class is connected to 
a UML association. 

 All elements of data meta-models and relationships between them can (and 
must) be mapped to the presented elements in UCL Data meta-model and their 
relationships.   

42.4      UCL Formal Defi nition and Examples 

 Let  Te  be a fi nite set of basic types,  E  be a fi nite set of all entities ( UCLEntities ),  R  
be a fi nite set of all relations ( UCLRelations ),  L  be a fi nite set of all lexicals 
( UCLLexicals ), and  R   e   be a fi nite set of all relation ends ( UCLRelationEnds ) of all 
relations.  

 Defi nition 1   A structure of  entities  is a tuple  Entities =  ( E, E.name, E.lex, 
E.inEn, E.inRel, E.conRel, E.accEnds, E.neEn, E.neRel, <   E.gen ) , where

•     E.name: E → £  assigns a name to each entity,  
•    E.lex: E → P ( L ) assigns a set of lexicals to each entity,  
•    E.inEn: E → P ( E ) assigns a set of inner entities to each entity,  
•    E.inRel: E → P ( R ) assigns a set of inner relations to each entity,  
•    E.conRel: E → P ( R ) assigns to each entity a set of relations which are con-

nected to the entity,  
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 Relations describe structural relationships between entities, whereas a relation 
can connect two or more entities. Relations connect entities through their relations 
ends. The number  n  of all relation ends of the relation is called the  degree  of the 
relation. The relation is called the  n -ary relation respectively. An entity can be 
connected to any number of relations. Binary associations where both ends are con-
nected to the same entity are called  recursive  or  self-relations .  

•    E.accEnds: E → P ( R   e  ) assigns to each entity a set of relations ends which 
are accessible (via navigation) from the entity,  

•    E.neEn: E → P ( E ) assigns a set of neighboring entities to each entity,  
•    E.neRel: E → P ( R ) assigns a set of neighboring relations to each entity,  
•   the partial order  < E.gen  ⊆  E  ×  E  is a generalization hierarchy on entities.    

 Defi nition 2   A structure of  relations  is the tuple  Relations =  ( R, R.name, R.
lex, R.neEn, R.ends ) and a structure of  relation ends  is the tuple 
 RelEnds =  ( R   e   , R   e   .relation, R   e   .name, R   e   .card, R   e   .entity ), where

•     R.name: R →  ( £ U λ ) assigns a name (possibly empty) to each relation,  
•    R.lex: R → P ( L ) assigns a set of lexicals to each relation,  
•    R.neEn: R → P ( E ) assigns a set of neighboring entities to each relation,  
•    R.ends: R → P ( R   e  ) assigns a set of relation ends to each relation (each rela-

tion has at least two ends),  
•    R   e   .name: R   e    → £  assigns a role name to each relation end,  
•    R   e   .relation: R   e    → R  assigns to each relation end its (outer) relation,  
•    R   e   .entity: R   e    → E  assigns a connected entity to each relation end,  
•    R   e   .card: R   e    → C  assigns to each relation end the cardinality of the connection 

to the connected entity.    

 Lexicals describe properties of entities and relations. A lexical has a name and 
one of the basic types.  

 Defi nition 3   A structure of  lexicals  is the tuple  Lexicals =  ( L, L.name, L.
type ), where

•     L.name: L → £  assigns a name to each lexical,  
•    L.type: L → T   E   assigns a basic type to each lexical.    
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 We also need to defi ne the  generalization  hierarchy over entities. Generalization 
is a partial order over the set of entities  E . We denote it  <E.gen  ⊆  E  ×  E . The gener-
alization is a taxonomic relation between two entities. If entities  e   1   , e   2    ϵ E  are in the 
generalization relationship  e   1    <    E.gen    e   2  , then  e   1   is the child entity of the parent entity 
 e   2  . A child entity inherits all lexicals, inner entities, neighbor entities and relations 
and all connected relations of the parent entity. 

 The model must satisfy some restrictions like that the names of two lexicals in 
one entity cannot be the same. These restrictions are necessary, because the UCL 
expressions over the model cannot be ambiguous. These restrictions are formally 
defi ned in [12]; we omit them for space limitations. 

42.4.1     UCL Expressions 

 Similarly to OCL, UCL is based on terms and predicates of the fi rst-order predicate 
logic. UCL is a typed language; each expression has a type defi ned statically before 
the interpretation. As mentioned before, the language has the predefi ned set of 
primitive types. Each UCL entity and each UCL relation in UCL model also repre-
sents a special type in UCL. Also collection types from other types can be created. 
All constraints in UCL are  invariant expressions . An invariant is a constraint 
expression which expresses a condition which must be satisfi ed all the time for all 
instances of the defi ned context. 

 Consider the sample UML model in Fig.  42.4 . Each UCL constraint is expressed 
in the specifi ed  context  of a UCL entity or a UCL relation of the source model. 
This model is an instance of UCL Data meta-model. The context must be defi ned at 
the beginning of each block of UCL constraints:

       

Context Person
inv:
…   

    To specify context for non-root elements, we must specify the  full path  to the 
element from the root entity through all inner entities separated by a double colon:

      

Context Employees::Job …
Context RootEntity1: :Entity2: :Entity3: :TargetEntity …  

    To defi ne ICs, UCL uses  invariant expressions . An invariant is an expression of 
the Boolean type. It must return true for all instances of the context element at any 
time. It is defi ned in a context of an entity or relation. The keyword  self  in refers 
to instances of the context. The sample invariant  constraint1  does not refer to 
instances of the context entity because it does not contain the self expression. 
Invariant  constraint2  refers to instances of the entity  Person :

      

Context Person
inv constraint1: 0 < 1
inv constraint2: self.age >= 0
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42.4.2         Navigation Expressions 

 The main difference between UCL and OCL are the navigation expressions. In UCL 
the  simple step navigation  from an entity is a technique how to access other model 
element that is connected with the entity. It is possible to connect these elements via: 
(a) lexicals of the source entity, (b) inner entities of the source entity, (c) inner rela-
tions of the source entity, (d) neighboring entities of the source entity, or (e) neigh-
boring relations of the source entity. Names of all these connected elements must be 
distinct. We can access these elements by the expression of the syntax: a dot operator 
(.) followed by the name of the connected element. For example:

      

-- in the context of Company: 
self.name                /* (a) lexical of Company */ 
-- in the context of Employees: 
self.Employee            /* (b) inner entity of Employees */ 
self.EmployeeHierarchy   /* (c) inner relation of Employees */ 
-- in the context of Company: 
  self.Organization      /* (d) neighbouring entity of Company */ 
-- in the context of Job: 
  self.CompanyEmployee   /* (e) neighbouring relation of Job */ 

  

  Fig. 42.4    Sample UML model       
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    The value of this expression is the value of the target lexical (in case (a)) or an 
expression referring to the target model element (in the other cases). The type of the 
expression is the type of the target lexical (in case (a)) or the type of the target model 
element (in the other cases). Using these navigation expressions we can express 
calculations over the model. For example domain constraint of lexicals (e.g. “the 
age of persons is always greater than zero”) or we can defi ne complex constraints 
based on the relationship between elements which are connected by these kinds of 
navigation. 

 In the similar way as by the entities, we can also access model elements which 
are connected with a relation. It is possible to connect (a) lexicals of the source rela-
tion, (b) neighboring entities of the source relation, or (c) relation ends of the source 
relation which is connected to an entity. Names of these connected elements and 
names of these relation ends must be distinct according the formal defi nition of 
UCL Data meta-model. Examples of expressions are as follows:

      

-- in the context of Marriage: 

self.place /* (a) lexical of Marriage */ 

-- in the context of CompanyEmployee: 

self.Job   /* (b) neighboring entity of CompanyEmployee */ 

self.employer

           /* (c) relation end of the relation CompanyEmployee; 

                  it is connected to the entity Company; 

                  the type of expression is the entity Company */   

    The value of these expressions is the value of the target lexical (in case (a)) or an 
expression referring to the neighboring entity (in case (a)) or an expression referring 
to the connected entity (in case (c)). The type of the expression is the type of the 
target lexical (in case (a)) or the type of the target entity (in cases (b) and (c)). 
Concrete self-descriptive examples of expressions are as follows:

      

Context Employees

inv: (self.Job.position = "baker")

       => (self.Job.CompanyEmployee.employer.name <> "IBM")

Context Employees::EmployeeHierarchy 

inv: self.inferior.salary <= self.superior.salary
Context Company

inv: (self.name = "ABC") => (self.Organization.place <> "USA")
Context Marriage

inv: (self.place = "Prague") => (self.husband.age >= 18) 
  

    Las but not least, starting from an entity, we can create a navigation expression 
to another entity using a connected relation. This navigation can be created using 
the name of an opposite relation end of a connected relation. For example, in the 
context of entity  Employee  we can navigate to entity  Company  using expression 
 self->employer . Or from the entity  Company , we navigate to the entity 
 Employee  using  self->manager . The value of such navigation expressions is 
the target entity or a sequence of the target entities. If the cardinality is ( 0, 1 ) or 
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( 1, 1 ), then the value is an instance of the target entity; else it is a sequence of 
instances of the target entity. The type of the fi rst exemplar expression is  Sequence  
( Company) , the type of the second expression is  Employee . 

 A navigation expression from an entity to other entity through a connected rela-
tion expressed with the operator  ->  is called a  connected relation step expression . 
The second type of a navigation expression through connected relation is  connected 
relation stop expression . It is expressed with the operator  :> . The value of this 
expression is not the opposite entity but the relation which connects the entities. 
Concrete examples of expressions are as follows:

      

Context Company 

inv: self->manager /* expression refers to entity Employee */ 

inv: self:>manager /* refers to relation CompanyEmployee */ 

Context Employee 

inv: self->employer /* refers to Sequence (Company) */ 

inv: self:>employer /* refers to Sequence (CompanyEmployee) */ 

Context Company 

inv: self->manager.qualifications = "manager" 

Context Person 

inv: (self.isMarried and self:>husband.place = "StateX") 

       => (self.age >= 21) 
  

42.4.3         Relation of UCL to Other Data Models 

 In [ 4 ], we formally defi ne how we can map meta-model for UML class diagrams 
and XML model XSEM to UCL Data meta-model. This mapping is necessary when 
we want to use UCL expressions over these models. The mapping is a function that 
assigns all possible types of element in the UML/XSEM models (e.g. a package, a 
class, an attribute, an association, an element) to possible elements in UCL Data 
meta-model (i.e. entity, relation, lexical). Then the mapping assigns all possible 
relations between elements (e.g. a UML attribute of a UML class in an inner lexical 
of its parent entity). 

 We also defi ne a mapping between two different data models. As we have men-
tioned before, when we model a complex information system, the individual elements 
in the different models are semantically related. This interconnection must be cre-
ated manually by software architects. Using this mapping we can automatically 
derive UCL constraints over one model to the other related model if the created 
mapping satisfi es specifi c conditions. For the space limitations we refer the interested 
reader to [ 4 ].   
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42.5      Conclusion 

 The aim of this paper was to introduce a new constraint language UCL which is 
much simpler than OCL, but has universal usage for any kind of data model. Having 
this feature and the respective relations among the models, the language enables 
simple transformation of constraints between the models. 

 As a future work we plan to implement transformation of UCL constraints to 
other languages and full support of evolution management among ICs. In the latter 
case it is a non-trivial task, since a change in one model can infl uence numerous 
other models which may infl uence also ICs. And such situations must be identifi ed 
precisely, fully, and preferably automatically.     
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